
Abstract

When doing image guided surgery, it is important to find a proper alignment of the
coordinate systems for the images and for the tracking system that tracks the positions
of the surgeons tools. This report explores surface based methods for finding such an
alignment, using either an optical shape measurement device, or surfaces gathered by
passing the tracking tool along the surface of the patient. Accuracy and usability factors
are explored, and compared to existing methods based on finding corresponding points
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Nomenclature

Abbreviations

FLE Fiducial location error. The mean of the distance between the fiducials measured
position and the unknown true position.

FRE Fiducial registration error. The mean of the distance between measured fiducial
position in Moving data transformed with the resulting registration, and the mea-
sured fiducial position in Fixed data.

MCE Maximum correspondence error, a measure of registration accuracy.

NAI Noise amplification index, a measure of geometric constraint.

RCS Reference coordinate system (from dicom specification).

RMS Root mean square.

SVD Singular value decomposition. A method for decomposing a matrix into the prod-
uct of two orthonormal and one diagonal matrices.

TRE Target registration error. The distance between one point in moving data, after
registration, and the corresponding point in fixed data.

Glossary

Fixed data The target data set in a registration.

Moving data The dataset in a registration that is transformed.

Preoperative Done or acquired prior to surgery

Volume Or volume data or volume image. A three dimensional regular grid of voxels.

Voxel Three dimensional equivalent to a pixel.
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Chapter 1

Introduction

In modern medicine there is an increasing desire to use available image data to guide
and assist surgeons during operation. This field of research is called image guided
surgery. An important part of any image guided surgery system is to align the medical
imaged, usually captured beforehand to the patients current position in the operating
room. This alignment procedure is called a patient registration. This report discusses
the possibility of building an automatic patient registration system based on surfaces
segmented from the medical images, and corresponding surfaces of the patient captured
with either a tracking probe or a optical shape measurement device during surgery. The
focuses is on accuracy and usability. The goal is to produce a system that can produce a
patient registration with comparative or higher accuracy than registration using sticker
fiducials, while being easier for the surgeon to use.

1.1 Traditional Patient Registration

Currently patient registration is usually done using point-based registration methods.
This method works by manually, or semi-automatically finding corresponding points
in preoperative data and in operating room coordinates, and then finding a geometric
transformation that minimises the mean distance between corresponding points. There
is currently two main ways to find corresponding points. These are discussed in the
following sections.

1.1.1 Anatomical Landmarks

When registering the patient using anatomical landmarks the points are chosen to be
distinct features in the human anatomy near the target area of the operation. Options
include the tip of the nose and features in the ear for surgery in the head. These points
are first located in the medical images, and then they are pointed to with a tracking probe
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in the operating room. This results in a set of pairs of corresponding points, usable for
the registration task.

1.1.2 Fiducial Markers

As an alternative to anatomical landmarks, fiducial markers are sometimes used. Fidu-
cial markers are usually stickers filled with contrast in order to be highly visible in the
desired image modality. These are attached to the patient before the imaging is done,
and remain on until after the operation is completed. The registration procedure is very
similar to the anatomical landmark method. First find the markers in the preoperative
image data, then point to the marker using the tracking probe. This method provides
better precision than the landmark based method, and it also has the potential for higher
degree of automation, since the marker properties are well-defined and known in the
image data. But the markers can potentially be uncomfortable for the patient. If the
diagnosis was done based on images captured without fiducial markers this method will
require an additional scan with markers attached, and this results in extra radiation doses
for the patient. In some systems fiducial markers are attached to the patients bones with
screws rather than to the skin with stickers. This allows for excellent accuracy, since
these markers, unlike stickers, can not move, but inserting fixed fiducials introduces
additional surgery for the patient.

1.2 System Overview

The envisioned system has the following main components:

• Optical shape measurement device

• Tracking system

• Navigation computer

• Modern medical imaging devices

The system works by importing the medical image data from the imaging device into
the navigation computer that segments out the outer surface of the patient from this
data. Then a surface representation is gathered from the operating room. When using
the shape measurement device a point cloud representation of the patients outer sur-
face is gathered. The point cloud is used to recreate a surface on the computer, and
this surface is registered with the segmented surface from the imaging device. This
part of the setup is shown in figure 1.1. Then the tracking devices reference frame
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Figure 1.1: Overview of the first registration process. The parts emphasised in this
report are in the dotted ellipse

is found in the shape measurement devices point-cloud and a registration is done be-
tween the shame measurement coordinate system and the tracking devices coordinate
system. Combining these two registrations should result in a geometric transformation
that maps coordinates from the tracking device into the preoperative medical images.
Alternatively the surface could be gathered by moving the tracking probe along relevant
parts of the patients outer surface while continuously storing the position, and then use
this surface representation as well as the segmented surface to find the registration.

1.2.1 Tracking System

The tracking system used is the Passive Polaris system from Northern Digital Inc. This
system consists of a position sensor and one or more tools. The position sensor consists
of two infrared cameras and infrared light emitting diodes. The tools are fitted with
three or more spheres designed to reflect infrared light. The position sensor detects the
spheres with it’s two cameras and use triangulation to find the position of the spheres
in 3D space. The system then uses knowledge of the sphere configuration on the indi-
vidual tools to give full six degree of freedom information about the tool positions. The
position sensor needs line of sight to the tools in order to work, this mean that the sen-
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sor might need to be moved if the area of interest get occluded from the sensors view.
This would have resulted in a change of the coordinate system for the tracker tools.
To overcome this problem, a special tool, called the reference frame, is attached to the
operating table, and all tool coordinates given in the navigation computer are relative
to this. The tracking system tracks the position and orientation of all the tools used.
After the registration is completed, the tools are shown in the visualisation on the nav-
igation computer, and relevant images can be automatically extracted from the volume
based on the tools positions. A special tool, called the tracking probe, has no use other
than sampling positions. This tool has a sharp tip with well defined position. When
using the tracking device as the registration basis, this tool is pointed at the patients
skin, and moved along the relevant anatomy while storing it’s position, and thus gather
a representation of the surface.

1.2.2 Optical Shape Measurement Device

The optical shape measurement device is a special device designed by SINTEF Fo-
tonikk. It consists of a digital camera and a projector mounted with some distance be-
tween them, and directed at the same area. The projector illuminates the area of interest
with a sequence of various stripe-patterns, and for each pattern the camera takes a pic-
ture of the area. The curvature of the stripes as seen from the camera gives information
about the elevation of the object of interest at any given point. The stripe sequence is
designed to calibrate the system, and to overcome problems when the object to measure
have non-uniform colour. The output of the scan is a large set of points in 3D, typically
around 100 000, all believed to be on the surface of the object to be scanned. The output
of this scan is processed to detect the reference frame from the tracking system and the
patient surface. This information will allow a full patient registration to be achieved.

1.2.3 Modern Medical Imaging Devices

Modern medicine have a wide variety of different imaging methods to show the inside
of the patient. In this project we will use CT and MR scans. These scans results volume
images that represent some property of the inside of the patient, like x-ray attenuation
for CT. This information is used by the surgeon to plan the surgery before it is started,
and to guide the surgeon during the procedure. In this system the CT/MR data is seg-
mented to extract the outer surface. This surface is to be matched to the surface from
the optical shape measurement device or tracking device.
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1.2.4 Navigation Computer

The navigation computer is used to visualise the output of the imaging device. This is
done both during planning and during surgery. The computer is attached to the shape
measurement device and the tracking system, and it does all the calculations relating to
the registration. During surgery the computer visualises the patient with all the surgeons
tools shown on the screen. This allows for many things like showing the surgeon what
is underneath the knife before he does the cut, or warning the surgeon if some of the
tools are deviating from the planned course.

1.2.5 Alternative Solution

As an alternative solution, we will consider doing ordinary landmark based registration,
and refine the result using surfaces gathered by rapidly sample the probes position while
moving it along the surface of the patient in some pattern. This would allow to free the
space of the shape measurement device from the operating room, and still give good
accuracy without using fiducial markers.

1.3 Report Overview

The focus of this report is on the segmentation of the outer surface from volume data,
and on matching this surface to the surface found in the shape measurement. The other
parts of the system is being developed by other parts of SINTEF and is not the focus off
this report, even though they will be part of the final test rig, and they will all affect the
accuracy of the complete system. This is shown in figure 1.1.

The report starts by reviewing relevant theory on surface-based registration (chap-
ter 3), registration accuracy (chapter 4) and accuracy measurement, as well as surface
segmentation from volume data (chapter 5). Then the implementation is discussed and
described (chapter 6). Chapter 7 shows some results of the methods and the results of
some experiments. Chapter 8 analyses the results, and chapter 9 gives the conclusions.
Finally future work is summarised in chapter 10.

1.3.1 Previous Work

In a previous project[3], surface based registration was explored and found to be feasible
in a setting like this. This report will extend that work by replacing the segmentation
methods used and improving the registration scheme. Furthermore this report will try
to give experimental and analytical measures for the accuracy of the system.
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Chapter 2

Problem Description

This chapter will further explain the registration problem, introduce some terminology
and describe the input data in a bit more detail.

2.1 Registration

Registration is, according to Fitzpatrick’s definition in [6] “the determination of a geo-
metrical transformation that aligns points in one view of an object with corresponding
points in another view of that object or another object”. This definition is very broad,
and covers a lot of different tasks, from aligning different images(Image registration)
to aligning preoperative medical images to operating room instruments(Patient registra-
tion, which is the problem considered in this report), but does also cover lots of other
tasks like comparing patient images to medical atlases, or comparing images of differ-
ent patients, or images of the same patient at different times, or glueing together surface
scans of objects from different angles to a complete model, to name a few. Fitzpatrick
continues to give a eight dimensional categorisation of the general registration problem
along the following axes:

Axis Shape method Tracker method Point-based
Dimensionality 3 3 3
Basis Surface Surface Corresponding Points
Transformation Rigid Body Rigid Body Rigid Body
Interaction Fully automatic Semi-Automatic Semi-Automatic
Optimisation Local search local search Closed form
Modalities CT/MR+shape CT/MR+tracker probe CT/MR+tracker probe
Subject intra-patient intra-patient intra-patient
Object Head Head Any

Table 2.1: Classification of registration tasks. Comparing the two methods proposed
here with traditional point-based patient registration
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For convenience, we name the view to be transformed “moving data”, and the view
that it should be transformed into “fixed data”, or for short M and F. These two are
mathematically defined as the set of all points on the surface of the object in the respec-
tive views, for surface based registration, or as the ordered sets of corresponding points
for point based registration. Other terms are also commonly used in the literature, these
include data/model, source/target and left/right.

2.2 Rigid Body Transformations

As stated above, the registration task in question involves finding a rigid body transfor-
mation. A rigid body transformation is a transformation that consists of only rotations
and translations. Using homogeneous coordinates[2] any rigid body transformation can
be represented by a 4x4 matrix such as:

M =


R11 R12 R13 T1

R21 R22 R23 T2

R31 R32 R33 T3

0 0 0 1

 (2.1)

Where Rij are a 3x3 orthonormal rotation matrix1, and Ti is a translation vector. We
use Mvn to denote the rigid body transformation from coordinate system v to n. For
pure translations or rotations we use Tvn or Rvn respectively.

Using homogeneous coordinates, and representing a vector as v = [x y z 0]T and
a point as p = [x y z 1]T any transformation can be calculated using a simple matrix
multiplication like this:

x′ = Mx (2.2)

It follows from this that

x′′ = M2x
′ (2.3)

which gives that

x′′ = M2Mx = M∗x (2.4)

if M∗ = M2M. calculating M∗ allow one to transform a large number of points

1Note that not all orthogonal matrices are pure rotation matrices, but some also hold point of line
reflections
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through the same set of transformations at the same cost of transforming the same set of
points with only one transformation. This is a property that we will take advantage of,
both in derivations later in the report and in implementation of the registration system.

2.3 Input Data

2.3.1 Volume Data

The term volume data, or volume image, is here used for the three-dimensional image
data produced by MR and CT scanners. This data is effectively a three dimensional
array of voxels. A voxel is a is basically a rectangular prism, that have a finite constant
extent along each of the axes and is associated with a intensity value. The voxel size
along the x and y axis is usually equal and a bit below one millimetre, and along the z
axis the size is usually 1 mm or larger. The intensity value is usually 16 bits, of which
only the 12 least significant bits are used. This results in about four thousand different
intensity values per voxel.

2.3.2 Surface Data

Polygonal surface data models are used both as input from the shape measurement de-
vice, and as output of the segmentation process. The polygon data model can be viewed
as a ordered list of points, where each point is three floating point numbers giving the
points position in the coordinate system along each the access in unit millimetres. Fol-
lowing the list of points is a ordered list of cells. Each cell is a tuple of N indexes into
the point list. These lists are followed by any number of arrays containing information
about either the points or the cells. Common uses are to store normal-vectors for points
and/or cells. Other properties could be gradients, curvature, colour etc.
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Chapter 3

Registration Methods

This chapter gives an overview of methods and algorithms useful for patient registration
with emphasis on surface based methods.

3.1 Point Based Methods

We will first briefly discuss some of the common point based registration methods,
because they are an important part of most surface based methods.

3.1.1 Horn’s Quaternion Solution

Horn presented the first closed form solution to the corresponding points registration
problem in 1986[10]. He used unit quaternions to ease the development of a solution
for finding the best translation, rotation and possibly scaling, in a least squares error
sense, from a set of three or more points in three dimensions.

The method first finds the mass centre of the two point clouds. Using M and F as
the two point sets, with N points each, this can be done as following.

m =
1

N

∑
i

m f =
1

N

∑
i

f (3.1)

Let m′
i and f ′i be normalised versions of mi and fi with regard to the centroids, like this:

m′
i = mi −m f ′i = fi − f (3.2)

The scale is found to be:

s =

√ ∑
i ||f ′i ||2∑

i ||m′
i||2

(3.3)
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The matrix:

M =
∑

i

m′
if
′T
i =

Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

 (3.4)

can easily be computed from the point pairs of the input, and it hold all the information
needed for finding the rotation component of the transformation. The rotation is repre-
sented by the unit quaternion that is the eigenvector with the largest eigenvalue of the
following matrix, constructed from additions and subtractions of the elements of M:

N =


Sxx + Syy + Szz Syz − Szy Szx − Sxz Sxy − Syx

Syz − Szy Sxx − Syy − Szz Sxy + Syx Szx + Sxz

Szx − Sxz Sxy + Syx −Sxx + Syy − Szz Syz + Szy

Sxy − Syx Szx + Sxz Syz + Szy −Sxx − Syy + Szz


(3.5)

The translation is, as the last step, found to be the vector difference between the centroid
of the fixed points and the scaled and rotated centroid of the moving points, like this:

T = f − sR(m) (3.6)

This method has quite a few good sides compared to other methods. It is fast,
requires no iteration and uses no approximation. It also makes sure that the result is
purely rotation, scale and translation, even when finite precision arithmetics might cause
rounding errors.

3.2 Singular Value Decomposition

One popular alternative to Horn’s solution presented in among others [8], is to use sin-
gular value decomposition(SVD). This method finds the rotation part as an orthonormal
rotation matrix.

Starting with the matrix

B =
[
b1 b2 b3

]
(3.7)

where

bk =
∑

i

wnf
′
ikm

′
i (3.8)
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where f ′ and m′ are normalised versions of f and m as explained in equation (3.2). This
matrix has the singular value decomposition

B = UDV (3.9)

where U and V are orthonormal and D is diagonal. The rotation matrix is found to be

R = VTUT (3.10)

The translation part is finally found equivalently with Horns solution in equation (3.6).

3.3 Comparison

Both methods have some benefits and some drawbacks. The SVD method directly al-
lows for point pairs to be weighted and thus contribute with different degree to the final
result. This is handled by the wn constants in equation (3.8). Methods have been made
to estimate these weights based on the data in order to create more robust registration.
Although Horn shows that his method can be extended for weighting point pairs, the
SVD method seems to be the method of choice for weighted or robust corresponding
point registration problems. Another feature of the SVD method is that it easily gener-
alises to N dimensions, while the unit quaternion solution only works in two and three
dimensions. The major drawback with the SVD method is that an orthonormal matrix
can represent both rotations and reflections, and the method does not guarantee that the
result is a rotation only.

3.4 Iterative Closest Point Algorithm

The Iterative closest point algorithm was first introduced by Besl [4], and is a well
known algorithm for registration of surface data. In our previous study [3] we have
shown that this algorithm is feasible as a basis for a surface based, marker-less registra-
tion scheme. The algorithm is very general which makes it an ideal basis for modifica-
tion. The general ICP algorithm is given in algorithm 1.

The algorithm in algorithm 1 is slightly generalised compared to Besl’s original, in
particular Besl did not have a FILTER PAIRS step. In the original article, Besl uses
a global search for FIND CLOSEST POINT, alternatively sped up using a K-d tree.
For CORRESPONDING POINTS REGISTRATION he uses Horns quaternion based
solution, [10]. Numerous suggestions have been presented to speed up the algorithm, or
to make it more robust when meeting outliers and noise, or to adapt it to specific tasks.
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Algorithm 1 Baseline ICP
Transform← Initial Transform
Moving data← TRANSFORM(Moving data, Transform)
repeat

for each point in Moving data do
closest point← FIND CLOSEST POINT (Fixed data, point)
Point pairs← Point pairs ∪ {[point, closest point]}

end for
Point pairs← FILTER PAIRS(Point pairs)
Increment← CORRESPONDING POINTS REGISTRATION(Point pairs)
Transform← Transform ∗ Increment
Moving data← TRANSFORM(Moving data, Increment)

until (Convergence)
return Transform

Some common modifications include:

• Weighting pairs in CORRESPONDING POINTS REGISTRATION according to
matching features (colour, curvature, normals etc), or weighing pairs based on
distance between points to speed up convergence

• Replacing the least mean squares CORRESPONDING POINTS REGISTRATION
with a least median squares registration, to allow up to 50% outliers [18]

• Replacing the least mean squares CORRESPONDING POINTS REGISTRATION
with a registration that minimises the mean of some transfer function of the
squared distance between the points, to increase robustness.[16],[8]

• Use a projection in FIND CLOSEST POINT, to speed up each iteration.

• Use auxiliary information when finding closest point. Examples include lumi-
nance [29], colour

• Use a neighbourhood heuristic as FIND CLOSEST POINT, to speed up each
iteration. [12]

3.5 Multi-resolution Iterative Closest Point Algorithm

One important modification to the original ICP algorithm is to run it in a multi-resolution
scheme as suggested by Jost [11]. This is done by first running the algorithm on a small
part of the dataset, and using the result as initial transformation for another run with a
larger part of the dataset and continue until all the available data is used, as described in
algorithm 2. This result is a registration which is more robust in handling local minima,
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and that is much faster. The speed gain is caused by the ICP algorithms tendency to
give most significant changes in the earliest iterations. The added robustness is caused
by the fact that with a smaller dataset the solution space have a lower resolution, which
may fail to represent some of the minima.

The following subsampling methods are suggested in the literature:

• Uniform subsampling [28]

• Random subsampling, with different subsampling each iteration. [18]

• Uniform normal distribution. [22]

In addition we suggest subsampling done uniformly according to increasing cur-
vature, as explained in algorithm 3. This will guarantee that points from both smooth
areas and areas of high curvature gets included in each subsampled dataset, even with
very few points.

Algorithm 2 Multi-Resolution ICP
Transform← Initial Transform
Num Points← N
while Num Points < Size(Moving data) do

Sub moving data← SUBSAMPLE(Moving data, Num Points)
Sub fixed data← SUBSAMPLE(Fixed data, Num Points)
Transform← BASELINE ICP (Sub moving data, Sub fixed data, Transform)
Num Points← INCREASE(Num Points)

end while

Jost suggests starting with a low number of points (about fifty) and double the
amount for each level. Making the INCREASE function in algorithm 2 a simple dupli-
cation. He also shows that when using an acceleration for the FIND CLOSEST POINT,
such as a Kd-tree search, there is no need to subsample the fixed data.

Algorithm 3 Curvature subsampling
CURV ATURE SORT (Moving data)
Step←Moving data/Num Points
i← 1
while i < Num Points do

Sub moving data[i]←Moving data[i ∗ step]
i← i + 1

end while
return Sub moving data
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3.6 Handling Partial Overlap

When imaging with CT or MR scanners, it is usual to scan the minimum area required
to get the relevant area well covered. This is because of radiation doses in the CT case,
and in the MR case it is because the resolution/accuracy gets reduced when the field of
view is large. As a result of this, we will often get a problem when the surface scanned
by the optical measurement device covers areas not included in the CT/MR scan. This
case is not handled by the ICP algorithm directly. One proposed solution for this kind
of problem can be found in [28]. Here Turk uses a modified ICP algorithm to merge
range images of the same object captured from different angles, in order to recreate a
complete model of the object. This task obviously needs to handle partial overlap. Turks
heuristic approach states that after pairs of corresponding points have been found, all
pairs where one of the points is on the edge of the the surface should be dropped before
doing corresponding points registration. In addition he also drops points that are more
than a certain distance apart.

Other solutions have been proposed as well. Masuda proposes to replace the min-
imum mean square distance registration with a minimum median square distance reg-
istration [18]. This allow for up to 50% non-overlapping surfaces. Another solution
[19], is to first run a registration, and remove all outliers after the registration and run
the registration once more afterwards.

3.7 Geometric Constraint

In order for any surface based registration to work it is necessary that the shapes to be
registered have sufficient geometric constraint. For example it is impossible to find the
right rotational values for a sphere or a cylinder based on geometry alone, while a cube
may work well1. Even further, if the registration is to be performed with only a limited
portion of the objects surface as moving data, which is the case for our registration using
tracking device, the used points should be selected so as to provide maximal geometrical
constraint.

Simon[26] uses principal component analysis to derive a measure for the geometric
constraint for any given object. Given a function V(xs) of a point xs on the surface of
the object and the normal vector n of the object in that point as follows:

V(xs) =

[
n

xs × n

]
(3.11)

1disreguarding symmetry
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he shows that the magnitude of the minimal eigenvalue for the matrix:∑
xs∈M

V(xS)VT(xs) (3.12)

is a good measure of the geometric constraint for the model. The corresponding eigen-
vector represent the direction of maximum freedom and is composed as follows:

t =
[
tx ty tz ωx ωy ωz

]T

(3.13)

where (ωx, ωy, ωz) is rotations about the respective axes, and (tx, ty, tz) are translations
about the newly rotated axes.

Given the six eigenvalues λ1 ≥ λ2 ≥ λ3 ≥ λ4 ≥ λ5 ≥ λ6 of the matrix in
equation (3.12), the noise amplification index(NAI) is defined as:

λ6√
λ1

(3.14)

This is an even better measure than the minimum eigenvalue alone, and will be used in
analysis of our results.

24



Chapter 4

Registration Accuracy

4.1 Metrics

There are several measures available to give the accuracy of a registration. The most
common is the Fiducial Registration Error (FRE for short). FRE is defined as some
function of the distances between one point and the corresponding point in the other
dataset. Usually this is the mean euklidian distance or RMS distance. The FRE value is
usually very easy to get from the registration system since most systems work by trying
to minimise it. The measure has some serious drawbacks as explained in [7].

A better measure is the target registration error(TRE), which is defined as a function
of the distance from one point in moving data after registration to the corresponding
point in fixed data. This makes TRE a function of the input space, and thus it can
not give a single number for the resulting accuracy. The ideal measure of registration
accuracy would be a confidence interval for the TRE throughout the area involved in the
surgery. The value of TRE is very hard to estimate in general, even though some special
cases are explored. In particular Fitzpatrick presents in [7] some interesting theories on
accuracy metrics in a point based registration setting. He uses perturbation theory to
explore the relationships between the fiducial location error1(FLE), FRE and TRE. He
shows how the TRE depends on FLE, the number of points, and the point configuration,
while the FRE only depends on the FLE and the number of points, but not on the point
positions and configuration.

If a ground-truth is known, it is common to give the error as maximal displacement
and rotational error. This is also a common way to give accuracy requirements of a
specific task. As noted by Simon in [24] this metric is ambiguous and depends on the
coordinate system used. He suggest that if this method is to be used, the coordinate
system must be defined relative to the task to be solved.

1the mean distance between the unknown true positions of the fiducials and the measured positions
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In later work Simon[26] proposes the maximum correspondence error (MCE). The
MCE is defined as

MCE = max
i
||Fi −MerrFi|| (4.1)

where Merr is the difference between the ideal transformation, and the actual transfor-
mation like this:

Merr = MtrueM
−1
est (4.2)

Calculating MCE is only feasible when the true transformation(Mtrue) is known,
but Simon shows how an upper bound on MCE can be found from the RMS FRE.

Both [24] and [5] use a screw axis analysis of registration results to analyse the
registration results. This method makes it fairly easy to detect the areas of worst error.
Simon also reports that visualising the screw axis superimposed on the relevant anatomy
is useful when interpreting the registration error.

4.2 Factors

Numerous factors affect the accuracy of the registration. Here are a few:

• Volume data acquisition

• Surface reconstruction/segmentation

• Optical measurements

• Surface reconstruction from optical measurements

• Registration errors

• Anatomical deformations

We will discuss each of these in the following sections.

4.2.1 Volume Data Acquisition

The spacial resolution of the used volume data is an obvious limitation of the represen-
tation of the object to register. That is, a volume image with voxel resolution 2 mm x
2 mm x 2 mm can not represent the surface of an object as accurately as a volume image
with voxel resolution 0.5 mm x 0.5 mm x 0.5 mm. Consider a diagonal line sampled
in these two resolutions, the higher resolution image would be a fine grained staircase
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following the line, while the lower resolution image would be a rough staircase, nearly
checkerboard patterned. Now consider there was a bump on this line, like a 1 mm radius
semicircle. The fine resolution image would represent this to some degree, while the
low resolution image might totally miss it, or make it much larger than it actually is,
depending on where in the sampling it hits.

The contrast resolution(number of available gray levels) also have an affect on reg-
istration accuracy. More gray levels will allow for more accurate positioning of the
surface. Higher contrast resolution will also allow for better separation of the wanted
object from neighbouring object with similar properties.

Lastly acquisition errors, like mechanical inaccuracy and different artefacts may
result in reduced accuracy. These are however not discussed in this work, more than
noting their existence.

4.2.2 Volume Data Surface Reconstruction/Segmentation

As noted in [24] little have been published on validation of surface model geometric
accuracy. This is generally speaking a very difficult thing to do, and it is linked to the
fundamental difficulty of segmentation in general. For validation of a image segmenta-
tion, a ground truth is needed, but if a ground truth is readily available the segmentation
is not needed in the first place. There are two general ways suggested in the literature:
Either compare the methods output to manual segmentation done by and expert, or run
the method on scans of an object for which a good representation already exist. The
last method usually requires precise manufacturing of an object from a model specifica-
tion. The former method is very time consuming, and expensive, since the competence
needed for good manual segmentation is highly priced. In order to say something gen-
eral about the segmentation performance the procedure must be run on, and evaluated
for several different datasets, to make sure it doesn’t just work for one given set.

4.2.3 Shape Measurement Device

The optical shape measurement device used is specified to have an point accuracy of
0.1 mm. A possible source of error here is when unwanted surfaces get included in the
scan. These might include hair, cloths, the operating table etc.

4.2.4 Surface Reconstruction from Optical Measures

A special spline based algorithm is used to create a smooth surface from the points of
the shape measuring device. This algorithm is also responsible for removing unwanted
surfaces from the point cloud. Possible causes of errors from this step include: Incorrect
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trimming and moved surface errors. The spline surface can, due to the nature of splines,
be evaluated for any (x, y) to get the corresponding z. This, however, is not wanted
since the surface isn’t really available for all (x, y). Therefore the spline surface is
trimmed, to remove the parts with little correspondence in the shape measurement point
cloud. Errors in this trimming process can cause the surface to be slightly extrapolated
in some areas, and trimmed too much in others. The former error can introduce regis-
tration errors (most noticeably rotational errors, when the extrapolation is asymmetric),
while the latter only reduce the available information needed to do the registration, and
therefore also the total possible accuracy. This we call trimming errors. The moved
surface errors is caused by the nature of splines. In areas with high curvature the spline
surface will lie fully within the control points(from the shape measurement device) and
thus even further away from the real surface than the inaccuracy of the shape measure-
ment device.

4.2.5 Registration Errors

Registration errors are a common name for all errors caused by the registration system
itself. This includes when the algorithm gets stuck in a non-global minimum, and when
higher functions of the registration, like detection of overlap, fails. When registration
fails it is often a real error, more than a source of inaccuracy. However noisy data,
or data with poor geometric constraints, can result in additional local minima near the
global minima, creating good, but not perfect results.

4.2.6 Tracking Device

Errors of the tracking device is directly contributing to the total registration error. Even
if all other parts of the system were completely perfect, the tool position on the naviga-
tion computer could not be more precise than the accuracy of the tracking system. The
passive Polaris system used is specified to have a RMS error in positioning of 0.35 mm.
Furthermore this will affect the registration accuracy as well, when using the tracking
device registration. For the tracking device registration there is another source of error
that should be considered here, namely the operator. If the operator does not manage
to keep the tip of the tracking probe in contact with the patient skin at all times during
position capture, incorrect positions will appear in the resulting data. This may happen
for a number of reasons including, but not limited to:

• The probe gets stuck and “jumps” free again. This was in particular a problem
with the rubber skin of the phantom used in our tests.
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• Hair or other feature touches the probe further up from the tip, and pulls the tip
of the probe away from the surface.

Both of these can be improved by building better tracking probes for the task, improve
training and build better procedures for the data capture.

29



Chapter 5

Segmentation Methods

In previous work we used a method combining thresholding and operations from math-
ematical morphology to do the surface extraction from volume data. This method, even
though it worked well enough for our tests, has a number of drawbacks. In this work
we have tried to overcome these using modern level set techniques.

5.1 Level Set Introduction

Level set methods are one of the latest achievements in image manipulation, and have
proven effective in numerous applications. The level set methods build on the “ac-
tive contours” idiom, but implements it with a different mathematical formalism. It is
known that a curve or surface can be viewed as the level set1 of a one dimension higher
function. In level set image segmentation[17] one starts with a contour, and then con-
structs a higher dimensional implicit function that has this contour as it’s zero level set.
This higher level function is then used as a first solution to a differential equation, and
it is iteratively refined. When the refinement stops, due to convergence or timeout, the
zero level set of the resulting higher dimensional function is found, and this level set is
the result of the segmentation procedure. Constructing different differential equations
makes it possible to quickly implement different segmentation algorithms, with differ-
ent properties. The different parts of the differential equation are called “energy terms”
and the solver iteratively tries to minimise the energy of the resulting curve. Usual
energy terms include:

• An upwind term that expands the curve through regions of low gradient, but that
stops near high gradients. Also called and advection term. This term allows the
segmentation to work even with a very rough initial contour.

1also known as level surface or level curve i 3 and 2 dimensions

30



• A curvature dependant term, that minimises curvature. This term reduces the ef-
fect of noise in the image, and allows the curve to close gaps, when edge segments
fail to completely enclose the object.

• A term that attract the curve to high gradients.

5.1.1 Fast Marching Method

When the differential equation has a simple enough form, the solver may be simplified
quite a bit. In particular, when using only the upwind term the normal solver may be
replaced by an algorithm called the fast marching method. In the fast marching level set
solver, the working matrix does not contain the current value of the higher dimensional
function at the different points, but rather contains the time in which the zero level set
crossed that area. This buffer is initialised so that points inside the initial contour are
zero, and points outside are +∞. In addition all points inside the initial contour, without
neighbours outside, are put in a list of visited points. Then one repeatedly selects the
non-visited point with lowest value, calculate the speed at this point, multiply it with
the time step, and add the value of the current point. This value is assigned to all non-
visited neighbours whose value is not already lower than this. Then the point is flagged
as visited and the next point is selected. This is repeated until all points have been
visited, or until the lowest unvisited points value is larger than a given threshold.

Now the different level sets of this matrix will give the solution at a given time.
Taking the level set at a very high time will give the curve when the motion stopped,
which is equivalent to the energy minimum.

The algorithm, following [23] becomes algorithm 4. When using a heap structure

Algorithm 4 Fast Marching Level Set
T [x]← 0|x ∈ INITIAL
KNOWN ← {x|x ∈ INITIAL,∀y ∈ NEIGHBOUR(x)y ∈ INITIAL}
TRIAL← {x|x ∈ INITIAL, x 6∈ KNOWN}
repeat

x← x′|x′ ∈ TRIAL, ∀y∈TRIALT [x′] ≤ T [y]
TRIAL← TRIAL \ {x}
KNOWN ← KNOWN ∪ x
for each y in NEIGHBOUR(x) ∩KNOWN do

TRIAL← TRIAL ∪ {y}
T [y]← min(T [y], T [x] + Speed(x) ∗ TIMESTEP )

end for
until TRIAL = ∅

for the trial list, the insertion, removal and minimum search in this algorithm can be
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done in O(logN). This results in a run time of O(N3logN) for the complete algorithm
for a NxNxN volume.

The good thing about the fast marching method, is that it allow the contour to evolve
fairly long, fairly fast. Thus smaller and less accurate initial curves can be used. For
instance one could start with a single point known to be inside the desired structure and
evolve this point using fast marching methods until that converges. This will give a
contour that is close to the desired objects real contour, and can be used as input in the
heavier full level set methods.

5.2 Anisotropic Diffusion

The level set segmentation methods use a local gradient operator to detect edges. It is
a known fact that local gradient operators are very sensitive to noise. Noise can easily
be suppressed with a blur operation, like convolving with a gaussian kernel, but this
diffuses the edges, which can cause the algorithm to expand through the edge, or just
cause the position of the edge to be a bit wrong. One solution, suggested by Perona and
Malik [21], is the anisotropic diffusion.

This method is based on the observation that blurring an image with a gaussian
kernel is equivalent with the solution of the heat equation at a given time depending on
the size of the gaussian kernel, where the image intensities act as initial temperatures.
Changing the conductivity term of the heat equation from a constant value (isotropic)
to a value that changes throughout the image (anisotropic) allows for similar operations
but with different properties.

The anisotropic heat equation is as follows:

δI

δt
= c(x, y, z, t)∇2I +∇c · ∇I (5.1)

For constant conductivity this reduces to the classic heat equation:

δI

δt
= c∇2I (5.2)

Making the conductivity change dependant on the local brightness gradient, such
that lower gradients give better conductance, and higher gradients have lower conduc-
tivity will give a smoothing effect that preserves edges. The function recommended by
Perona and Malik is:

c(x, y, z, t) = g(||∇I(x, y, z, t)||) g(∇I) = e−(||∇I||/K)2 (5.3)
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Solving this equation gives a function I(x, y, z, t) with the properties that I(x, y, z, 0)

is the initial image, and evaluations of the function at values t > 0 gives smoothed ver-
sions where the image is more smoothed for a higher t.

The equation is usually solved using finite forward differences, and only solved to
the time level wanted.

5.3 Marching Cubes

The marching cubes algorithm is an algorithm to extract isosurfaces from volume data.
It was invented by Lorensen and Cline [15] to help visualisation of medical volume
images. Although the algorithms original intent was in visualisation, it is generally
useful in extracting polygonal models from volume data. This has uses in surface based
registration, both as a stand alone segmentation method, and as a means to extract the
result of methods that does volume segmentation entirely in the volume data domain,
like the various level set methods described in section 5.1.

The marching cubes algorithm consider 2x2x2 voxel sub-volumes, called a cube,
of the original input volume. It flags each of the voxels as either inside or outside

depending on whether the value of that voxel is higher or lower than the wanted isosur-
face. Noting that the resulting polygon model must separate each inside point from each
outside point gives 28 topologically different ways to create polygon models for such a
cube. Taking into account rotational symmetry, and the observation that the model must
be the same if all inside and outside points are swapped, the number of basic cases is
reduced to 14. This allow for a quick table lookup implementation to find the number
and topology of the triangles to create. The location of the triangles vertices are then
calculated using linear interpolation between the position of the inside and outside vox-
els, taking into account the voxel sizes. The location of the output vertexes are therefore
given in floating point mm position along the three axes, independent of input volume
resolution and voxel sizes.

When the triangles for one cube is added, the algorithm moves on to consider the
next cube, in scan-line order, until the entire volume is processed. This means that the
algorithm needs only have two slices of the volume in memory at the same time.

Alternatively the algorithm can calculate normals from the image gradients. These
normals can be used in shading during visualisation. This extension increases the mem-
ory need to four slices.

An interesting property of this algorithm is that all surfaces it produces are closed
where not cut by the volume data boundary. Thus all edges of the surface will be located
on the surface of the outputs bounding box.

33



Chapter 6

Implementation

This chapter discusses implementation details for the test system. The selected algo-
rithms and methods are described and relevant details on how they are implemented are
described.

6.1 ITK, VTK and CustusX

The implementation relies heavily on the open source libraries ITK and VTK for image
processing and visualisation, as well as geometric support code.

ITK is short for The Insight Toolkit, and it “is an open-source software toolkit for
performing registration and segmentation.”[13]. ITK contains all the building blocks
used in the segmentation part of this work.

VTK is short for The Visualization Toolkit. It is an open-source toolkit for image
processing and visualisation. It contains all the necessary building blocks for an efficient
implementation of the ICP algorithm.

CustusX is SINTEF MedTech’s visualisation and navigation application. It is used
in the experiments, and it is used to capture tracking device positions, and finding land-
marks in the volume data.

6.2 Segmentation

The goals for the segmentation is to extract the following:

• An accurate surface

• No inner surfaces

• No false surfaces
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Time step 0.625
Conductance parameter 9
Iterations 5

Table 6.1: Parameters for smoothing operation

An inaccurate surface will negatively affect the registration accuracy. Inner surfaces
may appear if areas inside the body has similar properties in the given image modality
as the outside, or because of ear canals and nasal pits or similar that are considered
part of the surface. These will not show up on outer surface scans, and will negatively
impact the registration. False surfaces usually is the result of noise, or external objects
that show up in the images. Typically this is the gantry in CT scans. These surfaces
may cause the registration to fail horribly.

The following steps were chosen as means to fulfil these goals:

• Resample to uniform voxel size

• Smooth using edge preserving smoothing

• Rough segmentation using fast marching level set methods

• Segmentation refinement using laplacian level sets

• Surface extraction using marching cubes

• Selecting correct surface

The level set solver system in ITK does not support volume images with inhomoge-
neous voxel dimensions. Therefor the first step is to resample the volume image in such
a way that the voxels becomes cubes, with all sides equal in length to the smallest side
length in the input image. Usually the input volume image has equal voxel size along
the x and y axes, while the voxel is a little bit larger in the z direction. The resampling
then just increases the amount of slices in the volume image.

The level set approach uses edge information. This calls for a smoothing oper-
ator to reduce the sensitivity to noise. The chosen operator is ITK’s Curvature-
AnisotropicDiffusion. This algorithm is a slight modification to the standard
anisotropic diffusion equation in order to prevent negative diffusion. This equation is
solved using level set methods. The parameters used are listed in table 6.1.

The fast marching segmentation step starts of with an initial contour consisting of a
single voxel set in all eight corners of the volume. It uses the sigmoid of the reciprocal
of the gradient magnitude as the speed function, like this:

S(x, y, z) =
(
1 + e−

R(x,y,z)−β
α

)−1

R(x, y, z) =
1

N(1 + ||∆I(x, y, z)||)
(6.1)
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Modality α β
MR T1 0.1 0.5
MR T2 0.1 0.5
CT 0.001 0.012

Table 6.2: Parameters for sigmoid function

Figure 6.1: Data flow in MR segmentation

. The sigmoid allows to separate strong edges from weak ones. The β parameter states
where the separation between strong end weak edges are. The α parameter selects how
hard to separate them. Ideally these two parameters should be the only parameters need-
ing change between different modalities. The parameters used are shown in table 6.2.

Seeding surface outside the patient and growing inwards ensures that no inner sur-
faces of the patient that is not connected to the outside is included in the result, as well
as making the segmentaton easier since the outside is more homogeneous to progress
the surfaces through than the inside.

The Segmentation refinement step uses ITK’s Laplacian level set segmentation al-
gorithm, because of it’s few free parameters, and it’s claim to be a good method for
refining existing segmentations. This method is essentially a ordinary level set method
that contains two energy terms. One that attracts the contour to zero crossings of the
laplacian of the image, and one that minimises curvature. The parameters in this step is
given in section 6.2

36



Curvature scaling 40
Propagation scaling 1
Minimum RMS change 0.001
Maximum iterations 20

Table 6.3: Parameters for laplacian level set segmentation

Figure 6.2: Examples of problem near data boundary. Upper row shows part of image,
it’s gradient magnitude and the resulting surface. Second row show how padding the
volume allow the surface to close the object.

The curvature term in the level set refinement step allows to limit how long into ear
and nose the surface will progress. There is however a trade-off between limiting the
surfaces progression and the total accuracy. Too high curvature scaling will limit how
well the surface may represent features of the surface, and thus limit the total accuracy.

A problem arises when parts of the surface to be extracted appear close to the data
boundaries. When calculating gradients, the GradientMagnintudeImageFilter
of ITK uses Neumann boundary conditions to select values outside the image in order
to calculate a gradient magnitude image of the same size as the input image. As can
be seen from figure 6.2 this causes the outermost voxels of the output to get a large
gradient magnitude. This in turn stops the level set surfaces from closing through that
region, even though it is clear from the input that there is a surface there. This problem
can be solved by padding

The final step is to select the right surface to use. This is done my selecting the
connected surface that contains middle point of the volume. An overview of the data
flow in the complete procedure is described in figure 6.1.

6.3 Registration

The registration implementation is based on the ICP algorithm, and the modifications
stated in chapter 3. In particular we use a multi resolution approach starting with 50
points, and increasing the amount with N*2+10 for each run. The subsampling is done
uniformly according to increasing curvature. This allow points from different features
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to be fairly well represented.
The implementation is based on the vtkIterativeClosestPointTransform

class from the VTK library. This is a fairly straight forward implementation of the base-
line ICP algorithm. It uses Horn’s quaternion solution, implemented in the vtkLandmark-
Transform class, as corresponding points registration, and a search structure where
points and surfaces are split into buckets based on a regular division of the space
(vtkCellLocator), to find the closest point. The original implementation is mod-
ified in a number of ways: It now takes an initial transform. This allow for modular
initialisation of the algorithm, and allows for multi-resolution operation, by setting the
object’s initial transform to the object itself after running once, and then rerun with
different parameters. Secondly the class is modified to use the curvature based sub-
sampling when curvatures are available. Thirdly the default method of finding closest
point is replaced with a Kd-tree approach using the vtkKdTree class. The vertexes
of the polygonal model is used to build the tree, after the closest vertex is found, each
of the polygons this vertex is a part of is investigated, and the closest location to the
given point on each of the polygons is computed. The closest of these are selected as
the closest point. Since our surfaces have fairly regular polygon size, and this size is
always small compared to the bend in the surface, we believe this approximation will
find the true closest point with a very high probability.

Turk’s method for handling partial overlap is implemented very simply by checking
if the fixed point of each point pair is located on the bounding box of the fixed data. This
is equivalent with checking if the point is on the surface edge, because of a property of
the marching cubes algorithm (see section 5.3). Rather than using a fixed distance
threshold like Turk suggests, we automatically estimate the threshold value using an
automatic thresholding algorithm [27]. We call this distance threshold the filter, because
it mainly removes areas where the surfaces don’t match (presumably due to noise), as
opposed to areas where one of the surfaces is simply missing. The filter needs the
registration to be nearly finished in order to properly separate the noise. The filter is
therefore only used in the final two pyramid levels.

The ICP algorithm is, as stated in chapter 3 a local search method. In order to
properly find a global registration a initial transform, capable of transforming the mov-
ing data into the “catch basin” of the ICP algorithm needs to be found. How this is
done is handled independently for registration with the shape measurement device, and
registration using tracking device in the following sections.
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6.3.1 Registration by Shape Measurement

In order to archive a proper initialisation for registration with the shape measurement
device, knowledge of the medical imaging devices, and the optical shape measurement
device is used.

DICOM

All medical imaging devices follow a standard called DICOM (Digital Imaging and
COmmunications in Medicine). The DICOM standard defines a patient-oriented co-
ordinate system as the reference coordinate system[1], RCS for short. The coordinate
system is defined such that the x-axis increases towards the patients left side. The y-axis
increases towards the patients back and the z-axis increases towards the patients head.
The standard doesn’t enforce the images to be sampled in this coordinate system, but
rather includes a tag, “Image Orientation (Patient)”, that holds necessary information
to do the transform. This tag consists of six values. The first three are the cosines of
the angles between the first row of pixels and the three coordinate axes. The next three
values are the same, but for the first column of pixels. The cosine vectors are specified
to be orthogonal and normalised, and the RCS is specified to be a right-hand coordinate
system, so the z-axis cosines can be found by taking the cross product of the row cosines
and column cosines. Resulting in the following transformation from voxel coordinates
to RCS coordinates.
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zv

1

 =


Xx Yx Zx Sx

Xy Yy Zy Sy

Xz Yz Zz Sz
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xv

yv

zv

1

 (6.2)

Where Xi are the row cosines, and Yi are the column cosines, Zi is their cross-product.
Si is the image origin defined by the image position tag in the dicom file. This equation
is simplified by assuming that the voxel size is 1 mm x 1 mm x 1 mm, which is a safe
assumption, since the voxel sizes have already been taken into account when extracting
the polygonal surface from the volume data.

Shape Measurement Device

The shape measurement device returns samples in a coordinate system such that, as-
suming the patient is lying on his back, the x-axis increases towards the patients left
side, the y-axis increases towards the patients feet, and the z-axis increases towards the
patients front. When this assumption is correct, the transformation needed to take the
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coordinates of the shape measurement device into the RCS will be as follows.
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 (6.3)

If another patient position is required the matrix Rsr must be given. This could be done
as part of the surgery planning, or it could be done quickly by sampling the directional
position of the tracking device when holding it aligned with the patient.

Complete Initial Transform

The complete initial transform from the shape measurement coordinate system to the
coordinate system defined by the volume image is as follows: first translate M so that
it’s mass-centre is in the origin:

Tco =


1 0 0 −M̃x

0 1 0 −M̃y

0 0 1 −M̃z

0 0 0 1

 (6.4)

next, convert from the shape measurement devices coordinate system to the RCS, using
the Rsr matrix from equation (6.3).

Then apply the inverse of the conversion from the volume coordinate system to the
RCS, by inverting Rfr from equation (6.2).

Rrf = R−1
fr (6.5)

Then match the body centre of M and F

Tof =


1 0 0 F̃x

0 1 0 F̃y

0 0 1 F̃z

0 0 0 1

 (6.6)

Finally, we note that F is a closed surface, while M usually is only a piece of this
surface. If these are left with matching body centre then F could converge to any part
of M. We know that the inside of F is located at lower z-values, while the outside is at
higher values. We therefor want to translate the moving data, so that it extreme point
along the z-axis matches the fixed data’s extreme point along the rotated version of the
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z-axis. The extreme point along any given vector can easily be found by finding the
maximal dot product between the vertices of the dataset and the vector. Starting with a
unit vector v along the z-axis, in homogeneous coordinates:

v =


0

0

1

0


This vector is rotated into the fixed data’s coordinate system:

v′ = RrfRmrv

The extreme points along the vector in the moving data, and the rotated version in the
fixed data is found. Note that when v and v′ are axis aligned the extreme values can be
found quickly from the data’s bounding box.

fmax = v′ ·max
u∈F
{u · v′}

mmax = v′ ·max
u∈M
{u · v}

The final translation then becomes:

t = −(mmax − M̃ · v′ · v′) + (fmax − F̃ · v′ · v′)

Tmax =


1 0 0 tx

0 1 0 ty

0 0 1 tz

0 0 0 1

 (6.7)

Combining all these transformations using matrix concatenation yields the complete
transformation:

Minit = TmaxTfcRrvRsrTco (6.8)

6.3.2 Registration Using Tracking Device

The tracking device surface is created by moving the tracking device along the patients
skin, and storing it’s position at regular intervals. For our tests we have used four
samples per second. The result is a partial representation of the patients outer surface
based on a limited amount of data points, typically 100–200.
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1 2 3

4 5 6

Figure 6.3: Landmarks used for registration

The resulting surface is much smaller, and with much less geometric constraint than
the surfaces from the shape measurement device. Because of this a registration based
on these surfaces alone will have much smaller catch basin. A more accurate initial
transformation is therefore needed. A landmark based registration is selected for the
task, since it allows for fairly high accuracy without the need for markers. The surface
based registration will act as a refinement for the landmark registration. Two landmarks
in each ear, and two on the nose were used. When the patient were lying on the side,
the points in the bottom ear were dropped. The precise landmarks used are shown in
figure 6.3.

By visualising the fixed surface to the person gathering the surface with the tracking
device, we can ensure that no data is collected that does not overlap. This allow for
disabling the partial overlap heuristics, and thus makes the algorithm a bit simpler.
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Chapter 7

Results

We will present results from three different datasets, run through both the presented
registration methods. The datasets are head scans from a phantom and two volunteers.
The phantom is scanned with CT, and the volunteers are scanned with MR. For each
of the datasets both registration methods are tested in one or more positions. For each
of the positions three different patterns are used to gather data for the tracker based
method. All registrations are done twice to ensure reproducablity. A summary of the
results are shown in table 7.1.

7.1 Segmentation

The segmentation results are presented as selected slices from the volume data, that are
upsampled without interpolation, and then overlaid with the 2D polygon resulting from
cutting the 3D polygon model with a plane. This allow for accurate visual inspection
of the result. We have due to resource limitations not done extensive tests, nor done
comparisons with manual segmentation. For each dataset four slices are given. For each
slice the direction and location as well as window/level(W/L) settings are given. The
resulting surface, cut through the middle of each shown slice is shown in red. Where
the angle between the surface and the shown slice is low the surface cut through the top
and bottom of the slice is shown in green and pink.

Dataset Modality Shape Measure-
ment Positions

Tracker
Positions

Total Number of
Registrations

Volunteer 1 MR T2 3 1 12
Volunteer 2 MR T1 3 1 12
Phantom CT 5 3 28

Table 7.1: Overview of results
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7.1.1 Volunteer 1

Axial slice 114/120. Axial slice 44/120.

Coronal slice 94/256. Sagittal slice 96/256.

Zoom in on the eye in the above picture Zoom in on the ear in the above picture

Figure 7.1: Segmentation results for volunteer 1. Window/level: 620/250
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7.1.2 Volunteer 2

Sagittal slice 90/255 Sagittal slice 167/255

Axial slice 84/182 Coronal slice 118/255

Zoom in on left eye and nose in above picture Zoom in on nose in above picture

Figure 7.2: Segmentation results for volunteer 2. Window/level: 500/170
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7.1.3 Phantom

Axial slice 121/255 Axial slice 56/255

Coronal slice 224/512 Sagittal slice 290/512

Zoom in on eye in above picture Zoom in on left ear in above picture

Figure 7.3: Segmentation results for the phantom. Window/level: 880/360
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7.2 Registration Using Shape Measurement

For the shape measurement registration we will present the resulting FRE, the deter-
mined overlap, the NAI and a series of images suitable for visual inspection of the regis-
tration result. In addition the computation time on a AMD Athlon XP 2200+(1800MHz)
CPU is given. The NAI is calculated by using the vertices of the moving data and the
surface normal of the fixed data in the corresponding closest point. All NAI values are
multiplied by 1000 for readability. For each dataset and position combination, two lines
are given corresponding to the two different scans. Each line consists of three images.
The first is the surface scan colour coded with the local distance from the fixed surface
after registration. The second surface shows what the algorithm considered overlapping
areas with blue and non-overlapping areas with magenta, and the third show the fixed
and the moving surface rendered together to show how they align. Five positions were
used: Front, left, right, back and sitting. The front position is the patient lying on his
back face up. This is believed to provide the most geometric constraint and the least
noise, while being least clinically relevant. In real world surgery the patient is either
lying on the left or right side, sitting halfway upright or lying face down. The sitting and
back(face down) positions were not used for the two healthy volunteers because of hair
related problems. Initial rotation matrices were entered manually with front position as
explained in 6.3.1. An additional 45 degrees rotation was added for the left and right
positions for the volunteers, and 90 degrees for the phantom. The normal front matrix
was used for the sitting position, and an additional 180 degrees rotation were used for
the back position.

7.2.1 Volunteer 1

Take Mean distance Overlap NAI Time
Front 1 0.54 mm 59.2% 1.99 51s
Front 2 0.98 mm 75.8% 2.53 65s
Left 1 1.83 mm 56.2% 0.83 198s
Left 2 1.58 mm 56.3% 0.78 131s
Right 1 1.01 mm 48.9% 1.93 93s
Right 2 1.32 mm 58.9% 2.06 229s

Table 7.2: Shape measurement registration results for volunteer 1
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Figure 7.4: Shape measurement registration results for volunteer 1, front
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Figure 7.5: Shape measurement registration results for volunteer 1, left
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Figure 7.6: Shape measurement registration results for volunteer 1, right

7.2.2 Volunteer 2

Take Mean distance Overlap NAI Time
Front 1 0.98 mm 83.9% 3.34 48s
Front 2 0.97 mm 84.3% 3.35 53s
Left 1 1.62 mm 54.3% 3.50 101s
Left 2 1.62 mm 54.8% 3.32 108s
Right 1 1.32 mm 67.6% 4.85 110s
Right 2 1.18 mm 68.6% 4.52 148s

Table 7.3: Shape measurement registration results for volunteer 2
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Figure 7.7: Shape measurement registration results for volunteer 2, front

51



Figure 7.8: Shape measurement registration results for volunteer 2, left
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Figure 7.9: Shape measurement registration results for volunteer 2, right

7.2.3 Phantom

Take Mean distance Overlap NAI Time
Front 1 0.37 mm 82.6% 2.29 40s
Front 2 0.37 mm 82.9% 2.25 40s
Left 1 0.55 mm 84.3% 2.91 71s
Left 2 0.55 mm 84.2% 2.89 68s
Right 1 0.58 mm 73.7% 3.43 57s
Right 2 0.58 mm 73.7% 3.40 66s
Back 1 0.54 mm 83.4% 0.32 58s
Back 2 0.55 mm 85.6% 0.33 60s
Sit 1 0.37 mm 84.8% 1.84 43s
Sit 2 0.39 mm 85.7% 1.85 41s

Table 7.4: Shape measurement registration results for the phantom
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Figure 7.10: Shape measurement registration results for the phantom, front

Figure 7.11: Shape measurement registration results for the phantom, left
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Figure 7.12: Shape measurement registration results for the phantom, right

Figure 7.13: Shape measurement registration results for the phantom, sitting
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Figure 7.14: Shape measurement registration results for the phantom, back

7.3 Registration Using Tracking Device

For the tracking device registration each position was sampled with three different pat-
terns. The first pattern is called cross and consists of moving the tracker back and fourth
from an central position in four different directions. The second pattern is called around

and starts at the nose, moves up over the top of the head to the back of the head, then
goes counter-clockwise three quarters around the head, and then up to the top. The third
pattern is called free and is free-hand sampling as the operator sees fit. All patterns were
repeated to test reproducibility.1. The computation time was less than three seconds for
all these runs.

1For the free-hand pattern this only mean that two freehand patterns was sampled, they need not be
the same
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7.3.1 Volunteer 1

Take Number of Points Mean Distance
Cross 1 173 0.94 mm
Cross 2 135 1.12 mm
Around 1 91 0.86 mm
Around 2 102 0.92 mm
Free 1 153 0.87 mm
Free 2 156 0.83 mm

Table 7.5: Tracking device registration results for volunteer 1

Figure 7.15: Tracking device registration results for volunteer 1, lying on left side, using
cross-pattern
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Figure 7.16: Tracking device registration results for volunteer 1, lying on left side, using
around-pattern
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Figure 7.17: Tracking device registration results for volunteer 1, lying on left side, free
hand

7.3.2 Volunteer 2

Take Number of Points Mean Distance
Cross 1 164 1.36 mm
Cross 2 128 0.78 mm
Around 1 118 1.25 mm
Around 2 102 1.26 mm
Free 1 168 1.48 mm
Free 2 151 1.41 mm

Table 7.6: Tracking device registration results for volunteer 2
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Figure 7.18: Tracking device registration results for volunteer 2, lying on left side, using
cross-pattern
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Figure 7.19: Tracking device registration results for volunteer 2, lying on left side, using
around pattern
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Figure 7.20: Tracking device registration results for volunteer 2, lying on left side, free
hand
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7.3.3 Phantom

Position Take Number of Points Mean Distance
Front Cross 1 173 0.94 mm

Cross 2 135 1.12 mm
Around 1 91 0.86 mm
Around 2 102 0.92 mm
Free 1 153 0.87 mm
Free 2 156 0.83 mm

Left Cross 1 173 0.94 mm
Cross 2 135 1.12 mm
Around 1 91 0.86 mm
Around 2 102 0.92 mm
Free 1 153 0.87 mm
Free 2 156 0.83 mm

Sit Cross 1 173 0.94 mm
Cross 2 135 1.12 mm
Around 1 91 0.86 mm
Around 2 102 0.92 mm
Free 1 153 0.87 mm
Free 2 156 0.83 mm

Table 7.7: Tracking device registration results for the phantom
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Figure 7.21: Tracking device registration results for the phantom, front, using cross-
pattern
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Figure 7.22: Tracking device registration results for the phantom, front, using around-
pattern
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Figure 7.23: Tracking device registration results for the phantom, front, free hand
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Figure 7.24: Tracking device registration results for the phantom, lying on left side,
using cross-pattern
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Figure 7.25: Tracking device registration results for the phantom, lying on left side,
using around-pattern
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Figure 7.26: Tracking device registration results for the phantom, lying on left side, free
hand
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Figure 7.27: Tracking device registration results for the phantom, sitting, using cross-
pattern
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Figure 7.28: Tracking device registration results for the phantom, sitting, using around-
pattern
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Figure 7.29: Tracking device registration results for the phantom, sitting, free hand

7.4 An In Vitro Experiment

In addition to gathering data for later off line experimentations, we have done real life
experimentations with the tracker based method and the phantom. The shape measure-
ment method was not tested this way, since we do not yet have a way to registrate the
shape measurement device with the tracking device. The experiment was only run on
the phantom, since the time needed to complete a registration (with all manual prepa-
rations) is currently longer than one can expect a healthy volunteer to lie completely
still.

For the first part of the experiment a registration was done using a 215 point cross-
pattern. The resulting mean distance was 0.62 mm. Afterwards the tracker probe were
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pointed at different locations on the phantom, and photographs where taken along with
screen shots of the navigation computer to show how well aligned the on screen pointer
was with the real tracking probe. The results are shown in figure 7.30.

For the second part of the experiment three registration was performed. One us-
ing the anatomical landmarks only, and two using refinement with a “cross” and an
“around” pattern. Screen shots were taken of the navigation computer with the tracking
device at different locations using all three registrations. The pointers distance from the
surface on the computer were used as indications of the target registration error.
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Figure 7.30: Photographs with corresponding screen shots. Left side: Photographs
taken of the phantom while holding the tracking device at different positions on it’s
outside. Right side: Screen shots of the navigation computer showing the resulting tool
position after registration for each of the positions. The yellow sphere has 4 mm radius.
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Figure 7.31: Target registration for different methods. Left: Anatomical landmarks.
Middle: Cross pattern. Right: Around pattern
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Chapter 8

Discussion

8.1 Initial Observations

First we will explain some immediate observation for each of the methods.

8.1.1 Segmentation

We can see from the segmentation results (figure 7.1, figure 7.2 and figure 7.3) that the
segmented surface is very close to the real surface when the surface is smooth. In areas
of higher curvature, the segmented surface tend to lie inside the curve of real surface
giving a smaller total curvature. This is as expected because of the level set method.

8.1.2 Shape Measurement Registration

It is clear from the images that all registrations completed successfully, except the left
side takes of volunteer 2. This is because the distance based filtering failed to properly
separate the hair from the actual surface. From the middle images of figure 7.8 one
can see that surface areas representing the persons hair have been used, while areas
representing the skin has been dropped because it’s too far away. This is inhibiting the
registration algorithm from recovering the final rotation. Other surfaces, like the right
side scan of volunteer two show how the distance based filter is supposed to work. Here
nearly all the hair has been removed, along with most of the ear and surrounding areas
which is heavily deformed and moved by the hearing protection in the mr surface. Little
else has been removed.

Another observation is that when there are no false surface areas, the distance thresh-
old will remove large parts of the useful surface. This is easily seen from figure 7.4,
where the filter has removed large parts of the surface for the first scan, while the second
scan has a little piece of hair that allow the filter to work properly.
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Finally we observe that the resulting mean distance seems better for the phantom
than for the two volunteers. This is most likely because the phantom lacks hair, because
it is rigid and because it does not move.

8.1.3 Tracking Device Registration

For the tracking device any noise or mispositioned points are likely to be positioned too
far out, while no points ever get sampled inside the actual surface. These errors happen
when the operator for some reason does not manage to keep the tracking device in
contact with the patients surface at any time. When no samples are gathered with similar
noise on the opposing side of the object, the resulting registration will be slightly pushed
inside the object. Consider figure 7.15. The volunteer is lying on his left side, therefor
more points are sampled on the right side than on the left side. No points are sampled
on an opposing surface to the top of the head, for natural reasons. The end result of this
is that the branch of the cross that goes to the patients left side is completely pushed
inside the fixed surface, as opposed to the three others that goes both inside and outside.

8.2 Analytical View on System Accuracy

Based on the work by Fitzpatrick[7] one can safely say that the shape measurement
registration has potential for a high degree of accuracy due to it’s many points. There are
however some drawbacks. Firstly, according to Fitzpatrick’s TRE statistic, the highest
accuracy should be in the mass centre of the fiducials. For the shape measurement
registration this will be close to the surface of the head, while the area that need highest
accuracy usually is further inside the head. This is particularly true when scanning
the front of the face. The mass centre of the scanned surface will then be inside the
nasal cavity, and not near the brain. The tracking device registration can however give a
mass centre at any point inside the head by simply adapting the pattern used to acquire
surface points. We do however not know whether the high number of points in the
shape measurement registration will result in better accuracy even outside the area with
maximal accuracy. This is because we have not managed to adapt Fitzpatrick’s point
based formulae to a surface based system.

Also, the shape measurement registration will need to registrate the tracking device
coordinate system with the coordinate system of the shape measurement device. This
part of the system is not yet completed, so we do not know the amount of error in-
troduced here. Since this calculation is done in an area outside of the patient, it may
dramatically move the area of highest accuracy even outside of the patient.
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8.2.1 The Accuracy Metric

The accuracy metric given by the algorithm is in effect the FRE, and as stated pre-
viously, the FRE is not a good metric for registration accuracy. This is in particular
true for our shape measurement registrations, because the determined overlap has a sig-
nificant influence on the FRE. As can be seen from table 7.2 row one and two, when
the filter sets the threshold too low the detected overlap is reduced and the resulting
FRE becomes too low as well. Further, when dealing with surface based registration,
the confidence in the FRE should depend on the amount of geometric constraint in the
surfaces, as shown in section 3.7. This can be seen clearly in the scan of the back of
the phantom (table 7.4 figure 7.14). This registration has good overlap, and low mean
distance, but the near spherical shape leaves very little geometric constraint, so many
other registrations results could have given equal mean distance. This is confirmed in
table 7.4 where one can see that the NAI is much lower for the back scan than for the
other scans.

Also worth notice is the fact that the failed registration attempt can not be detected
by looking at the accuracy metric alone. Neither can it be detected by taking into ac-
count the detected overlap and the NAI. For instance the left side scan of volunteer 1 has
higher mean distance and comparative overlap while still being “correct”. Visual feed-
back in a similar form to how results are presented here should therefore be considered
in a final product.

8.3 Experimental View on System Accuracy

From figure 7.31 one can see that the refinement clearly improves the target registration
accuracy compared to the landmark registration. It should be mentioned that the land-
mark selection probably could be done with much higher accuracy by an experienced
surgeon. It is therefor not possible from our tests to say that the method necessarily
have high higher accuracy than a pure landmark registration, it is however possible to
say that good accuracy can be achieved with less training and effort. Both figure 7.30
and figure 7.31 show that the resulting tool position on the navigation computer after
registration is close enough to the surface for the yellow sphere to cross the surface of
the patient in the visualisation. The sphere diameter is 8 mm. This mean that the target
registration error is less than 4 mm for all the shown positions. For most is is much
lower.
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Figure 8.1: Deformations caused by hearing protection in the MR-scanner

8.4 Other Problems

8.4.1 Deformation

The outer surface of the human body is mostly soft. Although the head is usually
considered rigid, even this can be affected by deformations that can affect a surface
based registration. An obvious example would be facial expressions that might change
between a conscious patient in the mr scanner, and a patient in full narcosis during
surgery. Other causes of deformation may be caused by protection and fixation during
scanning with either modality. An example is shown in figure 8.1.

Deformable registration is a topic that has gotten much attention lately[14, 20]. A
proper deformable registration system should be able to overcome the problems with
deformations. However a surface-based registration using deformations will have no
way to say how areas except the actual surface should be deformed, therefore another
source of information is most likely needed to overcome these problems. Combining
the surface based registration with free-hand 3D ultrasound is believed to fill this gap[9].

8.4.2 Motion

All experiments done on volunteers were done while the person was conscious, and
without any fixation. It is reasonable to believe that the volunteers have moved slightly
during the data gathering. This is particularly true for the tracking device method, as
this procedure took quite some time, and involved some discomfort for the volunteer.
Patient motion during data gathering will result in deformations in the resulting dataset,

79



and this will result directly in an increase in the FRE. In a real world application, patient
motion will be a problem, and a good registration system should be able to handle it.
Using previous registration as initial guess1, both registration method should be able to
quickly realign provided new data are acquired for the patient after the movement. This
should be particularly easy with the shape measurement device, because of it’s quick
scan time.

8.5 Comparison Between the Methods

It is obvious that both of the two methods discussed here have both good and bad sides.
Possibly the first thing to notice is that the tracker based registration method does not
reduce the amount of user interaction compared to marker based registration. The shape
measurement based technique on the other hand remains fully automatic.

One possibly large drawback of the shape measurement device is that it does not
work in areas covered with hair or clothing. Since most patients don’t want to lose their
hair unless it is absolutely necessary, this will restrain the area usable for registration
with the scanner to only the face for head surgery. The tracking device should be able
to sample positions at the patients scalp even with the presence of hair, at a possible
reduction of accuracy.

The shape measurement device will introduce another device into the registration
process, and the operating room. This device can become an additional source of error
for the complete registration, and it can result in logistical problems in the operating
room.

1provided the motion was not too big
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Chapter 9

Conclusions

We have shown that using segmented surfaces from preoperative volume images can
be used in patient registrations systems. Using stroked surfaces from a tracking device
these can be used to improve an existing landmark registration to either improve ac-
curacy or reduce the effort needed for an accurate registration. Using an extra shape
measurement device we have shown how to create a fully automatic patient registration
system. Although the resulting accuracy of such a setup has not yet been measured, it
shows great promise.

We have also shown that giving a quantitative measure of the resulting accuracy is
very difficult.
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Chapter 10

Further Work

10.1 Speed Improvements

This section covers some of the known ways to improve speed of the registration pro-
cess, that have for lack of resources not been implemented at the current stage.

10.1.1 Accelerated ICP

Besl suggests in the original ICP article a modification to the algorithm, called acceler-
ated ICP. Based on the observation that several following iterations often move in the
same direction he suggests a scheme for analysing the movement caused by following
iterations, and extrapolate when the direction of the motion is compatible. Independent
implementations [25] show that this can roughly reduce the time needed by a factor of
4.

10.1.2 Parallelisation

The bulk part(about 82%) of the time consumed during registration is used in finding
the closest point in fixed data for each point in moving data. This part can easily be
parallelised by keeping the Kd-tree structure in shared memory and allocating a given
portion of the moving points to each thread of execution. With an increasing trend
of placing several cpus in modern workstations, as well as new technologies such as
multi-core cpus and simultaneous multithreading should allow great performance en-
hancement with this sort of parallelisation.
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10.1.3 Off-line Kd-tree Building

Building the Kd-tree search structure is a fairly heavy task taking a noticeable part
of the total registration time. Furthermore this task is only dependant on the fixed
data. It should therefore be possible to complete this task off-line as a last step of the
segmentation process. Alternatively it could be run simultaneously with the moving
data acquisition.

10.2 Other Work

10.2.1 Filter Improvements

The filtering steps needs to be improved. Means must be taken to stop the filter from
removing good parts of the surface, and to help it remove bad parts. There are several
possible ways of improving the current filter: Change the time when the filter kicks
in. This should probably be done adaptively when the registration is believed to be
good. Including it too early could make it remove too many features from the surface
either stopping the convergence or seriously delaying it. Including it too late could
make the noisy areas move the registration in a wrong direction and get stuck in a local
minima. This is what happened to the failed registration in our tests. Alternatively
the filter could be modified to only remove connected areas at the edge of the surface.
Another possibility is to find a completely new filter that works better, for instance try
the statistical method, and set the threshold at mean plus two standard deviations, as
suggested by [19].

10.2.2 Accuracy feedback

A quantitative measure capable of effectively separating successful registrations from
failed ones is strongly desired. Ideally the measure should be quantifiable into a red-
light/green-light system by selecting an appropriate minimal accuracy. As of yet none
of the measures we have calculated fulfil this property. This is however related to the
filter problems as described in 10.2.1. A combination of the mean distance and some
measure of filter effectiveness might be suitable.

10.2.3 Data Capture Plans

For the tracker based registration, an necessary future step is to work out plans for
patterns to use when capturing surface data for different uses. This can probably take
advantage of Simon’s work geometric constraint analysis[25, 26]. The pattern should be
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easy for a human to recreate with the tracking probe, while providing enough geometric
constraint for a accurate registration to be archived. Different patterns may be needed
for different types of surgery, so developing these patterns, and testing them in the field
will be a large task.

10.2.4 Clinical Testing

Testing the method in actual surgery has yet to be done. Also testing it on a wider range
of input datasets should be done, to confirm the methods generality, and rule out that
the method is over-fitted to the test data used.
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[11] Timothée Jost and Heinz Hügli. A multi-resolution scheme icp algorithm for fast
shape registration. In Proceedings of the First International Symposium on 3-D

Processing Visualization and Transmission, 2002.
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A
bstract

The purpose of the present study w
as to develop and dem

onstrate new
 technological

developm
ents that w

e believe w
ill be im

portant for future neurosurgery and im
proved patient

treatm
ent. W

e have used intraoperative ultrasound im
aging as a tool for solving the brain

shift problem
. Integrated w

ith navigation and advanced m
ultim

odal display technologies,

future possibilities for guidance of neurosurgical procedures are dem
onstrated. W

e show
 how

advanced algorithm
s can m

ake it possible to navigate and guide the procedure based on

essential com
bined preoperative and intraoperative im

age inform
ation also w

hen anatom
y

changes throughout the operation. N
ew

 m
ultim

odal visualization technologies are

dem
onstrated based on data acquired during neurosurgical procedures at our hospital. In

conclusion, the new
 features dem

onstrate several im
portant benefits that w

ill help to optim
ize

patient treatm
ent in future neurosurgery.
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IN
TR

O
D

U
C

TIO
N

System
s for im

age guided surgery are now
 established on the neurosurgical m

arket.

N
avigation system

s have show
n to be useful in the clinic. Surgical tools m

ay be tracked by

positioning system
s and the surgeon m

ay navigate the tools into the brain based on im
age

inform
ation only 

(1-3). Intraoperative im
aging has show

n to be im
portant for obtaining

im
proved resection and increased survival tim

e for the patient undergoing surgery (4, 5). The

available navigation system
s differ som

ew
hat in softw

are, positioning system
s and

visualization features but m
ost of the com

m
ercial system

s have practical lim
itations due to

lack of integration w
ith intraoperative im

aging, providing the surgeon w
ith updated im

age

inform
ation. To cope w

ith shifts that occur during surgery intraoperative im
aging is needed.

M
R, CT and ultrasound have been presented as alternative intraoperative im

aging m
odalities

having different benefits and draw
backs in the practical clinical neurosurgical set up. A

ll

these intraoperative im
aging m

odalities are reported to be useful for m
onitoring the

progression of the operation, solving the brain shift problem
 that occur during surgery as w

ell

as for controlling the resection at the end of surgery (6-8). In addition, exam
ples on how

intraoperative ultrasound has been used for updating preoperative im
ages im

portant for

guidance has also been dem
onstrated (9, 10). In recent years ultrasound has gained increased

attention as an useful intraoperative im
aging m

odality, due to im
proved im

age quality and

relatively low
 price. In addition, m

ore integrated solutions, that m
akes the technology user

friendly and flexible has been presented 
(11).  In the evolution of the next generation

ultrasound-based m
ultim

odal neuronavigation system
s, advances in ultrasound, accuracy,

registration algorithm
s and visualization and display techniques are im

portant ingredients.

These areas are therefore further described in this introduction:

U
ltrasound im

aging. A
 key param

eter of any im
aging m

odality used both for optim
al patient

diagnostics and treatm
ent guidance, m

onitoring and control is the im
age quality. Resolution

(the ability to distinguish tw
o targets) is an im

portant param
eter for optim

al im
age quality.

3D
 ultrasound im

age quality is related to resolution in all three directions. The spatial
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resolution is in the 2D
 scan plane m

ainly determ
ined by the frequency of the probe used. The

radial (along the beam
) resolution is related to the transm

itted pulse length and the lateral

(norm
al to the beam

) resolution is related to the beam
 w

idth (w
idth of the m

ain lobe at the

focus). H
igher frequency m

eans better resolution, i.e. a better ability to differentiate tw
o

targets as separate objects. The draw
back is loss of penetration of the ultrasound beam

 in the

tissue w
ith higher frequencies. N

um
bers on ultrasound resolution typically ranges from

 0.1-

1.5 m
m

 dependent upon the probe used. O
ne of the reasons w

hy ultrasound im
age quality has

im
proved dram

atically in recent years is that the probes can be electronically tuned for a

range of frequencies sim
ultaneously. O

ptim
al resolutions can be obtained at m

ultiple depths,

resulting in high im
age quality at a broad range of depths in one im

age. A
 5M

H
z (4-8M

H
z)

probe typically gives optim
al im

age quality at a distance of 2- 6 cm
 from

 the probe. Such a

probe w
ill be suitable for m

ost brain operations. A
 10 M

H
z probe w

ith optim
al im

age quality

in the near field (0.5- 4 cm
) can also be used in cases w

here the structures (pathology) of

interest are superficial.

In 3D
 ultrasound, resolution in all three directions is im

portant for optim
al volum

e quality.

The im
age plane itself has a certain w

idth that varies w
ith the depth. This is the azim

uth

resolution (norm
al to the scan-plane) and is a key param

eter for 3D
 reconstruction w

hen

m
any 2D

 fram
es are put together in order to form

 a 3D
 ultrasound volum

e. The quality of the

3D
 volum

es is therefore determ
ined by the quality of the 2D

 im
ages and the w

ay 3D

reconstruction is perform
ed.  V

arious algorithm
s for ultrasound 3D

 reconstruction exist and

they differ in speed and quality of the final generated volum
e (12, 13). The resolution in the

azim
uth direction can also be im

proved by 1.5 D
 probes, and new

 real tim
e 3D

 probes can

sim
plify the acquisition of high resolution volum

es. This opens for even m
ore flexible use of

ultrasound in neuronavigation. In addition, new
 features of ultrasound im

aging such as blood

flow
 im

aging and strain im
aging m

ight give im
portant inform

ation during both vascular and

tum
or neurosurgery (14, 15).

Registration. In neuronavigation several steps dem
and som

e kind of registration. The

objective of registration is to establish a geom
etric transform

ation betw
een tw

o
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representations (im
ages or corresponding points) of the sam

e physical object. It is com
m

on to

distinguish betw
een im

age to im
age registration and im

age to patient registration.

M
ultim

odal registration m
akes it possible to com

bine structural (M
RI, CT) and functional

(fM
RI, PET, SPECT, tractogram

s, M
RA

) inform
ation for diagnosis and surgical planning

from
 various im

aging m
odalities. By com

paring im
ages acquired at different tim

es (usually

from
 the sam

e im
aging m

odality) registration is further used for m
onitoring progression of a

disease, controlling of a surgical procedure and for postoperative follow
 up. Registration of

preoperative im
ages to the patient is a required step in any neuronavigation system

 using

preoperative im
ages. M

ost registration m
ethods can be characterized as point-based, surface-

based or volum
e-based (16, 17). Point-based m

ethods optim
ize the alignm

ent of corresponding

points in tw
o im

ages or in one im
age and in physical space and are used in neuronavigation

system
 using skull fiducials, skin fiducials or anatom

ical landm
arks as points. Surface-based

registration m
ethods are used in com

m
ercial system

s. These m
ethods try to m

atch surfaces

extracted from
 the im

age data w
ith corresponding surfaces generated from

 physical space

using a tracked pointer or a laser device 
(18-22). V

olum
e-based m

ethods are used for

registration of tw
o volum

es by optim
izing their correlation or m

utual inform
ation.

Accuracy in neuronavigation. A
n im

portant param
eter in com

puter assisted navigated

neurosurgery is the overall clinical accuracy of the system
 being used. That m

eans how

accurately the surgeon can navigate the tip of a surgical instrum
ent inside the brain by m

eans

of the im
age inform

ation, w
hich is provided on the navigation m

onitor. The overall clinical

accuracy is hence the difference betw
een the location of a surgical tool as indicated in the

im
age presented to the surgeon and w

here the tool tip is physically located in the patient. The

better the accuracy, the m
ore delicate and precise w

ork can be perform
ed. N

um
bers on

overall clinical accuracy are practically im
possible to m

easure because they depend not only

on the navigation system
, but also on patient preparation procedures, system

 setup, and

system
 handling. The various steps in the preparation for and use of neuronavigation w

ill

hence affect the over all accuracy of a system
. In sum

m
ary, the steps in neuronavigation are:

1) Preoperative im
age acquisition and planning of therapy. 2) Patient registration and
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planning in the operating room
. 3) Intraoperative im

age acquisition, visualization and

navigation/guidance (repeated several tim
es) and control. 4) Possible postoperative data

acquisition and evaluation. Several groups have described error sources associated w
ith the

various steps and use of neuronavigation in surgery (23-25). For system
s based on preoperative

im
ages, the errors are m

ainly caused by registration errors of preoperative im
ages to the

patients and by brain shifts that occur during therapy. For system
s using intraoperative

im
aging, the brain shift errors are m

inim
ized due to updates of the m

ap for guidance. For

som
e of these system

s, the intraoperative im
ages, such as M

R and CT m
ust be registrated to

the patient in the operating room
 (26), so the registration error is still present in the range of 2-

3m
m

. For ultrasound-based system
s, no registration is required since the ultrasound im

ages

are acquired directly in the sam
e coordinate system

 as navigation is perform
ed. The accuracy

w
ill be dependent upon the calibration of the ultrasound probe and the 3D

 reconstruction

algorithm
, typically in the range of 1-2 m

m
 as described (25).

Visualization and display. In the litterature there are various w
ays to classify the different

visualization techniques that exist. For m
edical visualization of 3D

 data from
 m

odalities like

CT, M
RI and ultrasound it is com

m
on to refer to three different approaches; slicing, volum

e

rendering and geom
etric (surface/polygon/triangle) rendering. Slicing m

ethods can be

further sub-classed based on how
 the 2D

 slice data is generated and how
 this inform

ation is

displayed. From
 the reconstructed volum

e w
e can extract both orthogonal and oblique slices

(Figure 1). O
rthogonal slicing is often used in system

s for pre- and post-operative

visualization, as w
ell as in intra-operative navigation system

s, w
here the tip of the tracked

instrum
ent determ

ines the three extracted slices. The orthogonal slices m
ay be relative to the

orientation of the tracked instrum
ent, the patient or the direction of the surgeons view

 (i.e.

oblique slicing relative to the volum
e axis).

V
olum

e- and geom
etric rendering techniques can produce sim

ilar visualization of 3D
 data,

and in som
e cases one approach m

ay be considered both a volum
e rendering and a geom

etric

rendering technique. Still, volum
e rendering is a term

 used to describe a direct rendering

process applied to 3D
 data w

here inform
ation exists throughout a 3D

 space instead of sim
ply

H
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on 2D
 surfaces defined in (and often extracted from

) such a 3D
 space (27). The tw

o m
ost

com
m

on approaches to volum
e rendering are volum

etric ray casting and 2D
 texture m

apping.

In ray casting each pixel in the im
age is determ

ined by sending a ray into the volum
e and

evaluate the voxel-data encountered along the ray using a specified ray-function (m
axim

um
,

isovalue, com
positing). U

sing 2D
 texture m

apping, quads are generated along the axis of the

volum
e that is m

ost closely aligned w
ith the view

ing direction. The data is then m
apped onto

these polygons and projected into a picture using standard graphics hardw
are. The technique

used to render the texture-m
apped quads is essentially the sam

e technique that is used to

render geom
etric surface representations of relevant structures. In order to render geom

etric

surfaces, the geom
etric representations from

 the im
age inform

ation m
ust be generated,

usually by som
e kind of segm

entation algorithm
.

Im
age fusion techniques m

ight be beneficial w
hen using the best of both M

RI and ultrasound

because it is easier to perceive an integration of tw
o or m

ore volum
es in the sam

e scene than

m
entally fusing the sam

e volum
es presented in their ow

n w
indow

s. It also gives the

opportunity to pick relevant and needed inform
ation from

 the m
ost appropriate of the

available datasets. Ideally, relevant inform
ation should include not only anatom

ical structures

for reference and pathological structures to be targeted, but also im
portant structures to be

avoided.

In this paper w
e describe technology that w

e have developed and tested on clinical data for

planning, guidance and evaluation. W
e have focused on areas in com

puter assisted

neurosurgery, that w
e believe w

ill be essential and im
portant for achieving optim

al patient

treatm
ent in the future. Im

provem
ent of intraoperative ultrasound due to its low

 cost, flexible

usefulness and im
proved im

age quality has now
 m

ade this im
aging m

odality m
ore attractive

for neurosurgical applications. W
e dem

onstrate how
 com

bined usage of preoperative

inform
ation and intraoperatively acquired data can solve the brain shift problem

 and enables

efficient use of im
portant preoperative inform

ation (e.g. fM
RI) throughout the operation. W

e

show
 how

 im
provem

ents dem
onstrated by developed prototype technologies, m

ay affect

clinical usage and open for future solutions in com
puter assisted therapy.
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M
A

TER
IA

LS A
N

D
 M

ETH
O

D
S

Navigation software for future com
puter assisted guidance. A

 new
 prototype m

odule-based

navigation technology platform
 (CustusX

, SIN
TEF, Trondheim

, N
orw

ay) dem
onstrates new

features in future neuronavigation. The system
 com

bines visualization of im
age data from

C
T, M

R
 and intraoperative 2D

 and reconstructed 3D
 ultrasound and real-tim

e

endoscope/cam
era im

ages. The com
plete system

 (Figure 2) consists of a com
puter

(M
acintosh 1.25G

hz Pow
erPC G

4, A
pple, Cupertino, CA

, U
SA

), m
agnetic or optical

positioning system
 (Polaris or A

urora, N
D

I, W
aterloo, O

ntario, Canada or M
iniBIRD

,

A
scension Technologies, Burlington, U

SA
), navigation, im

age processing and visualization

softw
are (SIN

TEF, Trondheim
, N

orw
ay), cam

eras (e.g., stand-alone, m
icroscope or

endoscope), and an integrate w
ith ultrasound system

 w
ith probes (various U

S-scanners).

Conventional display techniques as orthogonal and oblique  (anyplane) slicing can be used

(Figure 1). D
ata available to the surgeon can be presented in a single 3D

 scene w
ith fusion of

the various coregistrated data sets. Real-tim
e data from

 endoscopes as w
ell as ultrasound

probes can be correctly positioned into the 3D
 scene. There is also the opportunity to exclude

inform
ation and to m

ake occluding objects transparent. The softw
are displays the

preoperative or intraoperative 3D
 data as volum

es together w
ith surfaces of segm

ented

objects in com
bination w

ith slices (see below
). M

iscellaneous surgical instrum
ents can be

used in the navigation system
, such as CU

SA
, biopsy forceps or other im

portant equipm
ent.

A
lso flexible instrum

ents can be used in com
bination w

ith m
icropositioning system

s. M
odels

of the instrum
ents can be displayed in correct positions in the 3D

 scene. The im
ages are

displayed w
ith real-tim

e tracking of the operator's instrum
ents during planning or surgery

guidance. Positions of biopsies can be m
arked and color set due to histo-pathological

evaluation during surgery. Position tracking of the instrum
ents can be turned off to allow

m
anual inspection such as rotation and zoom

ing of the 3D
 scene, w

hich m
ay be im

portant for

im
proved overview

 and interpretation during planning, guidance and control of the

procedure.
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Integrated display of surface and volum
e rendering from

 overlapping m
ultim

odal volum
es.

V
olum

e rendering techniques and geom
etric rendering techniques can be used in com

bination

w
ith slicing m

ethods as w
ell as stereoscopic view

s in our prototype system
. V

olum
e

rendering of m
ultiple volum

es in the sam
e 3D

 scene w
ith real tim

e individual setting of the

color transfer functions are supported, using the shader functionality offered by todays

com
puter graphic cards. In order to be able to volum

e render m
ultiple overlapping volum

es

properly, textures from
 all individual volum

es are sorted together. This m
akes it possible to

sim
ultaneously volum

e render data from
 different im

aging m
odalities w

ith various size and

resolution. In addition, high resolution volum
es can be rendered in areas of special interest,

w
hereas low

 resolution volum
es (resam

pled) can be displayed in other areas for im
proved

overview
. This flexibility w

ill fasten the interaction w
ith the m

ultivolum
e 3D

 data and m
akes

it possible to navigate in real tim
e based on the 3D

 data. V
arious sem

i- autom
atic

segm
entation algorithm

s are used in the system
 for generating geom

etric m
odels of structures

to be displayed in the 3D
 scene.  The m

ethods im
plem

ented, range from
 sim

ple thresholding

and region grow
ing algorithm

s to m
ore advanced m

ethods like level-set segm
entation

features (28). The param
eter settings vary am

ong the segm
entation m

ethods, w
hich again are

chosen due to the structure to be extracted. The segm
entation result should be verified and

m
anually edited w

hen required. From
 the segm

entation results a surface m
odel w

as generated

using the m
arching cube algorithm

 (29).

M
arkerless registration of the patient. Prototype technology for m

arkerless registration of the

patient in the operating room
 w

as developed. The m
ethod is based on m

atching a surface

m
odel extracted from

 preoperative M
RI data of the head to a corresponding surface generated

from
 the patient in the operating room

 using a structured light m
easuring technique. The

registration of the tw
o surfaces w

as perform
ed using a m

odified version of the iterative

closest point algorithm
 

(30). Starting from
 an initial transform

 betw
een the segm

ented

preoperative surface from
 M

RI and the structured light generated intraoperative surface, the

basic principle of the ICP algorithm
 is to: 1) find the closest point on the preoperative surface

for each of the points in the intraoperative surface, 2) to calculate a new
 and better transform



H
ernes et al

11
07-06-05

based on all the corresponding point pairs, and 3) to term
inate the iteration w

hen som
e sort of

stop criteria is m
et. W

hereas the preoperative surface m
odel is extracted and generated from

M
RI data using a fast m

arching level set algorithm
 (28) follow

ed by the m
arching cubes

algorithm
, the intraoperative surface is generated using a structured light m

easurem
ent

technique. The m
ethod is based on illum

inating the object of interest w
ith a sequence of light

patterns and observing the resulting scenes w
ith a cam

era. From
 the observed scenes, co-

ordinates of m
any points, distributed across the surface of the object, can be derived. This so-

called "point cloud" is then m
odelled using m

ulti-level B-spline approxim
ation to give a

surface description of the object that can be registered to the corresponding segm
ented

surface.  

Volum
e to volum

e registration for updating preoperative data based on intraoperative

ultrasound: A
 softw

are m
odule for coregistration of preoperative data sets from

 M
RI and

intraoperative ultrasound w
ere developed based on a three step approach to the problem

.

First, all the different preoperative M
RI volum

es are registered to a m
aster M

RI volum
e for

m
ultim

odal preoperative planning. A
fter preoperative data (m

aster M
RI volum

e) to patient

registration is perform
ed the m

aster volum
e is registered to one of the ultrasound volum

es

acquired from
 dura m

ater (initial U
S volum

e) (step tw
o). If the patient registration process is

accurate and no brain shift has occurred at this stage in the operation the m
aster M

RI to initial

U
S volum

e registration w
ould be close to identity, how

ever this is seldom
 the case. The third

step is then to track the changes that occur during surgery by registering subsequent U
S

volum
es to the previous one and apply the detected changes to the preoperative data. Step

one and tw
o is based on rigid registration, w

hile a non rigid m
ethod is used for step three.

Registration algorithm
s based on m

utual inform
ation (31, 32) is used for all three steps. Both

tissue and angio data can be used for step tw
o and three.

Patient im
age data used for dem

onstrating future technological solutions in ultrasound based

neuronavigation: Im
age data w

as acquired from
 patients undergoing various neurosurgical

procedures like brain tum
or resections, clipping aneurysm

s or cyst drainages. Preoperative

H
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3D
 M

R im
ages w

ith high resolution (Picker or Siem
ens 1.5 T and Phillips 3T) and a slice

thickness of 1.0 m
m

 w
ere acquired the day before surgery. Protocols for the various M

R

acquisitions (M
R T1, M

R T2,  M
RA

, fM
RI) w

ere used. A
 prototype system

 utilizing features

of navigation technology and intraoperative 3D
 ultrasound w

as originally developed w
ithin

our research group. The com
m

ercial version of this system
 (SonoW

and, M
ISO

N
 A

S,

Trondheim
, N

orw
ay) w

as used during neurosurgical procedures for intraoperative 3D

ultrasound im
age acquisition and registration of preoperative im

ages to the patient using

fiducial m
arkers 

(11). 3D
 tissue im

ages as w
ell as M

R angiographies and fM
RI w

ere

registrated to the patient and hence put in the sam
e coordinate system

 as ultrasound

acquisition w
as perform

ed (Figure 3, O
peration set up). A

 4-8 M
H

z Flat Phased A
rray (FPA

)

ultrasound probe w
ith optim

al focusing properties at 3-6 cm
 w

as m
oved by free hand over the

anatom
ical area of interest. The acquired 3D

 data sets w
ere transferred to the navigation

com
puter and reconstructed to a 3D

 volum
e. N

o patient registration w
as needed for the 3D

ultrasound volum
es since they w

ere acquired in the sam
e coordinate system

 as navigation

w
as perform

ed. A
ll coregistrated im

ages (preoperative data and intraoperative ultrasound

data) w
ere exported from

 the SonoW
and system

 and im
ported into our prototype

neuronavigation system
 after surgery. N

ew
 technological features and clinical applications in

neuronavigation w
ere then dem

onstrated. A
lso data from

 healthy persons not undergoing

surgery w
as used for developm

ent, testing and im
proving prototype technology.
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Efficient and safe guidance using tracked surgical equipm
ents. C

linical testing and

sim
ulation based on im

age data from
 preoperative M

R and intraoperative ultrasound acquired

before and during surgery, disclosed new
 possibilities w

hen tracking devices w
ere put

directly on the surgical tools and not only on pointers and probes. Especially, tracking of

CU
SA

 and biopsy forceps m
ade it possible to guide the surgical procedure directly and

perform
 efficient and safe guidance sim

ultaneously w
ithout spending tim

e and effort on

changing instrum
ent w

hen navigation w
as needed.

Im
proved im

age quality m
akes ultrasound a prom

ising brain shift solver in future

neuronavigation. Intraoperative ultrasound has im
proved dram

atically in recent years

especially due to better im
age quality. A

n im
age quality that w

as close to the quality of M
RI

w
as dem

onstrated during surgery (Figure 4). Intraoperative ultrasound w
as pow

erful for

follow
ing the resection and update changes that occurred during surgery. Especially, 3D

ultrasound im
aging m

ade it possible to guide surgical equipm
ent based on correct and

updated im
age inform

ation. N
avigated 2D

/3D
 ultrasound im

aging in com
bination w

ith other

relevant 3D
 data im

proved the orientation and interpretation of ultrasound im
ages as show

n

in figure 5-7. Integration w
ith navigation technology m

ade ultrasound m
ore userfriendly and

flexible in the clinic.

U
serfriendly display using com

bined volum
e rendering, surface rendering and slicing. N

ew

visualization softw
are m

ade it possible to extract inform
ation and display inform

ation from

an im
age volum

e in various w
ays. O

ur new
 softw

are m
ade it easier to add 3D

 objects in

com
bination w

ith slices from
 the volum

es. Inform
ation from

 a volum
e could be displayed

using various visualization techniques as show
n in figure 5. Especially, technology for

displaying m
ultiple overlapping volum

e rendered objects sim
ultaneously in one 3D

 scene

m
ade it easier to interpret 3D

 inform
ation from

 several volum
es w

ithout preprocessing the
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data. This technology m
ade it possible to detect brain shift im

m
ediately after a new

ultrasound volum
e w

as acquired as w
ell as im

proving interpretation and orientation of

ultrasound data, not covering the w
hole brain (Figure 6).  In addition, geom

etric m
odels w

ere

som
etim

es useful for displaying im
portant anatom

y as localization of fM
RI and vessels as

show
n in figure 5. In addition, inform

ation from
 different im

age volum
es could be displayed

sim
ultaneously using different techniques in one w

indow
 as dem

onstrated by a brain tum
or

case (Figure 5).  H
ere, the display of M

RI, M
RA

, fM
RI and intraoperative ultrasound

angiography and tissue data m
ade it easier to interpret specific localization of structures and

brain shift. Essential inform
ation w

as displayed and unneccessary inform
ation w

as rem
oved,

hence developing a userfriendly 3D
 scene for guidance and control. 2D

 slices displayed in

separate w
indow

s m
ade it easier to interpret m

ore detailed inform
ation. V

isualization of a 2D

slice in a 3D
 scene im

proved the understanding of orientation and localization of the 2D
 slice

due to surrounding anatom
y. W

hen intraoperative im
ages w

ere displayed in the sam
e 3D

scene as preoperative inform
ation, brain shift could be observed as show

n in figure 5. H
ere, a

shift betw
een preoperative M

RA
 and intraoperative ultrasound angiography w

as easily

detected. The know
ledge of the exact position of surrounding vessels and functional areas

w
as im

portant for satisfactory surgical outcom
e. In our study a shift in tum

or and vessel

position w
as detected by intraoperative ultrasound. Thus also indicating a possible shift in

functional areas in the brain (Figure 5).

U
pdating and repositioning essential preoperative im

ages due to changes that occur during

surgery. N
ew

 advanced and autom
atic volum

e to volum
e registration algorithm

s m
ade it

possible to correct for changes that occurred during surgery. W
e have dem

onstrated the

algorithm
 using preoperative M

RA
 (Figure 6a) and intraoperative ultrasound angiography

(Figure 6b). M
ultim

odal display show
ed a shift (Figure 6c). The autom

atic volum
e to volum

e

registration algorithm
 m

oved the preoperative inform
ation to the correct position (Figure 6d).

W
hen im

plem
ented in clinical use, this feature w

ould m
ake it easier for the surgeon to trust

the location of im
portant preoperative inform

ation as vessel position surrounding the area of

interest. This m
ay be especially im

portant for fM
RI data, w

hich frequently is not possible to
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acquire intraoperatively.

Intraoperative ultrasound, m
ultim

odal and equipm
ent visualization. W

hen ultrasound

im
aging w

as separately displayed in a single w
indow

, essential details w
ere easily

interpreted. H
ow

ever, in m
any cases m

ore inform
ation about surrounding anatom

y as w
ell as

a dem
and for solving the orientation problem

 w
ith ultrasound w

as needed. Both these

challenges w
ere solved by displaying ultrasound and M

R volum
es together as show

n in

figure 7. H
ere, the M

R im
ages (as slices or volum

es) w
ere displayed in com

bination w
ith

available intraoperative ultrasound, obtaining better overview
 and im

proved orientation. A

virtual sector of the ultrasound im
age plane to be acquired, w

e believe can help positioning

the craniotom
y in a convenient place for optim

al im
aging and patient outcom

e. In addition,

visualization of the surgical instrum
ents or probes can im

prove orientation and real tim
e

surgical guidance.

Integration of online pathological data for im
proved surgery. D

uring brain tum
or surgery

som
e surgeons prefer to take several biopsies in order to im

prove the quality of surgery.

Features in future navigation system
s w

ill take care of the biopsy positions and m
ark the

histo-pathological output w
hen the inform

ation of the biopsy status arrives in the operating

room
 from

 the pathology departm
ent. The feature is dem

onstrated on data from
 a patient

undergoing tum
or surgery. Sim

ulated biopsies acquired during surgery w
ere m

arked yellow

(Figure 7E). Biopsies w
ith tum

or tissue w
ere m

arked red, m
aking it possible for the surgeon

to navigate the surgical instrum
ent into place for rem

oval of rest tum
or tissue. Biopsies w

ith

norm
al tissue, or w

ithout tum
or tissue w

ere m
arked green in the 3D

 scene (Figure 7F).  The

brain shift occurring just after opening the cranium
 is severe and w

ill also affect the biopsy

results. In figure 7 it is dem
onstrated how

 intraoperative ultrasound is m
ore in

correspondance w
ith sim

ulated histo-pathological data from
 biopsies than preoperative M

RI

due to delineation of position of tum
or border, even before surgery has started. This display,

w
e believe, w

ill im
prove the efficiency of surgery and m

akes it easier for the surgeon to

perform
 total resection in cases w

here this is recom
m

ended.

H
ernes et al

16
07-06-05

Easy m
arkerless patient registation. A

lthough intraoperative ultrasound gives im
portant

updated inform
ation in neurosurgery, preoperatively acquired data as fM

RI and tractogram
s

are useful for planning and guidance. O
ur m

arkerless registration algorithm
 enables

autom
atic and easy registration of preoperative im

ages to the patient (Figure 8). O
ur test w

as

perform
ed on a healthy person. The algorithm

 perform
ed registration in seconds, w

as

accurate and userfriendly. If integrated into clinical practice, the patient no longer need to

have fiducial m
arkers during preoperative M

R scanning. W
e believe that this technology w

ill

fasten the total procedure and m
akes it convenient for the patient and the hospital personnel

to handle the patient and the logistics related to usage of preoperative data in

neuronavigation.
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Technological developm
ents open for new

 possibilities in treatm
ent of tum

ors and vascular

lesions in the brain. U
ltrasound has also by other authors been introduced as a technology

that solves one of the m
ost challenging tasks in navigated neurosurgery; the brain shift

problem
 (33-36). Increased data pow

er, better resolution and im
age quality as w

ell as real tim
e

capabilities and advanced m
ultim

odal display w
ill m

ake future ultrasound technology even

m
ore userfriendly and optim

ized for efficient patient treatm
ent than dem

onstrated today. N
ew

ultrasound technology and probe developm
ents w

ith higher frequencies w
ill open for

im
proved delineation of tum

or borders, m
ore accurate resection control as w

ell as easier

interpretation of inform
ation in the future. Sophisticated signal processing algorithm

s also

open for new
 w

ays of extracting valuable inform
ation useful both in diagnostics and guidance

of neurosurgery. U
ltrasound strain im

aging that already is being used for diagnostics of the

heart 
(37, 38) m

ight give m
ore real tim

e inform
ation for delineation of tum

or during the

procedure (39) (Figure 9). U
ltrasound has also been found efficient as the only im

aging

m
odality for guiding of endoscopes 

(40, 41) and evacuation of hem
atom

as 
(42). A

lthough

ultrasound in tum
or surgery is found adequate for guidance and resection control alone or in

com
bination w

ith preoperative im
ages in neuronavigation (43-47), ultrasound has an additional

potential for updating essential preoperative inform
ation from

 fM
RI and other im

portant

inform
ation as dem

onstrated in the present paper. O
ur volum

e to volum
e registration

algorithm
 could in som

e cases m
ake it unnecessary to display intraoperative ultrasound as in

the case show
n in figure 6. H

ow
ever, our experiences are that in m

ore com
plex cases,

especially in tum
or cases w

here tum
or borders are difficult to interpret, autom

atic solutions

m
ay be erroneous. Therefore, a professional user of navigation system

s using autom
atic

M
RI-updating based on intraoperative ultrasound, should for safety reasons be able to

interpret ultrasound as w
ell as M

RI. W
e believe that w

arping algorithm
s for correction of

changes that occur during surgery w
ill em

erge in com
m

ercial system
s in the future. O

ther

research groups have dem
onstrated reasonable results based on ultrasound for w

arping

preoperative data 
(9). H

ence, new
 and selected inform

ation useful for optim
al patient
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treatm
ent w

ill be available in future operating room
s. A

n im
portant inform

ation, valuable for

im
proved im

age guidance in neurosurgery, is diffusion-tensor (D
T) im

aging–based

tractography (Figure 10). Collaboration betw
een radiologists, technologists and surgeons w

ill

m
ake it possible to integrate also this inform

ation into the operating room
 in our hospital

(feasibility tests already perform
ed). This technology m

ight give im
portant inform

ation trying

to preserve brain functions w
hile m

axim
izing the extent of tum

or resection for prolonging

survival as w
ell as m

aintaining quality of life for patients. A
n im

portant technological future

aspect of this is not only to be able to integrate this inform
ation into the navigation system

,

but also to adjust these tractogram
s so they reflect the true positions during progression of the

tum
or resection w

hen tissue changes (w
ork in progress). Lately, several research groups have

introduced diffusion-tensor (D
T) im

aging–based tractography in neuronavigation w
ith the

intention of m
ore accurate and safe surgery guidance w

ith im
proved patient outcom

e (48, 49).

Future w
ork w

ill use intraoperative ultrasound for updating im
portant preoperative

inform
ation from

 both tractogram
s and fM

RI due to changes occurring during surgery.

O
ther sources of im

portant inform
ation are also available during surgical procedures.

M
icroscopes are frequently in use, but represent a challenge in com

bination w
ith navigation

technology. O
ther sources of inform

ation are endocopes, used for exam
ple during

fenestration of cysts, and future H
igh D

efinition (H
D

) cam
era, that also m

ay provide

im
portant inform

ation.  O
ptical tracking system

s based on visual light w
ill generate im

ages

as conventional cam
eras. Inform

ation from
 all these sources should be fused together w

ith

the radiological inform
ation used in the navigation system

s, independently of w
here the fused

3D
 scene is displayed; on a m

onitor or for exam
ple in the ocular of the m

icroscope. W
e have

experienced that it is convenient to guide the surgical procedure w
ith instrum

ent tracking and

im
ages displayed on the m

onitor. A
 dem

onstration of an augm
ented reality display, fusing the

cam
era/video im

age w
ith 3D

 radiological data used in the navigation system
, is presented

(Figure 11). A
 sim

ilar view
 can be projected dow

n to the patient or in the ocular of the

m
icroscope. This solution w

ill equip the surgeon w
ith supervision that in com

bination w
ith

advanced haptics and new
 tum

orsensor technology w
ill help the surgeon obtaining optim

al

patient treatm
ent. Several instrum

ents and probes m
ay be tracked sim

ultaneously, m
aking it
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possible to both acquiring real tim
e data and interacting in real tim

e w
ith this updated 3D

m
ultim

odality view
.
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In the present paper w
e have dem

onstrated new
 technological features for future com

puter

assisted neuronavigation that are tested on data acquired in the clinic. W
e believe that new

technology and increased com
puter pow

er w
ill optim

ize the solutions so they can m
eet the

requirem
ents for im

proved quality of patient treatm
ent, increased efficiency, userfriendliness

and flexibility in the clinic. The im
proved im

age quality and low
 cost of ultrasound m

akes

the technology an attractive platform
 for solving the brain shift problem

 and for displaying

real tim
e updates of essential intraoperative and preoperative inform

ation. A
lthough

feasibility studies have dem
onstrated usefulness of new

 technology in the clinic, further w
ork

m
ust be perform

ed on effect on integration of new
 technology into clinical practice.

Especially, clinical trials involving m
ore patients m

ust be perform
ed.
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FIG
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S

Figure 1. V
arious display techniques can be used for guiding surgical procedures. A

 single

2D
 slice selected from

 the 3D
 volum

e due to the position of the instrum
ent can be displayed

(A
: anyplane), or three orthogonal slices (B

) can be selected due to the position and

orientation of the surgical tool and due to the patient. V
arious 3D

 visualization techniques

using volum
e rendering or surface rendering of m

odels or objects can be used (C
). The

slicing and 3D
 display techniques can also be used sim

ultaneously in one w
indow

/3D
 scene

(D
). G

eom
etric m

odels of instrum
ents and probes can be visualized in correct position in the

sam
e 3D

 scene as radiological data (C
,D

).

Figure 2. The new
 platform

 for navigated surgery (A
) can be used w

ith an optical (A
) or a

m
agnetic (B

) tracking system
. In future neuronavigation system

s all surgical instrum
ents,

rigid or flexible, can be tracked by position system
s and hence the instrum

ents can be directly

used to control the display of im
ages used for guidance. H

ere dem
onstrated by positioning

sensors (reflecting spheres) on a pointer (C
), biopsy forceps (D

), endoscope (E), CU
SA

 (F),

ultrasound probe (G
). Som

e of the instrum
ents are used both in the SonoW

and system
 and in

ow
n developed navigation system

.

Figure 3. Set up in the operating room
. The patient reference fram

e is attached to the rigid

head holder. Planning based on preoperative M
RI is perform

ed using a pointer. U
ltrasound

acquisition is perform
ed in the sam

e coordinate system
 as navigation is perform

ed. Tw
o

m
onitors are used, one for ultrasound im

age visualization and the other for navigation.
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Figure 4. Technological developm
ents have im

proved im
age quality of ultrasound im

aging

to becom
e com

parable to the quality of M
RI as dem

onstrated on a patient w
ith brain tum

or.

Corresponding slices from
 preoperative M

RI (A
) and intraoperative ultrasound before

surgery (B) and intraoperative ultrasound after som
e resection of the tum

or (C
) are show

n.

A
natom

ical structures can easily be interpreted in M
RI and also in the ultrasound im

age both

before and after som
e resection.

Figure 5. Com
bination of techniques for 2D

 and 3D
 visualization. In figure A

, preoperative

M
RI (grey scale), the segm

ented tum
or (pink, surface rendered) from

 preoperative M
RI,

M
RA

 (red, surface rendered), fM
RI (yellow

, surface rendered) from
 the tongue are displayed

together w
ith intraoperative ultrasound angiography (green, surface rendered) acquired from

a patient w
ith brain tum

or. Intraoperative 3D
 ultrasound angiography show

ed a different

location of vessels than preoperative M
R. The differences in display w

as probably due to

shift in the brain before surgery has even started as w
ell as som

e registration errors of the

preoperative data. In B
 additional 3D

 ultrasound tissue im
aging show

s that the shift easily

also can be identified in other areas surrounding the tum
or. Shift is hence detected on both

the angiography data and on the tissue data and m
ost likely, the positioning of the functional

area as displayed w
as erroneous as w

ell.

Figure 6. A
dvanced autom

atic volum
e to volum

e registration algorithm
 for updating

preoperative M
RI data based on intraoperative ultrasound. A

ll data is from
 a patient w

ith an

aneurysm
. V

olum
e rendering of preoperative M

RA
 (A

, red), corresponding volum
e rendering

of intraoperative ultrasound angiography (B
, green) and sim

ultaneous m
ultim

odal volum
e

rendering of preoperative M
RI (red) and intraoperative ultrasound (green) (C

) show
s a large

shift just after opening the craniotom
y. In figure D

, the result of the autom
atic volum

e to

volum
e registration algorithm

 that m
oves the preoperative data (yellow

) to the correct

position based on inform
ation from

 intraoperative 3D
 ultrasound (green) is presented. In this

case, the preoperative data w
as m

oved approxim
ately 5 m

m
 for correct updating.
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Figure 7. V
arious display of intraoperative ultrasound in com

bination w
ith preoperative

inform
ation, pathological status and instrum

ents. Preoperative M
R data of a patient w

ith

brain tum
or (A

) w
as used for planning in the operating room

. The sector and plane generated

by the 2D
 probe can be visualized and controlled by the pointer during planning.  A

fter 3D

ultrasound acquisition, the M
R volum

e can be displayed together w
ith intraoperative

ultrasound (B). The instrum
ents as probe, CU

SA
 etc can also be visualized in correct position

in the 3D
 scene using m

ore advanced techniques, giving a m
ore realistic display of the

instrum
ent. A

s surgery proceeds, updated intraoperative 3D
 ultrasound inform

ation for direct

guidance of surgery using CU
SA

 w
ith tracking device can be m

onitored (C
). Real tim

e 2D

ultrasound w
ill be easier to interpret w

hen displayed in com
bination w

ith surfaces or 3D

displays due to im
proved orientation of the slices as show

n in D
. D

uring m
ost brain tum

or

surgery, several biopsies (possible positions m
arked w

ith yellow
 dots) are taken in order to

im
prove the quality of surgery (E). Features in future navigationsystem

s w
ill take care of the

histo-pathological inform
ation and display this inform

ation in the correct position in the 3D

scene during surgery (F). Sim
ulated histo-pathological results of biopsies acquired during

surgery. Biopsies w
ere classified as tum

or tissue (red) and as norm
al tissue (green) as

displayed in F. Be aw
are that if the biopsies w

ere guided based on preoperative M
RI data, the

opposite answ
er w

ould be expected, but due to brain shift, the results w
ere in accordance

w
ith the intraoperative ultrasound data.

Figure 
8. M

arkerless registration m
akes it easy to use preoperative im

ages in

neuronavigation. A
. Surface m

ade from
 preoperative M

RI from
 a healthy volunteer. B

.

Surface m
ade from

 face of the sam
e person using the optical m

arkerless m
ethod. C

.

M
atching of the tw

o surfaces using the m
arkerless registration algorithm

. The algorithm

m
atches the tw

o surfaces w
ith an accuracy below

 1 m
m

 over the area of interest. This is

better than solutions offered in m
any com

m
ercial avalilable navigation system

s today.
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Figure 9. U
ltrasound B-m

ode tissue im
age of a m

etastasis in the brain (A
), and a strain

im
age of the sam

e m
etastasis plotted from

 –3‰
 (blue) to 3‰

 (red) (B). The strain values are

very sm
all, and are generated from

 the norm
al arterial pulsation in the brain. N

ote the bluish

area in the upper left part of the im
age, indicating tissue elasticity that is different from

 the

green colored areas in the tum
or m

ass.

Figure 10: N
ew

 preoperative data w
ill in the future be available in the operating room

. (A
)

D
isplay based on fM

R
I and diffusion-tensor data in addition to M

R
I and M

R
A

. A
 tum

or can

be seen in green, functional tongue activations in orange and the pyram
idal tracts in red and

dark blue. T
he scene constitutes im

portant preoperative inform
ation that w

ill be im
ported into

future neuronavigation system
, used for preoperative planning in the O

R
 and updated using

intraoperative ultrasound so that the data also can be used for guidance during surgery. (B
)

D
iffusion-tensor data (red) and fM

R
I data (yellow

) close to a tum
or (w

hite). It is im
portant

for the surgeon to know
 the exact location of the tracts and fM

R
I data also w

hen tissue shifts

during surgery.

F
igure 11: Im

age fusion techniques are used to m
erge a video stream

 (A
) w

ith a preoperative

radiological planning scene (B
) to an augm

ented reality display (C
). T

he video stream
 could

also be a m
icroscope im

age. T
he three surface rendered structures that can be observed in the

3D
 scene are a tum

or in pink (extracted from
 M

R
I-T

1 data w
ith contrast), the vascular tree in

red (extracted from
 M

R
A

) and functional tongue activations in yellow
 (extracted from

fM
R

I). W
hen planning the entry point and path dow

n to the target (in this case, a tum
or) it is

crucial to avoid destruction of im
portant functional areas and vessels.
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