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## Abstract

A currently increasing interest in antiferromagnetic insulator spintronics, due to emergent attractive properties such as terahertz operation and spin transport enhancement, encourages theoretical investigation on the topic. In this thesis, a quantum-mechanical operator treatment of the spin transport between an antiferromagnetic insulator layer and a metallic conductor layer is presented. The antiferromagnetic layer has a distinct surface spin exchange, and both layers are of finite depth, as opposed to earlier work on similar systems.

In chapter 2, a simple cubic antiferromagnetic Heisenberg Hamiltonian with an easyaxis term is used to model the antiferromagnetic layer. The magnonic energy eigenstates are then calculated by bosonic diagonalisation of this Hamiltonian through a HolsteinPrimakoff transformation, a Fourier transformation and an ansatz-based Bogoliubov transformation.

In chapter 3, a simple cubic tight-binding Hamiltonian with an antiferromagnetic interaction term is used to model the metallic layer. The electronic energy eigenstates are then calculated by fermionic diagonalisation of this Hamiltonian through a Fourier transformation and a canonical unitary transformation.

The antiferromagnetic and metallic diagonalisations are both shown to result in nontrivial trigonometric-hyperbolic systems of equations, which are solved numerically and compared to the results of direct numerical diagonalisations in their respective chapters. All numerical calculations are implemented and executed with a script provided in the appendix.

Finally in chapter 4, general expressions for the spin transport rates across the antiferromagnetic insulator-metallic conductor junction are derived by modelling the spin pumping/spin-transfer torque mechanism with an antiferromagnetic Heisenberg Hamiltonian and treating it as a small perturbation to invoke Fermi's golden rule.

The equations and expressions determining the magnons, electrons and spin transport of the bilayer system are concisely summed up in sections 2.16, 3.13 and 4.5. They provide the foundation for a variety of future work on spin transport phenomena, including the possibility of modelling trilayer systems with antiferromagnetic insulator interlayers to investigate theoretically the documented enhanced spin transport.

## Sammendrag

En $ø$ kende interesse for spinntronikken rundt antiferromagnetiske isolatorer, som et resultat av stadig flere dokumenterte attraktive egenskaper, oppmuntrer til teoretisk arbeid innen feltet. Blant annet spås antiferromagnetiske isolatorer å operere med terahertz-frekvenser og å forsterke spinntransport. I denne oppgaven blir det presentert en kvantemekanisk operatortilnærming til spinntransporten mellom et antiferromagnetisk isolatorsjikt og et metallisk ledersjikt. Det antiferromagnetiske sjiktet har en distinkt spinnutveksling på overflatene, og begge sjikt har endelig dybde, i motsetning til tidligere arbeid på lignende systemer.

I kapittel 2 blir en antiferromagnetisk Heisenberg-modell på et vanlig kubisk gitter satt som Hamilton-operator for det antiferromagnetiske sjiktet. Modellen er modifisert med et hovedakseledd. Deretter blir de magnoniske energiegentilstandene beregna ved å diagonalisere Hamilton-operatoren i bosoniske operatorer gjennom en Holstein-Primakoffsubstitusjon, et Fourier-skifte og et prøveløsningsbasert Bogoliubov-skifte.

I kapittel 3 blir en tettbåndmodell på et vanlig kubisk gitter satt som Hamilton-operator for det metalliske sjiktet. Modellen er her modifisert med et ledd som beskriver vekselvirkninga til det antiferromagnetiske sjiktet. Deretter blir de elektroniske energiegentilstandene beregna ved å diagonalisere Hamilton-operatoren i fermioniske operatorer gjennom et Fourier-skifte og et kanonisk, unitært skifte.

Både den antiferromagnetiske og den metalliske diagonaliseringa leder til ikke-trivielle trigonometrisk-hyperbolske ligningssystemer, som løses numerisk og sammenlignes med resultatene fra direkte numeriske diagonaliseringer i de respektive kapitlene. Alle numeriske kalkulasjoner er implementert og kjørt med skriptet som er lagt ved i appendiks.

Til slutt, i kapittel 4, blir generelle uttrykk for spinntransporten over skjøten mellom det antiferromagnetiske isolatorsjiktet og det metalliske ledersjiktet utleda. Mekanismen som driver spinnpumping og spinnoverføringsdreiemomenter over skjøten blir konkretisert i nok en antiferromagnetisk Heisenberg-modell. Den antas å være så svak at perturbasjonsteori - og dermed Fermis gylne regel - kan brukes.

Ligningene og uttrykkene som beskriver magnoner, elektroner og spinntransport i dobbeltsjiktsystemet er oppsummert konsist i seksjonene 2.16, 3.13 og 4.5. Disse legger grunnlaget for framtidig arbeid på mange ulike spinntransportfenomener. Blant annet kan trippeltsjiktsystemer med en antiferromagnetisk isolator i mellomsjiktet modelleres for å undersøke dokumentert forsterka spinntransport gjennom slike sjikt.
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## Notation

Much physical notation is used throughout the thesis. Most of it is commonly used in the field of quantum mechanics, while some of it is invented by the author. All choices are made to keep things as clear as consistent as possible.

## Constants

$\iota$ is the imaginary unit such that $\iota^{2}=-1$.
$\hbar$ is the reduced Planck constant.
$\vec{e}_{x}, \vec{e}_{y}$ and $\vec{e}_{z}$ are the unit vectors in the $\mathrm{x}-, \mathrm{y}-$, and z -directions of space respectively.

## Formats

$\vec{a}$ (arrow): Used to denote physical vector quantities that have a component in each of the x -, y - and z -directions of space. The components of the vector $\vec{a}$ are denoted $a_{x}, a_{y}$ and $a_{z}$ respectively.
$\bar{a}$ (bar): Used to denote mathematical vectors (1-tensors) of all dimensions. Row and column vectors are not distinguished.
a (box): Used to denote mathematical matrices (2-tensors) of all dimensions.
a (boldface): Used to denote quantum mechanical operators. Quantum mechanical operators can also be vector quantities, such as the spin operator $\overrightarrow{\mathbf{s}}$.
[a] (brackets): Used to mark quantities and parameters from other articles and texts, as opposed to quantities and parameters from this thesis.

## Symbols

- (bullet): Used to denote an unspecified letter, when it is only important to stress that there is a letter here.
* (asterisk): Used to denote the conjugate of a complex number.
$\dagger$ (dagger): Used to denote the adjoint of an operator, as well as the conjugate transpose of a matrix.
$\ddagger$ (double dagger): Used to denote a summation of the following operator expression with its adjoint, hence making the total operator Hermitian.
: (colon): Used to denote a pair of nearest neighbours in a lattice. A sum $\sum_{\vec{q}: \vec{r} \in \mathbb{L}}$ is meant to run through every pair of nearest neighbour lattice points $\vec{q}$ and $\vec{r}$ in the lattice $\mathbb{L}$. Note that the nearest neighbour pairs are not ordered, so that the sum will only consider each pair once.
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## Introduction

Traditional electronic devices become smaller and smaller with each passing year. However, with the decreasing size new challenges arise. The latest International Technology Roadmap for Semiconductors from 2015 predicts electronic technology to hit a thermal ceiling in 2024. By then, the component density in electronic chips will have become so high that it is essentially impossible to cool them down by traditional means, due to finite heat dissipation. (Anthony [2016]) A completely new approach will be needed to push the component density even higher.

Spintronic devices, in which energy and information are carried by spin waves, or magnons, as well as electrons, could possibly resolve the problem. (Wolf et al. [2001], Kajiwara et al. [2010]) Since magnons move and interact through spin exchange in insulators, there is no ordinary Joule heating involved. Hence they could allow for even denser spintronic technology beyond the electronic thermal limit.

Only by thoroughly understanding how magnons behave, can one hope to design spintronic devices that are realistically manufacturable. Throughout this thesis, we will give a small contribution to this understanding by examining the interaction between magnons and electrons in a specific spintronic antiferromagnetic insulator-metallic conductor bilayer system. The system is extended from a similar system recently studied in Fjærbu et al. [2017] by the inclusion of a distinct surface spin exchange in the antiferromagnetic sublayer. In this introductory chapter we provide some background and motivation, brief summaries of the two most relevant pieces of earlier work as well as a presentation of the system in consideration and the structure of the thesis.

### 1.1 Motivation

With the long-term goal of using magnons to transport energy and information in spintronic devices, the mathematical aspects of magnons and their interaction with electrons are currently under investigation. A key concern used to be the fact that magnons tend to dissipate quickly, which makes them a poor candidate for transport. However in Demokritov et al. [2006] a Bose-Einstein condensate of magnons was observed in ferrimagnetic
yttrium iron garnet, $\mathrm{Y}_{3} \mathrm{Fe}_{2}\left(\mathrm{FeO}_{4}\right)_{3}$, at room temperature. Essentially, in such a codensate there is only one bosonic state above vacuum which is thermally available. Since no other bosonic states are available, all particles in the condensate must occupy the same state, so there is no room for dissipation of energy into other states at all. Two following studies by the same group confirmed that the YIG condensate is indeed coherent (Demidov et al. [2008], Nowik-Boltyk et al. [2012]), and in Sun et al. [2016] it is further argued theoretically that the condensate is also superfluid. Such magnonic condensates could then possibly perform in spintronic devices to transport energy and information without dissipation and with outstanding speed.

Since the discovery of the YIG condensate in 2006, magnonic condensates have also been observed in antiferromagnetic cesium manganese fluoride, $\mathrm{CsMnF}_{3}$, and manganese carbonate, $\mathrm{MnCO}_{3}$. (Bunkov et al. [2011, 2012]) Clearly, magnonic condensates are obtainable in a variety of magnetic materials. However, the YIG condensate was excited by microwave pumping, and the two antiferromagnetic condensates were excited by nuclear magnetic resonance. Both these techniques would require relatively advanced components if they were to be used in spintronic devices. On the other hand, electrically-driven condensation is of great interest, as it would in comparison provide a simple route between traditional electric currents and the desired magnonic condensate currents. Magnons are known to leak energy and spin into adjacent metals in a process known as spin pumping. (Berger [1996], Cheng et al. [2014]) The reverse happens when electrons flip their spins to enhance or reduce the magnonic collective spin precession in adjacent magnetic insulators through the so-called spin-transfer torque. (Slonczewski [1996], Brataas et al. [2012]) These two phenomena are reciprocal phenomena, deeply connected to each other, and together they constitute the spin transfer mechanism between magnonic and electric currents. (Tserkovnyak et al. [2005]) If electrically-driven magnon condensation is to be explored quantitatively, a mathematical model which incorporates this mechanism must be invoked.

In Bender et al. [2012] and Bender et al. [2014], electrically-driven magnon condensation in a ferromagnetic insulator-metallic conductor bilayer system was investigated theoretically by Bender, Duine and Tserkovnyak. Here, it was shown that such condensation is theoretically achievable in a ferromagnetic insulator layer connected to a metallic conductor layer, provided that there is a certain temperature difference between the layers and a spin accumulation on the metallic side of the junction. The authors suggest that this spin accumulation can be introduced through the spin Hall effect (the spin analogue to the ordinary electric Hall effect), through which spin of opposite directions accumulate at the lateral surfaces of an electric current carrying conductor. (Dyakonov and Perel [1971], Hirsch [1999]) As the authors point out, the spin Hall effect was already demonstrated to generate magnonic currents in Kajiwara et al. [2010] and Liu et al. [2011], while the inverse spin Hall effect was used to detect magnonic currents in Sandweg et al. [2011].

More recently, electrically-driven magnon condensation in an antiferromagnetic insu-lator-metallic conductor bilayer system was investigated theoretically in Fjærbu et al. [2017]. As mentioned above, the model and approach of this paper is the foundation of this thesis and will be described in greater detail in section 1.2 below, but in essence it concludes that two magnonic condensates can appear in the antiferromagnetic insulator layer - one for each spin direction along the antiferromagnetic easy-axis. Fjærbu, Rohling and

Brataas predict the condensates to be reciprocally excitable even at room temperature by spin accumulation at the junction along their associated spin direction. In other words, magnon condensation could occur in the antiferromagnetic insulator layer for either sign of spin accumulation, and conversely spin pumping from the condensates could induce electric currents in both directions in the metallic conductor layer through the inverse spin Hall effect.

Fjærbu et al. [2017] contribute to the recently sparked interest in antiferromagnetic insulators as an alternative to ferromagnetic insulators in spintronic devices. This interest is justified by several attractive features of antiferromagnetic insulators. While ferromagnets create a magnetic stray field which could interfere with other magnetic components in a spintronic device, antiferromagnets are magnetically neutral in the sense that no such stray field is present outside the material. Furthermore, antiferromagnetic magnons have been demonstrated to operate at terahertz frequencies (Satoh et al. [2010]), which is much faster than ferromagnetic magnons. These properties makes antiferromagnetic insulators desirable for magnetic storage devices, in which fast switching of spin directions in one memory cell without interfering other cells is essential for good performance. (Gomonay and Loktev [2010]) The high operating frequencies also allow for more exotic devices such as spin Hall nano-oscillators, which produce electric AC currents from DC input, to deliver terahertz frequencies, as described in Cheng et al. [2016]. Finally in Wang et al. [2014] and Wang et al. [2015], antiferromagnetic insulator interlayers were demonstrated to significantly enhance spin pumping from a ferrimagnetic yttrium iron garnet layer, $\mathrm{Y}_{3} \mathrm{Fe}_{2}\left(\mathrm{FeO}_{4}\right)_{3}$, to a metallic platinum layer, Pt. Among the antiferromagnetic insulators tested here is nickel oxide, NiO , which was further investigated in a multilayer system in Moriyama et al. [2015]. In Hahn et al. [2014] it was also compared to the non-magnetic insulator silica, $\mathrm{SiO}_{2}$, which contrarily blocked the spin pumping. All these experiments seem to suggest that antiferromagnetic insulators form interfaces (to both metallic conductors as well as other magnetic insulators) which transfer spin exceptionally well, thus making them ideal for enhancing interlayers.

Note that the theoretical approach used in Bender et al. [2012] and Fjærbu et al. [2017] is to express the interaction between the layers in terms of energy eigenstate creation and annihilation operators and then treat it as a small perturbation to the total Hamiltonian to invoke Fermi's golden rule and get transport rate expressions. Other theoretical approaches are also possible, such as the phenomenological Landau-Lifshitz-Gilbert (LLG) equations. These are equations of motion for the total magnetisation vector in ferromagnets, or the two sublattice magnetisation vectors in antiferromagnets. The equations describe modes of precession of the magnetisation vectors around an easy-axis, corresponding to different magnonic states. The precession is subject to a damping, known as the Gilbert damping, which was originally introduced phenomenologically, but it has later been shown to origin from spin pumping into adjacent materials among other mechanisms. (Tserkovnyak et al. [2002], Mizukami et al. [2002]) The LLG equations are often used to make relatively quick and accessible spin predictions. In Daniels et al. [2015], for example, LLG equations are used to calculate the excitation spectra of two types of antiferromagnetic insulators. Although we will not use this formalism in the calculations of this thesis, the LLG equations were used in Cheng et al. [2014] to argue that spin pumping from antiferromagnets should be as effective as spin pumping from ordinary ferromagnets. This
observation is the theoretical foundation for the introduction of an interaction across the antiferromagnetic-metallic junction in chapter 3. Hence, our transport calculations are actually indirectly justified by LLG calculations.

This section brought some insight into why antiferromagnetic insulators are well on their way to becoming a crucial component of spintronics. In the next section we move on to recap the model and approach in Fjærbu et al. [2017].

### 1.2 Earlier work: Semi-infinite-depth antiferromagnetic insulator-metallic conductor bilayer system with uniform antiferromagnetic spin exchange

In Fjærbu et al. [2017], Fjærbu, Rohling and Brataas consider a bilayer system consisting of a semi-infinite antiferromagnetic insulator on one side of the junction and a semi-infinite metallic conductor on the other side. They use a simple cubic antiferromagnetic Heisenberg model to describe the insulator, a simple cubic tight-binding model to describe the conductor and a Heisenberg spin exchange between static antiferromagnetic spins and itinerant electron spins at the interface to model the spin pumping/spin-transfer torque mechanism mentioned in section 1.1. The nearest-neighbour antiferromagnetic spin exchange [ $J \hbar^{2}$ ] is uniform throughout the antiferromagnetic insulator.

The energy eigenstates of the antiferromagnetic and metallic layers are calculated in the appendices of the paper. To simplify the resulting expressions, some key assumptions are made. First of all, the antiferromagnetic insulator temperature $\left[T_{\mathrm{AF}}\right]$ is assumed to be much smaller than the Néel temperature. Then only magnons whose energy is much smaller than the spin exchange $\left[J \hbar^{2}\right]$ are thermally available, so only such low-energy magnons need to be considered. This is the low-energy limit. Furthermore, the anisotropy exchange $\left[K_{z}\right]$ associated with the antiferromagnetic easy-axis is also assumed to be much smaller than the spin exchange (which is usually the case, such as in rubidium manganese trifluoride, $\mathrm{RbMnF}_{3}$, as demonstrated in Windsor and Stevenson [1966], López Ortiz et al. [2014]). This is the small-anisotropy limit. Looking at the energy dispersion relation, the low-energy limit is then shown to be equivalent to the long-wavelength limit, for which the magnonic momentum $[|\mathbf{p}| d]$ is small. The exact expressions are then expanded in the small quantities $[|\mathbf{p}| d]$ and $\left[K_{z} / J\right]$ to get simpler approximate expressions for the amplitudes of the magnonic eigenstates.

In the long-wavelength and small-anisotropy limits, the surface eigenstates of the antiferromagnetic insulator - that is, the eigenstates with evanescent amplitudes that would normally be maximal at the interface and fade exponentially into the insulator - are shown to be approximately equal to uniform delocalised eigenstates with equal amplitudes along the direction perpendicular to the interface. This allows the authors to model the lowenergy surface eigenstates by such uniform delocalised eigenstates, which simplifies the calculations further.

For the electronic eigenstates of the metallic conductor, half-filling is assumed, which means that exactly half of all the fermionic states are occupied by electrons. This determines the Fermi energy $\left[E_{F}\right]$ of the conductor. The Fermi energy, and hence the hopping
amplitude $[t]$, is also assumed to be large compared to the other energy scales of the system.

Finally, the interaction across the junction is treated as a perturbation, which allows for the usage of Fermi's golden rule to get transport rates. Magnon-phonon and magnonmagnon interactions are not included in the Hamiltonian, but introduced indirectly later when the two types of antiferromagnetic magnons and the metallic electrons are assumed to be driven into separate quasi-equilibria: The two magnon types are driven into BoseEinstein distributions with temperatures $\left[T_{ \pm}\right]$and chemical potentials $\left[\mu_{ \pm}\right]$, while the electrons are driven into a Fermi-Dirac distribution with temperature $\left[T_{N}\right]$. The electronic distribution is assumed to have different chemical potentials $\left[\mu_{\uparrow}\right]$ and $\left[\mu_{\downarrow}\right]$ for spin-up and spin-down electrons due to some spin polarising mechanism such as the spin Hall effect, resulting in the spin accumulation $\left[\Delta \mu=\mu_{\uparrow}-\mu_{\downarrow}\right]$. Two magnonic condensates are then shown to appear for large spin accumulations of opposite signs, as mentioned in the previous section.

### 1.3 Earlier work: Semi-infinite-depth antiferromagnetic insulator layer with a distinct surface spin exchange

Actually the effects of a distinct surface spin exchange in an antiferromagnetic insulator were already examined in 1969. In Wolfram and De Wames [1969], the model is a semi-infinite simple cubic Heisenberg model just as in Fjærbu et al. [2017], but instead of an easy-axis term proportional to the squares of the spin z-components, it has external magnetic field terms and anisotropy terms which are both proportional to simply the spin z-components instead. Using equations of motion for the lattice site spin operators, the random-phase approximation and a supermatrix inverse (referred to as a Green's function), a cubic equation is derived, and this is then solved to find the energy quanta of the antiferromagnet. The ratio of the surface spin exchange to the bulk spin exchange, $[\epsilon]$, is shown to directly control the energy spectrum of the antiferromagnet. There is always a magnonic bulk continuum of available states, but depending on the value of $[\epsilon]$ an additional doubly-degenerate magnonic surface branch may appear either below or above it. Within certain ranges of $[\epsilon]$, the surface branches are truncated and eventually absorbed by the bulk continuum. The threshold values of these ranges are derived in the second half of Wolfram and De Wames [1969] and should be viewed as the main results of the paper.

Even though the distinct surface spin exchange was already examined in Wolfram and De Wames [1969], note again that this was done for a semi-infinite antiferromagnetic layer. Our model is finite and hence more general. We will actually be able to reproduce some of the main results from Wolfram and De Wames' work in section 2.14.

### 1.4 System

The total system investigated in this thesis is shown qualitatively in figure 1.1. It is indeed an extension of the system investigated in Fjærbu et al. [2017] by the inclusion of a distinct surface spin exchange in the antiferromagnetic layer. However it is also different in that both layers are assumed to have a finite depth (in contrast to the semi-infinite layers in

Fjærbu et al. [2017]). This difference will lead to only a finite number of magnonic and electronic eigenstates for each planar wave vector $\vec{k}$ in the Brillouin zone.


Figure 1.1: The total model investigated in this thesis. Spin is transported between a finite-depth antiferromagnetic insulator layer (indicated in teal) and a finite-depth metallic conductor layer (indicated in grey) across the junction between them (indicated in yellow). The antiferromagnetic layer has a distinct spin exchange parameter at its surfaces (indicated in purple). Note that the layers actually stretch into infinity in the directions parallel to the interface, though they look finite in this figure. The mathematical details of each layer are given in the figures 2.1 and 3.1 and their respective chapters.

### 1.5 Structure of thesis

We will first calculate the energy eigenstates of each layer in the chapters 2 and 3 and then treat the interaction across the junction as a small perturbation in chapter 4 to get expressions for the spin transport between the antiferromagnetic insulator and the metallic conductor layers. The results we derive are very general, in the sense that they can be used to describe various spin transport scenarios. Some prospects for future applications are suggested in chapter 5.

## Chapter

## Antiferromagnetic Layer

The energy eigenstates of the finite antiferromagnetic insulator layer are calculated in this chapter. Our treatment begins with a proper description of the antiferromagnetic model.

### 2.1 Model

On the antiferromagnetic side of the junction, our model consists of a simple cubic lattice with lattice constant $l$. The lattice has $N$ lattice planes in the x-direction, where $N$ is an even number, while the planes stretch out into infinity in the y - and z -directions. In other words we are considering a layer of finite depth.

We label each lattice plane with $\mathbb{P}$ and an index from 1 to $N$, so that the plane closest to the junction is called $\mathbb{P}_{1}$ and so on. The whole antiferromagnetic layer is labelled $\mathbb{T}$, so that $\mathbb{T}=\bigcup_{n} \mathbb{P}_{n}$. The lattice sites are given by the position vectors

$$
\begin{equation*}
\vec{r}_{p m n}=p \vec{l}_{x}+m \vec{l}_{y}+n \vec{l}_{z} \tag{2.1}
\end{equation*}
$$

for any integer $p$ between 1 and $N$, and any integers $m$ and $n$. Here $\vec{l}_{x}=l \vec{e}_{x}, \vec{l}_{y}=l \vec{e}_{y}$ and $\vec{l}_{z}=l \vec{e}_{z}$ are the lattice basis vectors. On each lattice site there is a spin of quantum number $s$.

Our spin lattice is not very interesting without spin interactions of any kind. To describe these interactions we use a Heisenberg model with an easy-axis anisotropy along the z -axis. This model provides the following Hamiltonian:

$$
\begin{align*}
& \mathbf{H}=\frac{S}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{1}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}}+\sum_{p=2}^{N-1} \frac{J}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{p}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}}+\frac{S}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{N}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}} \\
&+\sum_{p=1}^{N-1} \frac{J}{\hbar^{2}} \sum_{\vec{r} \in \mathbb{P}_{p}} \overrightarrow{\mathbf{s}}_{\vec{r}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}+\vec{l}_{x}}-\frac{K}{\hbar^{2}} \sum_{\vec{r} \in \mathbb{T}} \mathbf{s}_{\vec{r} z}^{2} . \tag{2.2}
\end{align*}
$$

Here $\overrightarrow{\mathrm{s}}_{\mathbf{\bullet}}$ are the spin operators on each lattice site, and the first three sums run over all pairs of nearest neighbour sites within each plane as described in the notation section.
$S, J$ and $K$ are important exchange parameters that are all positive. $S$ sets the magnitude of spin exchange in each of the two surface planes $\mathbb{P}_{1}$ and $\mathbb{P}_{N}$, while $J$ sets the magnitude of spin exchange in all the bulk planes, as well as between planes.

The fact that both $S$ and $J$ are positive is what makes the model antiferromagnetic. If the spins were classical vectors, the energetically favourable configurations for the spin lattice would be configurations of alternating neighbouring spins, since the dot products would be at their most negative. Spins are not classical vectors however, but rather vector operators, so such classical arguments should not be relied on. We will see in section 2.2 that the ground state of the system is not what one would expect classically.

The parameter $K$ sets the magnitude of the easy-axis anisotropy along the z -direction, which is introduced through the last term. This anisotropy lowers the total energy with terms that are proportional to the squares of the spin z-components. In other words, the anisotropy makes it energetically favourable for the spin lattice to align its spins along the z-direction, and so it makes the z-axis the "easy-axis" of the system.

An overview of the antiferromagnetic layer model is given in figure 2.1.


Figure 2.1: Our model for the antiferromagnetic side of the junction. (Here for 8 planes.) The surface planes $\mathbb{P}_{1}$ and $\mathbb{P}_{N}$ have a distinct spin exchange parameter $S$ compared to the bulk spin exchange parameter $J$. The easy-axis anisotropy is along the z -direction and controlled by the parameter $K$.

Note that the most important parameter is $S$, or rather the ratio $\frac{S}{J}$, as the distinct surface
exchange is one of the key features of this thesis. We will denote this ratio with a $\rho$,

$$
\begin{equation*}
\rho=\frac{S}{J} . \tag{2.3}
\end{equation*}
$$

Similarly, we will denote the ratio $\frac{K}{J}$ with a $\kappa$,

$$
\begin{equation*}
\kappa=\frac{K}{J} . \tag{2.4}
\end{equation*}
$$

If we set $\rho=1$, then there is no distinct surface exchange, and the model reduces to the one considered in Fjærbu et al. [2017].

### 2.2 Néel state

Consider now a so-called Néel state $|N\rangle$ for our antiferromagnetic layer. This state is characterised by alternating maximal spins along the $z$-axis, so that the nearest neighbours of each spin site have spins in the opposite direction. Two sublattices can be defined: sublattice $\mathbb{A}$ consisting of all sites with spin up and sublattice $\mathbb{B}$ consisting of all sites with spin down. It is then clear that $\mathbb{T}=\mathbb{A} \cup \mathbb{B}$. Later on, we will also need to consider the part of the sublattices in each plane, so we define indexed $\mathbb{A}$ and $\mathbb{B}$ for this purpose: $\mathbb{A}_{p}=\mathbb{A} \cap \mathbb{P}_{p}$ and $\mathbb{B}_{p}=\mathbb{B} \cap \mathbb{P}_{p}$ for each plane index $p$ between 1 and $N$.

A rough picture of one plane of the Néel state is shown in figure 2.2.


Figure 2.2: The Néel state of the antiferromagnetic layer has alternating maximal spins along the $z$-axis. Sublattice $\mathbb{A}$ is the sublattice of spin up, while sublattice $\mathbb{B}$ is the sublattice of spin down.

Note that the maximal value of each spin along the z -axis is $\pm \hbar s$, but the magnitude of each spin vector is always $\hbar \sqrt{s(s+1)}$ and so actually a little larger. Thus although the spins are said to be "along the z-axis", there is always a small perpendicular component. This perpendicular component can be shown to have the magnitude $\hbar \sqrt{s}$, but the expected value of the component in any perpendicular direction is zero due to symmetry.

The Néel state seems like a sensible ground state for our antiferromagnetic layer, since the alternating spins along the z -axis would classically minimize both the dot product terms and the easy-axis term of the Hamiltonian (2.2). However quantum-mechanically it is not the exact ground state of the model. This can be shown by considering what the spin dot product terms do mathematically to the Néel state.

Each dot product is taken between nearest neighbour spins, and so we know that one of the spins lies in the up sublattice $\mathbb{A}$, while the other lies in the down sublattice $\mathbb{B}$. Therefore we can look at a general dot product between an up spin on a site $\vec{a} \in \mathbb{A}$ and a down spin on a site $\vec{b} \in \mathbb{B}$. Writing out the spin dot product we see that

$$
\begin{equation*}
\overrightarrow{\mathbf{s}}_{\vec{a}} \cdot \overrightarrow{\mathbf{s}}_{\vec{b}}=\mathbf{s}_{\vec{a} x} \mathbf{s}_{\vec{b} x}+\mathbf{s}_{\vec{a} y} \mathbf{s}_{\vec{b} y}+\mathbf{s}_{\vec{a} z} \mathbf{s}_{\vec{b} z}, \tag{2.5}
\end{equation*}
$$

so each dot product term actually corresponds to three operator terms. Note next that
and so

$$
\begin{equation*}
\mathbf{s}_{\vec{a} x} \mathbf{s}_{\vec{b} x}+\mathbf{s}_{\vec{a} y} \mathbf{s}_{\vec{b} y}=\frac{1}{2}\left(\mathbf{s}_{\vec{a}+} \mathbf{s}_{\vec{b}-}+\mathbf{s}_{\vec{a}-} \mathbf{s}_{\vec{b}+}\right) \tag{2.6}
\end{equation*}
$$

Now let the operator (2.7) work on the Néel state $|N\rangle$. Since the spins at the sites $\vec{a}$ and $\vec{b}$ are already up and down, the first term will vanish; it is not possible to raise the up spin or lower the down spin further. The second term, however, will shift the z-components of the two spins one step down and one step up, respectively. Because the total spin magnitude is constant, this shift can be viewed as "tilting the spins one step away from the z -axis". (Imagining the spins as classical vectors, their $x$ - and $y$-components have to grow when their z-components shrink.) The resulting state is thus a new state where the two spins at $\vec{a}$ and $\vec{b}$ have been tilted.

Since the Hamiltonian (2.2) contains one operator (2.7) for each pair of neighbouring sites, the effect of this part of $\mathbf{H}$ on $|N\rangle$ is to create a superposition of different tilt states. But the other part of $\mathbf{H}$ consists of z-component spin terms, which simply scale $|N\rangle$ because it is an eigenstate. In total then, the Hamiltonian creates a superposition of $|N\rangle$ and different tilt states when acting on $|N\rangle$. This new superposition is not a multiple of the original state, and so the Néel state $|N\rangle$ is not even an eigenstate of $\mathbf{H}$. Because it is not an eigenstate, it is certainly not the ground state.

Even though the Néel state $|N\rangle$ is not the actual ground state of our antiferromagnetic layer, it is common to assume that the actual ground state $|G\rangle$ is very close,

$$
\begin{equation*}
|G\rangle \approx|N\rangle \tag{2.8}
\end{equation*}
$$

In fact it is common to assume that all low energy states of the magnet are very close to the Néel state. This assumption is solely based on qualitative arguments such as the ones made above, but it is verified further if it leads to results that make sense and match the results from other models. The assumption greatly simplifies the problem, as it allows us to introduce so-called Holstein-Primakoff bosons. We will do this in the next section.

### 2.3 Holstein-Primakoff transformation

The spin operators in the Hamiltonian (2.2), while quite easy to grasp conceptually, are not ideal if we are to find the energy eigenstates of our antiferromagnetic layer. The goal is then to transform the various operators of the Hamiltonian into bosonic operators $b_{\bullet}$ with the simple commutation relation

$$
\begin{equation*}
\mathbf{b}_{i} \mathbf{b}_{j}^{\dagger}=\mathbf{b}_{j}^{\dagger} \mathbf{b}_{i}+\delta_{i j} \tag{2.9}
\end{equation*}
$$

for all integers $i$ and $j$, in such a way that the Hamiltonian takes on a diagonal form

$$
\begin{equation*}
\mathbf{H}=\sum_{i} \varepsilon_{i} \mathbf{b}_{i}^{\dagger} \mathbf{b}_{i} . \tag{2.10}
\end{equation*}
$$

When the Hamiltonian has this form, the energy quanta of the system can be extracted directly from (2.10) as $\varepsilon_{\bullet}$.

They first step is to transform the spin operators $\overrightarrow{\mathbf{s}}_{\mathbf{0}}$ into bosonic operators through the so-called Holstein-Primakoff transformation. This transformation utilises the quantised nature of the spin ladder operators $\mathbf{s}_{\boldsymbol{0} \pm}$ by associating a boson type to each of them. An important difference between ordinary bosons and spin ladders is that while there is no restriction to the number of bosons a system can have, there is a fixed number of steps on the spin ladder. However, the Holstein-Primakoff transformation also incorporates this by collapsing the bosonic Fock space at the end of the ladder.

The full Holstein-Primakoff transformation for each spin site $\vec{r}$ is

$$
\begin{align*}
& \mathbf{s}_{\vec{r}+}=\left\{\begin{array}{ll}
\hbar \sqrt{2 s-\mathbf{a}_{\vec{r}}^{\dagger} \mathbf{a}_{\vec{r}}} \mathbf{a}_{\vec{r}} & \text { if } \vec{r} \in \mathbb{A} \\
\hbar \mathbf{b}_{\vec{r}}^{\dagger} \sqrt{2 s-\mathbf{b}_{\vec{r}}^{\dagger} \mathbf{b}_{\vec{r}}} & \text { if } \vec{r} \in \mathbb{B}
\end{array},\right. \\
& \mathbf{s}_{\vec{r}-}=\left\{\begin{array}{ll}
\mathbf{a}_{\vec{r}}^{\dagger} \sqrt{2 s-\mathbf{a}_{\vec{r}}^{\dagger} \mathbf{a}_{\vec{r}}} & \text { if } \vec{r} \in \mathbb{A} \\
\hbar \sqrt{2 s-\mathbf{b}_{\vec{r}}^{\dagger} \mathbf{b}_{\vec{r}} \mathbf{b}_{\vec{r}}} & \text { if } \vec{r} \in \mathbb{B}
\end{array},\right. \\
& \mathbf{s}_{\vec{r} z}= \begin{cases}\hbar\left(s-\mathbf{a}_{\vec{r}}^{\dagger} \mathbf{a}_{\vec{r}}\right) & \text { if } \vec{r} \in \mathbb{A} \\
-\hbar\left(s-\mathbf{b}_{\vec{r}}^{\dagger} \mathbf{b}_{\vec{r}}\right) & \text { if } \vec{r} \in \mathbb{B}\end{cases} \tag{2.11}
\end{align*}
$$

where $a_{\boldsymbol{\bullet}}$ and $b_{\boldsymbol{b}}$ are bosonic operators that commute with each other and satisfy bosonic commutation relations similar to (2.9).

The transformation is defined differently for sites on sublattice $\mathbb{A}$ and on sublattice $\mathbb{B}$, because we would like to consider the Néel state as the vacuum state with no bosons. Then, each Holstein-Primakoff boson tilts the spin of the Néel state one step away from the zaxis as described in section 2.2; the a. bosons tilt one up spin on sublattice $\mathbb{A}$ downwards, and the $b_{\mathbf{\bullet}}$ bosons tilt one down spin on sublattice $\mathbb{B}$ upwards. The effect of a HolsteinPrimakoff boson on the Néel state is illustrated in figure 2.3.

The transformation (2.11) allows for a maximum number of $2 s$ bosons, which corresponds to the end of the spin ladder where the spin have been tilted all the way around to the opposite direction. It is also pretty straightforward to show that the transformation is consistent with the commutation relations of the original spin operators.


As discussed in section 2.2, although the Néel state $|N\rangle$ is not the actual ground state of the system, it is qualitatively reasonable to assume that the low energy states of the magnet are very close to the Néel state. In terms of Holstein-Primakoff bosons, this corresponds to a very small number of bosons, as each boson represents a small deviation from the Néel state. If we assume that the number of Holstein-Primakoff bosons is very small, the transformation (2.11) can be simplified, because we only need to consider the lowest order bosonic terms in the Hamiltonian. Keeping in mind that each term in the Hamiltonian (2.2) contains exactly two spin operators, we see that the terms will have zero, two or four bosonic operators. Keeping only the zeroth order terms would give us a constant Hamiltonian, so we decide to also keep the second order terms while neglecting the fourth order terms. The Holstein-Primakoff transformation can then be approximated by

$$
\begin{align*}
& \mathbf{s}_{\vec{r}+} \approx\left\{\begin{array}{ll}
\hbar \sqrt{2 s} \mathbf{a}_{\vec{r}} & \text { if } \vec{r} \in \mathbb{A} \\
\hbar \sqrt{2 s} \mathbf{b}_{\vec{r}}^{\dagger} & \text { if } \vec{r} \in \mathbb{B}
\end{array},\right. \\
& \mathbf{s}_{\vec{r}-} \approx \begin{cases}\hbar \sqrt{2 s} \mathbf{a}_{\vec{r}}^{\dagger} & \text { if } \vec{r} \in \mathbb{A} \\
\hbar \sqrt{2 s} \mathbf{b}_{\vec{r}} & \text { if } \vec{r} \in \mathbb{B}\end{cases} \\
& \mathbf{s}_{\vec{r} z}= \begin{cases}\hbar\left(s-\mathbf{a}_{\vec{r}}^{\dagger} \mathbf{a}_{\vec{r}}\right) & \text { if } \vec{r} \in \mathbb{A} \\
-\hbar\left(s-\mathbf{b}_{\vec{r}}^{\dagger} \mathbf{b}_{\vec{r}}\right) & \text { if } \vec{r} \in \mathbb{B}\end{cases} \tag{2.12}
\end{align*}
$$

for each spin site $\vec{r}$. Here the number operator terms in the square roots have been neglected because in the Hamiltonian they only give rise to terms of order higher than two. The z-component transformation is still kept exact because the number operator terms here give rise to terms of order two as well as terms of order four. Thus some additional fourth order terms will have to be neglected later.

Before we apply the transformation, we introduce a planar site number $M$ to our model. Even though this number is meant to be infinite as the planes stretch out to infinity, it will help us keep track of some important aspects of the antiferromagnetic layer such as the ground state energy and the number of allowed wave vectors. The total number of lattice sites is then $M N$, while the number of neighbour site pairs in each plane is about $2 M$. (Two pairs for each site - an approximation that is exact if we consider $M$ to be infinite.)

The stage is set for us to consider the different spin products of the Hamiltonian (2.2) and transform them using (2.12). In all the following equations, spin sites $\vec{a}$ and $\vec{b}$ are assumed to be in sublattice $\mathbb{A}$ and $\mathbb{B}$ respectively. From equation (2.7) it follows that

$$
\begin{equation*}
\mathbf{s}_{\vec{a} x} \mathbf{s}_{\vec{b} x}+\mathbf{s}_{\vec{a} y} \mathbf{s}_{\vec{b} y} \approx \hbar^{2} s\left(\mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}\right) \tag{2.13}
\end{equation*}
$$

when the transformation is applied. Furthermore, neglecting terms of fourth order, we see that

$$
\begin{equation*}
\mathbf{s}_{\vec{a} z} \mathbf{s}_{\vec{b} z} \approx-\hbar^{2} s^{2}+\hbar^{2} s\left(\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\mathbf{b}_{\vec{b}}^{\dagger} \mathbf{b}_{\vec{b}}\right) \tag{2.14}
\end{equation*}
$$

The last spin products that need to be considered are the ones in the easy-axis term. They are

$$
\begin{equation*}
\mathbf{s}_{\vec{a} z}^{2}=\hbar^{2}\left(s-\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}\right)^{2} \approx \hbar^{2} s^{2}-2 \hbar^{2} s \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{s}_{\vec{b} z}^{2}=\hbar^{2}\left(s-\mathbf{b}_{\vec{b}}^{\dagger} \mathbf{b}_{\vec{b}}\right)^{2} \approx \hbar^{2} s^{2}-2 \hbar^{2} s \mathbf{b}_{\vec{b}}^{\dagger} \mathbf{b}_{\vec{b}}, \tag{2.16}
\end{equation*}
$$

again neglecting terms of fourth order.
With the spin products (2.13)-(2.16) calculated, we can finally transform the Hamiltonian (2.2) into its new form. Writing out every spin product and summing over all neighbour site pairs and all sites where possible, we end up with the following expression:

$$
\begin{align*}
& \mathbf{H}=-(4 S+(3 N-5) J+N K) M s(s+1) \\
&+S s \sum_{\vec{a}: \vec{b} \in \mathbb{P}_{1}}\left(\mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}\right) \\
&+\sum_{p=2}^{N-1} J s \sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}}\left(\mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}\right) \\
&+S s \sum_{\vec{a}: \vec{b} \in \mathbb{P}_{N}}\left(\mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}\right) \\
&+\sum_{p=1}^{N-1} J s\left(\sum_{\vec{a} \in \mathbb{A}_{p}}\left(\mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{a}+\vec{l}_{x}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{a}+\vec{l}_{x}}^{\dagger}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\mathbf{b}_{\vec{a}+\vec{l}_{x}} \mathbf{b}_{\vec{a}+\vec{l}_{x}}^{\dagger}\right)\right. \\
&\left.+\sum_{\vec{b} \in \mathbb{B}_{p}}\left(\mathbf{a}_{\vec{b}+\vec{l}_{x}} \mathbf{b}_{\vec{b}}+\mathbf{a}_{\vec{b}+\vec{l}_{x}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}+\mathbf{a}_{\vec{b}+\vec{l}_{x}}^{\dagger} \mathbf{a}_{\vec{b}+\vec{l}_{x}}+\mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}\right)\right) \\
&+2 K s\left(\sum_{\vec{a} \in \mathbb{A}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}+\sum_{\vec{b} \in \mathbb{B}} \mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}\right) . \tag{2.17}
\end{align*}
$$

The first constant term is the classical ground state energy of the antiferromagnetic layer for spin vectors of magnitude $\hbar \sqrt{s(s+1)}$ :

$$
\begin{equation*}
E_{G}=-(4 S+(3 N-5) J+N K) M s(s+1) \tag{2.18}
\end{equation*}
$$

This will also be the quantum ground state energy as long as no more constant terms drop out later on.

The second, third and fourth terms of the Holstein-Primakoff transformed Hamiltonian (2.17) all represent intraplanar spin interactions (within each plane), while the fifth term represents interplanar spin interactions (between planes). The sixth and last term stems from the easy-axis anisotropy.

### 2.4 Fourier transformation

Now that the Hamiltonian is expressed in terms of bosonic operators $\mathbf{a}_{\mathbf{\bullet}}$ and $\mathbf{b}_{\overrightarrow{\mathbf{b}}}$, the next step is to transform it further until it ends up in a diagonal form such as (2.10). To this
end we introduce bosonic operator waves through a Fourier transformation in the yz-plane. This transformation will greatly simplify the intraplanar interactions, as the Fourier bosons are delocalised over the planes.

Before we can introduce Fourier bosons however, we will have to look at the lattice to find allowed wave vectors. Define first the planar lattice with lattice vectors

$$
\begin{align*}
& \vec{l}_{1}=\vec{l}_{y}+\vec{l}_{z}=l\left(\vec{e}_{y}+\vec{e}_{z}\right), \\
& \vec{l}_{2}=\vec{l}_{y}-\vec{l}_{z}=l\left(\vec{e}_{y}-\vec{e}_{z}\right) \tag{2.19}
\end{align*}
$$

and lattice sites given through

$$
\begin{equation*}
\vec{r}_{m n}=m \vec{l}_{1}+n \vec{l}_{2} \tag{2.20}
\end{equation*}
$$

for integers $m$ and $n$ between $-G$ and $(G+1)$. If we let $G$ be infinitely large, this lattice spans over all lattice sites of sublattice $\mathbb{A}$ or sublattice $\mathbb{B}$ in any plane, depending on where we place the origin. There are $(2 G+2)^{2}$ sites in the lattice, so the relation to the total planar site number $M$ is

$$
\begin{equation*}
M=2(2 G+2)^{2} . \tag{2.21}
\end{equation*}
$$

The planar lattice is illustrated in figure 2.4. Note that the lattice constant for the planar lattice is $\sqrt{2} l$.


Figure 2.4: The planar lattice, with lattice vectors $\vec{l}_{1}$ and $\vec{l}_{2}$, describes both sublattice $\mathbb{A}$ and sublattice $\mathbb{B}$ for any plane, depending on where the origin is placed. The lattice constant for the planar lattice is $\sqrt{2} l$.

Next, let us construct the reciprocal planar lattice. This lattice has lattice vectors

$$
\begin{align*}
& \vec{g}_{1}=\frac{\pi}{l}\left(\vec{e}_{y}+\vec{e}_{z}\right), \\
& \vec{g}_{2}=\frac{\pi}{l}\left(\vec{e}_{y}-\vec{e}_{z}\right), \tag{2.22}
\end{align*}
$$

as can be easily constructed from the relation

$$
\begin{equation*}
\vec{l}_{i} \cdot \vec{g}_{j}=2 \pi \delta_{i j} \tag{2.23}
\end{equation*}
$$

With this reciprocal planar lattice defined, we move on to construct a wave lattice of allowed wave vectors. This wave lattice lies within the Brillouin zone of the reciprocal planar lattice and is given by

$$
\begin{equation*}
\vec{k}_{m n}=\frac{m}{2 G+2} \vec{g}_{1}+\frac{n}{2 G+2} \vec{g}_{2}=\frac{\pi}{l} \frac{m+n}{2 G+2} \vec{e}_{y}+\frac{\pi}{l} \frac{m-n}{2 G+2} \vec{e}_{z} \tag{2.24}
\end{equation*}
$$

for all integers $m$ and $n$ between $-G$ and $(G+1)$. There are $(2 G+2)^{2}$ wave vectors in the wave lattice, which is the same as the number of sites in the planar lattice. The wave lattice is discrete, but it essentially becomes continuous and fills ip the Brillouin zone in the limit when $M$ (and thus $G$ ) tend to infinity. The Brillouin zone is depicted in figure 2.5 .


Figure 2.5: The Brillouin zone of the antiferromagnetic layer (indicated in red). Because the planar lattice size $G$ is taken to be infinite, all planar wave vectors $\vec{k}$ within the Brillouin zone are possible.

Define at last the operator waves

$$
\begin{align*}
\mathbf{a}_{\vec{k}, p} & =\frac{1}{2 G+2} \sum_{\vec{r}} e^{l \vec{k} \cdot \vec{r}} \mathbf{a}_{p, \vec{r}}, \\
\mathbf{b}_{\vec{k}, p} & =\frac{1}{2 G+2} \sum_{\vec{r}} e^{l \vec{k} \cdot \vec{r}} \mathbf{b}_{p, \vec{r}} \tag{2.25}
\end{align*}
$$

for all wave vectors $\vec{k}$ in the wave lattice (2.24). Here the Holstein-Primakoff operators $\mathbf{a}_{\mathbf{0}}$ and $b_{\boldsymbol{\bullet}}$ are subscripted with the plane index $p$ and the planar position vector $\vec{r}$ instead of the regular position vector. The sums run through every planar lattice site.

From here on, we will need the useful sums

$$
\begin{align*}
& \sum_{\vec{r}} e^{\iota\left(\overrightarrow{k^{\prime}}-\vec{k}^{\prime \prime}\right) \cdot \vec{r}}=(2 G+2)^{2} \delta_{\vec{k}^{\prime}, \vec{k}^{\prime \prime}},  \tag{2.26}\\
& \sum_{\vec{k}} e^{\iota \vec{k} \cdot\left(\vec{r}^{\prime}-\vec{r}^{\prime \prime}\right)}=(2 G+2)^{2} \delta_{\vec{r}^{\prime}, \vec{r}^{\prime \prime}} \tag{2.27}
\end{align*}
$$

These hold for all pairs of of wave vectors $\vec{k}^{\prime}$ and $\vec{k}^{\prime \prime}$, and all pairs of planar lattice sites $\vec{r}^{\prime}$ and $\vec{r}^{\prime \prime}$, respectively. It is fairly easy to prove that they follow from the definitions above. Among other things, the sums can be used to prove that the operator waves (2.25) are in fact bosonic operators with commutation relations similar to (2.9). Such a transformation that preserves the bosonic commutation relations is called a canonical transformation.

The sums (2.26) and (2.27) can also be used to prove the back transformation

$$
\begin{align*}
& \mathbf{a}_{p, \vec{r}}=\frac{1}{2 G+2} \sum_{\vec{k}} e^{-\iota \vec{k} \cdot \vec{r}} \mathbf{a}_{\vec{k}, p}, \\
& \mathbf{b}_{p, \vec{r}}=\frac{1}{2 G+2} \sum_{\vec{k}} e^{-\iota \vec{k} \cdot \vec{r}} \mathbf{b}_{\vec{k}, p}, \tag{2.28}
\end{align*}
$$

which is remarkably simple. To summarise, the transformation (2.25) is both canonical and neat, and it is known as the Fourier transformation.

Each Fourier operator (2.25) is a sum of Holstein-Primakoff operators within one plane, with a complex plane wave distribution of amplitudes. The effect of such an operator on the Néel state $|N\rangle$ is to create a superposition of states in which exactly one spin has been tilted away from the z -axis. The probability of each state is equal, because the modulus of each amplitude is the same. Thus, one can visualize a Fourier boson as one spin tilt spread randomly across the given plane. Figure 2.6 illustrates this.

Using the Fourier back transformation (2.28) as well as the sums (2.26) and (2.27), we can start transforming the Hamiltonian (2.17). There are eight types of operator product sums involved that we need to consider. The first one is $\sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}$. Introducing the planar neighbour vector $\vec{\delta}$, we can rewrite this sum over neighbouring pairs to a double sum as follows:

$$
\sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}=\sum_{\vec{r}} \sum_{\vec{\delta}} \mathbf{a}_{p, \vec{r}} \mathbf{b}_{p, \vec{r}+\vec{\delta}} .
$$

The sum over $\vec{\delta}$ runs through each of the four planar neighbour vectors $\vec{l}_{y},-\vec{l}_{y}, \vec{l}_{z}$ and $-\vec{l}_{z}$. Transforming to Fourier operators we end up with

$$
\begin{equation*}
\sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{b}}=\sum_{\vec{k}} \omega_{\vec{k}} \mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p} \tag{2.29}
\end{equation*}
$$

after some algebra. Here, the important wave parameter

$$
\begin{equation*}
\omega_{\vec{k}}=2\left(\cos \left(l k_{y}\right)+\cos \left(l k_{z}\right)\right) \tag{2.30}
\end{equation*}
$$



Figure 2.6: The Fourier bosons $\mathbf{a}_{\vec{k}, p}$ and $\mathbf{b}_{\vec{k}, p}$ tilt one spin in the plane $\mathbb{P}_{p}$, but the exact position of the spin tilt is randomly spread across the plane. (Note that it is the operators $\mathbf{a}_{\vec{k}, p}^{\dagger}$ and $\mathbf{b}_{\vec{k}, p}^{\dagger}$ that actually create the bosons.)
has been defined. The next sum, $\sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}$, is just the adjoint of (2.29), and since $\omega_{\vec{k}}$ is real it follows straightforwardly that

$$
\begin{equation*}
\sum_{\vec{a}: \vec{b} \in \mathbb{P}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}=\sum_{\vec{k}} \omega_{\vec{k}} \mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger} . \tag{2.31}
\end{equation*}
$$

The operator $\mathbf{b}_{-\vec{k}, p}$ in the equations above seems ill-defined in the special case of a wave vector $\vec{k}$ on the edge of the Brillouin zone, that is when $m$ or $n$ is equal to $(G+1)$ in (2.24), because $m$ and $n$ is only allowed to run to $-G$ in the negative direction. However, any wave vector outside the Brillouin zone corresponds to a wave vector in the Brillouin zone by adding or subtracting an appropriate amount of reciprocal lattice vectors (2.22), as can be seen from the definition of the Fourier operators (2.25) using the dot product relation (2.23). In the case of a wave vector $\vec{k}$ on the edge of the Brillouin zone, it turns out that $\mathbf{b}_{-\vec{k}, p}=\mathbf{b}_{\vec{k}, p}$, so there is no problem with summing over the negative of $\vec{k}$ in the equations.

Considering now the third sum $\sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}$, we rewrite the sum to

$$
\sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}=\sum_{\vec{r}} \mathbf{a}_{p, \vec{r}}^{\dagger} \mathbf{a}_{p, \vec{r}}
$$

and transform it to get the simple result

$$
\begin{equation*}
\sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{a}_{\vec{a}}=\sum_{\vec{k}} \mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p} . \tag{2.32}
\end{equation*}
$$

A similar calculation for the fourth sum $\sum_{\vec{b} \in \mathbb{B}_{p}} \mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}$ provides

$$
\begin{equation*}
\sum_{\vec{b} \in \mathbb{B}_{p}} \mathbf{b}_{\vec{b}} \mathbf{b}_{\vec{b}}^{\dagger}=\sum_{\vec{k}} \mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger} . \tag{2.33}
\end{equation*}
$$

Here we used the fact that summing over the negative of $\vec{k}$ is identical to summing over the positive of $\vec{k}$, which follows straightforwardly from the discussion above.

For the interplanar sum $\sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{a}+\vec{l}_{x}}$ we rewrite

$$
\sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{a}+\vec{l}_{x}}=\sum_{\vec{r}} \mathbf{a}_{p, \vec{r}} \mathbf{b}_{p+1, \vec{r}}
$$

and get

$$
\begin{align*}
& \sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}} \mathbf{b}_{\vec{a}+\vec{l}_{x}}=\sum_{\vec{k}} \mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p+1}, \\
& \sum_{\vec{a} \in \mathbb{A}_{p}} \mathbf{a}_{\vec{a}}^{\dagger} \mathbf{b}_{\vec{a}+\vec{l}_{x}}^{\dagger}=\sum_{\vec{k}} \mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p+1}^{\dagger} . \tag{2.34}
\end{align*}
$$

Similarly, for $\sum_{\vec{b} \in \mathbb{B}_{p}} \mathbf{a}_{\vec{b}+\vec{l}_{x}} \mathbf{b}_{\vec{b}}$ we get

$$
\begin{align*}
& \sum_{\vec{b} \in \mathbb{B}_{p}} \mathbf{a}_{\vec{a}+\vec{l}_{x}} \mathbf{b}_{\vec{b}}=\sum_{\vec{k}} \mathbf{a}_{\vec{k}, p+1} \mathbf{b}_{-\vec{k}, p}, \\
& \sum_{\vec{b} \in \mathbb{B}_{p}} \mathbf{a}_{\vec{b}+\vec{l}_{x}}^{\dagger} \mathbf{b}_{\vec{b}}^{\dagger}=\sum_{\vec{k}} \mathbf{a}_{\vec{k}, p+1}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger} . \tag{2.35}
\end{align*}
$$

With the eight operator product sums (2.29)-(2.35) calculated, only insertion into the Hamiltonian (2.17) remains. This is fairly straightforward and results in the following operator:

$$
\begin{align*}
\mathbf{H}= & -(4 S+(3 N-5) J+N K) M s(s+1) \\
& +S s \sum_{\vec{k}}\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, 1} \mathbf{b}_{-\vec{k}, 1}+\mathbf{a}_{\vec{k}, 1}^{\dagger} \mathbf{b}_{-\vec{k}, 1}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, 1}^{\dagger} \mathbf{a}_{\vec{k}, 1}+\mathbf{b}_{-\vec{k}, 1} \mathbf{b}_{-\vec{k}, 1}^{\dagger}\right)\right) \\
+ & \sum_{p=2}^{N-1} J s \sum_{\vec{k}}\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right)\right) \\
+ & S s \sum_{\vec{k}}\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, N} \mathbf{b}_{-\vec{k}, N}+\mathbf{a}_{\vec{k}, N}^{\dagger} \mathbf{b}_{-\vec{k}, N}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, N}^{\dagger} \mathbf{a}_{\vec{k}, N}+\mathbf{b}_{-\vec{k}, N} \mathbf{b}_{-\vec{k}, N}^{\dagger}\right)\right) \\
+ & \sum_{p=1}^{N-1} J s \sum_{\vec{k}}\left(\mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p+1}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p+1}^{\dagger}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p+1} \mathbf{b}_{-\vec{k}, p+1}^{\dagger}\right. \\
& \left.+\mathbf{a}_{\vec{k}, p+1} \mathbf{b}_{-\vec{k}, p}+\mathbf{a}_{\vec{k}, p+1}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger}+\mathbf{a}_{\vec{k}, p+1}^{\dagger} \mathbf{a}_{\vec{k}, p+1}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right) \\
& +\sum_{p=1}^{N} 2 K s \sum_{\vec{k}}\left(\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right) . \tag{2.36}
\end{align*}
$$

This long operator can be rewritten to

$$
\begin{equation*}
\mathbf{H}=E_{G}+J s \sum_{\vec{k}} \mathbf{h}_{\vec{k}} \tag{2.37}
\end{equation*}
$$

if we use the ground state energy $E_{G}$ defined in (2.18) and introduce the dimensionless
partial Hamiltonian operators $\mathbf{h}_{\boldsymbol{\mathbf { }}}$, defined as

$$
\begin{align*}
\mathbf{h}_{\vec{k}}= & \rho\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, 1} \mathbf{b}_{-\vec{k}, 1}+\mathbf{a}_{\vec{k}, 1}^{\dagger} \mathbf{b}_{-\vec{k}, 1}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, 1}^{\dagger} \mathbf{a}_{\vec{k}, 1}+\mathbf{b}_{-\vec{k}, 1} \mathbf{b}_{-\vec{k}, 1}^{\dagger}\right)\right) \\
& +\sum_{p=2}^{N-1}\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right)\right) \\
& +\rho\left(\omega_{\vec{k}}\left(\mathbf{a}_{\vec{k}, N} \mathbf{b}_{-\vec{k}, N}+\mathbf{a}_{\vec{k}, N}^{\dagger} \mathbf{b}_{-\vec{k}, N}^{\dagger}\right)+4\left(\mathbf{a}_{\vec{k}, N}^{\dagger} \mathbf{a}_{\vec{k}, N}+\mathbf{b}_{-\vec{k}, N} \mathbf{b}_{-\vec{k}, N}^{\dagger}\right)\right) \\
& +\sum_{p=1}^{N-1}\left(\mathbf{a}_{\vec{k}, p} \mathbf{b}_{-\vec{k}, p+1}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{b}_{-\vec{k}, p+1}^{\dagger}+\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p+1} \mathbf{b}_{-\vec{k}, p+1}^{\dagger}\right. \\
& \left.+\mathbf{a}_{\vec{k}, p+1} \mathbf{b}_{-\vec{k}, p}+\mathbf{a}_{\vec{k}, p+1}^{\dagger} \mathbf{b}_{-\vec{k}, p}^{\dagger}+\mathbf{a}_{\vec{k}, p+1}^{\dagger} \mathbf{a}_{\vec{k}, p+1}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right) \\
& +\sum_{p=1}^{N} 2 \kappa\left(\mathbf{a}_{\vec{k}, p}^{\dagger} \mathbf{a}_{\vec{k}, p}+\mathbf{b}_{-\vec{k}, p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right) \tag{2.38}
\end{align*}
$$

for all wave vectors $\vec{k}$ in the wave lattice (2.24). We see that our Hamiltonian in (2.37) is beginning to approach the diagonal form of equation (2.10). If the operators $h_{\mathbf{0}}$ could just be rewritten to a diagonal form in some bosonic operators, the problem would be solved. To this end, we omit the wave vector subscript from here on and focus on the diagonalisation of a general partial Hamiltonian $\mathbf{h}$. Note however that $\mathbf{a}_{p}$ corresponds to $\mathbf{a}_{\vec{k}, p}, \mathbf{b}_{p}$ corresponds to $\mathbf{b}_{-\vec{k}, p}$ and $\omega$ corresponds to $\omega_{\vec{k}}$ in all the following calculations.

The general partial Hamiltonian $h$ can be expressed quite neatly in block matrix form as

$$
\mathbf{h}=\left[\begin{array}{ll}
\overline{\mathbf{a}}^{\dagger} & \overline{\mathbf{b}}
\end{array}\right]\left[\begin{array}{ll}
\hline D & C  \tag{2.39}\\
\hline C & \hline D
\end{array}\right]\left[\begin{array}{c}
\overline{\mathbf{a}} \\
\overline{\mathbf{b}}^{\dagger}
\end{array}\right],
$$

where the vectors on each side have dimension $2 N$ and contain one of each operator a. and $\mathbf{b}_{\mathbf{e}}$ (or their adjoints where denoted). The $N \times N$ submatrices $D$ and $D$ are defined as

$$
\boxed{C}=\left[\begin{array}{cccccc}
\omega \rho & 1 & & & &  \tag{2.40}\\
1 & \omega & 1 & & & \\
& 1 & \omega & 1 & & \\
& & \ddots & \ddots & \ddots & \\
& & & 1 & \omega & 1 \\
& & & & 1 & \omega \rho
\end{array}\right]
$$

and

$$
D=\left[\begin{array}{llllll}
d_{S} & & & & &  \tag{2.41}\\
& d_{B} & & & & \\
& & d_{B} & & & \\
& & & \ddots & & \\
& & & & d_{B} & \\
& & & & & d_{S}
\end{array}\right]
$$

where the coefficients $d_{S}$ and $d_{B}$ have been introduced as

$$
\begin{align*}
d_{S} & =4 \rho+1+2 \kappa, \\
d_{B} & =6+2 \kappa . \tag{2.42}
\end{align*}
$$

The subscripts "S" and "B" denote "surface" and "bulk" respectively, as the coefficients are associated with spin exchange in those parts of the antiferromagnetic layer.

Before we move on, let us find the possible values for the wave parameter $\omega$, which was defined in (2.30). From the wave vector expression (2.24) we see that the involved cosine phases are

$$
\begin{align*}
l k_{y} & =\frac{m+n}{2 G+2} \pi \\
l k_{z} & =\frac{m-n}{2 G+2} \pi \tag{2.43}
\end{align*}
$$

for integer values $m$ and $n$ between $-G$ and $(G+1)$. Using the trigonometric identity

$$
\begin{equation*}
2 \cos \alpha \cos \beta=\cos (\alpha+\beta)+\cos (\alpha-\beta) \tag{2.44}
\end{equation*}
$$

which is valid for all phases $\alpha$ and $\beta$ in $\mathbb{R}, \omega$ can then be rewritten to

$$
\begin{equation*}
\omega=4 \cos \left(\frac{m}{2 G+2} \pi\right) \cos \left(\frac{n}{2 G+2} \pi\right) \tag{2.45}
\end{equation*}
$$

Since the cosine arguments are both in the interval $\left\langle-\frac{\pi}{2}, \frac{\pi}{2}\right]$, it is now clear that

$$
\begin{equation*}
0 \leq \omega \leq 4 \tag{2.46}
\end{equation*}
$$

$\omega$ takes its maximal value of 4 only for $m=n=0$ (which corresponds to the center of the Brillouin zone) and its minimal value of 0 for $m=(G+1)$ or $n=(G+1)$ (which correspond to the edges of the Brillouin zone). In figure 2.7 the wave parameter is plotted as a function of the ratios $\mu=\frac{m}{2 G+2}$ and $\nu=\frac{n}{2 G+2}$.

### 2.5 Symmetries of the Hamiltonian

To do the last transformation we need an ansatz, and so we pause to look at some symmetries of our Hamiltonian. Looking at the partial Hamiltonian operators $\mathbf{h}$ defined in (2.38), note first of all that all intraplanar and easy-axis terms are of the form $\mathbf{a}_{p} \mathbf{b}_{p}+\mathbf{a}_{p}^{\dagger} \mathbf{b}_{p}^{\dagger}$ or $\mathbf{a}_{p}^{\dagger} \mathbf{a}_{p}+\mathbf{b}_{p} \mathbf{b}_{p}^{\dagger}$ for different plane indices $p$. Since $\mathbf{a}_{\bullet}$ and $\mathbf{b}_{\bullet}$ commute, the first type of term can be rewritten to

$$
\begin{equation*}
\mathbf{a}_{p} \mathbf{b}_{p}+\mathbf{a}_{p}^{\dagger} \mathbf{b}_{p}^{\dagger}=\mathbf{b}_{p} \mathbf{a}_{p}+\mathbf{b}_{p}^{\dagger} \mathbf{a}_{p}^{\dagger} \tag{2.47}
\end{equation*}
$$

and utilising the bosonic commutation relations, the second type of term can be rewritten to

$$
\begin{equation*}
\mathbf{a}_{p}^{\dagger} \mathbf{a}_{p}+\mathbf{b}_{p} \mathbf{b}_{p}^{\dagger}=\mathbf{a}_{p} \mathbf{a}_{p}^{\dagger}-1+\mathbf{b}_{p}^{\dagger} \mathbf{b}_{p}+1=\mathbf{b}_{p}^{\dagger} \mathbf{b}_{p}+\mathbf{a}_{p} \mathbf{a}_{p}^{\dagger} \tag{2.48}
\end{equation*}
$$

## Possible Wave Parameter Values



Figure 2.7: The wave parameter $\omega$ plotted for the possible values of $\mu$ and $\nu$, corresponding to the Brillouin zone depicted in figure 2.5. The wave parameter takes values between 0 and 4 .

A similar calculation for the interplanar terms results in

$$
\begin{array}{r}
\mathbf{a}_{p} \mathbf{b}_{p+1}+\mathbf{a}_{p}^{\dagger} \mathbf{b}_{p+1}^{\dagger}+\mathbf{a}_{p}^{\dagger} \mathbf{a}_{p}+\mathbf{b}_{p+1} \mathbf{b}_{p+1}^{\dagger}+\mathbf{a}_{p+1} \mathbf{b}_{p}+\mathbf{a}_{p+1}^{\dagger} \mathbf{b}_{p}^{\dagger}+\mathbf{a}_{p+1}^{\dagger} \mathbf{a}_{p+1}+\mathbf{b}_{p} \mathbf{b}_{p}^{\dagger} \\
=\mathbf{b}_{p} \mathbf{a}_{p+1}+\mathbf{b}_{p}^{\dagger} \mathbf{a}_{p+1}^{\dagger}+\mathbf{b}_{p}^{\dagger} \mathbf{b}_{p}+\mathbf{a}_{p+1} \mathbf{a}_{p+1}^{\dagger}+\mathbf{b}_{p+1} \mathbf{a}_{p}+\mathbf{b}_{p+1}^{\dagger} \mathbf{a}_{p}^{\dagger}+\mathbf{b}_{p+1}^{\dagger} \mathbf{b}_{p+1}+\mathbf{a}_{p} \mathbf{a}_{p}^{\dagger} . \tag{2.49}
\end{array}
$$

The three types of terms above look intriguingly symmetric with respect to a swap $\mathbf{a} \leftrightarrow \mathbf{b}$. Remember however that the $\mathbf{a}_{p}$ and $\mathbf{b}_{p}$ operators above have opposite signs on their wave vector $\vec{k}$. But fortunately, as discussed in section 2.4, the sum over positive $\vec{k}$ in the total Hamiltonian (2.36) can be swapped with a sum over negative $\vec{k}$. In other words, while each partial operator $\mathbf{h}$ is not symmetric with respect to the swap, the total Hamiltonian $\mathbf{H}$ actually is symmetric with respect to the swap $\mathbf{a} \leftrightarrow \mathbf{b}$.

Note furthermore that the intraplanar and easy-axis terms are also symmetric with respect to a swap $p \leftrightarrow(N+1-p)$ for all plane indices $p$, as every pair of planes then swapped has the same coefficients. The interplanar term runs through every interplanar interaction, and is thus also symmetric through the swap. This means that the swap $p \leftrightarrow$ ( $N+1-p$ ), which corresponds to a reflection over the middle plane, is another symmetry of the Hamiltonian. (Because the number of planes $N$ is even, the middle plane is not an actual lattice plane.)

Both of the symmetries discussed above are of course also present in the original Hamiltonian (2.2). However, the Holstein-Primakoff and Fourier transformations made them easier to spot. A symmetry in the Hamiltonian causes an energy quantum degeneracy in the following sense. Assume that the magnons of the system have been found -
that is, the $M N$ bosonic operators $\mathbf{m}$. that render the Hamiltonian in the diagonal form (2.10). Then we know that the following commutation relation holds for all indices $n$ from 1 to $M N$ :

$$
\begin{equation*}
\mathbf{H} \mathbf{m}_{n}^{\dagger}=\mathbf{m}_{n}^{\dagger} \mathbf{H}+\varepsilon_{n} \mathbf{m}_{n}^{\dagger} . \tag{2.50}
\end{equation*}
$$

It is this commutation relation that ensures that the states $\left|m_{n}\right\rangle=\mathbf{m}_{n}^{\dagger}| \rangle$, where $\rangle$ denotes the vacuum state, are in fact eigenstates of the Hamiltonian, because the diagonal Hamiltonian annihilates the vacuum state. But the magnons m. must be sums of the Fourier operators (2.25) and their adjoints. If the magnon state $\mathbf{m}_{n}$ fulfils the commutation relation (2.50), then so must the magnon $\mathbf{m}_{n}^{\prime}$, which was constructed by performing the symmetry swap on $\mathbf{m}_{n}$. In other words, there seems to be two magnonic states with the same energy, but there are two possibilities:

The first possibility is that $\mathbf{m}_{n}^{\prime}$ is not a new operator, but simply $\pm \mathbf{m}_{n}$. Then the magnon state $\mathbf{m}_{n}$ is said to have a definite parity with respect to the symmetry swap either symmetric $(+)$ or antisymmetric $(-)$.

The second possibility is that $\mathbf{m}_{n}^{\prime}$ is a new operator. Then there are two magnon states corresponding to the same energy quantum $\varepsilon_{n}$, and so $\varepsilon_{n}$ is said to be degenerate. From these two states it is however possible to construct a set of magnons that have definite parity with respect to the symmetry swap. This is done by defining the new operators

$$
\begin{align*}
& \mathbf{m}_{S n}=R_{S}\left(\mathbf{m}_{n}+\mathbf{m}_{n}^{\prime}\right),  \tag{2.51}\\
& \mathbf{m}_{A n}=R_{A}\left(\mathbf{m}_{n}-\mathbf{m}_{n}^{\prime}\right), \tag{2.52}
\end{align*}
$$

which are also magnons of the same energy because they are linear combinations of the old ones. ( $R_{S}$ and $R_{A}$ are rescaling factors that keep the bosonic commutation relations properly normalised.)

To summarise, a symmetry in the Hamiltonian ensures that for each non-degenerate energy quantum, the magnons must have definite parity with respect to the symmetry swap, and for each degenerate energy quantum, magnons of definite parity can be constructed.

In our case, we will assume that all the magnons are non-degenerate and have definite parity with respect to a reflection over the middle plane. However, we will assume that the magnons are degenerate with respect to a swap of the sublattices. This assumption will allow us to concentrate on one half of the magnons, as the other half can then be constructed by swapping $\mathrm{a}_{\mathbf{\bullet}}$ and $\mathrm{b}_{\mathbf{0}}$.

### 2.6 Bogoliubov transformation

The partial Hamiltonian (2.38) contains terms that have the form $\mathbf{a}_{p} \mathbf{b}_{q}+\mathbf{a}_{p}^{\dagger} \mathbf{b}_{q}^{\dagger}$ for plane indices $p$ and $q$ and keep us from attaining a diagonal form. To remove these terms, a transformation based on linear combinations of the old operators is not enough - we will need to introduce linear combinations of the old operators and their adjoints. A so-called Bogoliubov transformation is in order.

Contrary to the two previous transformations, the Bogoliubov transformation does not have an explicit expression which is the same for all systems. Rather, we demand it to diagonalise the Hamiltonian while being injective and canonical, and then work out the
equations to satisfy this. The Hamiltonian to be diagonalised is

$$
\mathbf{h}=\left[\begin{array}{ll}
\overline{\mathbf{a}}^{\dagger} & \overline{\mathbf{b}}
\end{array}\right]\left[\begin{array}{l}
A
\end{array}\left[\begin{array}{c}
\overline{\mathbf{a}}  \tag{2.53}\\
\overline{\mathbf{b}}^{\dagger}
\end{array}\right]\right.
$$

where the $2 N \times 2 N$ block matrix $A$ was defined as

$$
A=\left[\begin{array}{ll}
\hline D & \frac{C}{\mid}  \tag{2.54}\\
\hline C & \left.\begin{array}{ll}
D
\end{array}\right]
\end{array}\right]
$$

Introduce now the Bogoliubov operators $\boldsymbol{\alpha}_{\boldsymbol{\bullet}}$ and $\boldsymbol{\beta}_{\boldsymbol{\bullet}}$ defined through the equation

$$
\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}}  \tag{2.55}\\
\overline{\boldsymbol{\beta}}^{\dagger}
\end{array}\right]=B\left[\begin{array}{c}
\overline{\mathbf{a}} \\
\overline{\mathbf{b}}^{\dagger}
\end{array}\right] .
$$

There are $N$ operators $\alpha_{\bullet}$ and $N$ operators $\beta_{\bullet}$, and the dimension of the Bogoliubov matrix $B$ is $2 N \times 2 N$ - the same as $A$. Because we demand the Bogoliubov transformation to be injective, we assume that the inverse of $B$ exists, so we can write

$$
\left[\begin{array}{c}
\overline{\mathbf{a}}  \tag{2.56}\\
\overline{\mathbf{b}}^{\dagger}
\end{array}\right]=B^{-1}\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}} \\
\overline{\boldsymbol{\beta}}^{\dagger}
\end{array}\right]
$$

and

$$
\left[\begin{array}{ll}
\overline{\mathbf{a}}^{\dagger} & \overline{\mathbf{b}}
\end{array}\right]=\left[\begin{array}{ll}
\overline{\boldsymbol{\alpha}}^{\dagger} & \overline{\boldsymbol{\beta}} \tag{2.57}
\end{array}\right] \mathrm{B}^{-1 \dagger} .
$$

Performing the transformation on (2.53), we get

$$
\mathbf{h}=\left[\begin{array}{ll}
\overline{\boldsymbol{\alpha}}^{\dagger} & \overline{\boldsymbol{\beta}}
\end{array}\right] B^{-1 \dagger} \mathrm{~A}^{A} \mathrm{~B}^{-1}\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}}  \tag{2.58}\\
\overline{\boldsymbol{\beta}}^{\dagger}
\end{array}\right],
$$

and so the problem of diagonalising the Hamiltonian reduces to the problem of diagonalising the block matrix $A$ in the sense that

$$
\begin{equation*}
B^{-1 \dagger} A \mid B^{-1}=E \tag{2.59}
\end{equation*}
$$

for some diagonal energy matrix $E$.
An obvious concern of ours is that $E$ might have negative elements, which would result in an unphysical model with infinitely stacking negative energy magnons. However, utilising the Gershgorin disc theorem, we can prove that this is not the case. The matrix $A$ has only two eigendiscs:

1. $\mathbb{D}_{I}$ that is centered in $d_{S}=4 \rho+1+2 \kappa$ with radius $\omega \rho+1$.
2. $\mathbb{D}_{B}$ that is centered in $d_{B}=6+2 \kappa$ with radius $\omega+2$.

But using the possible range of the wave parameter (2.46) we see that

$$
\begin{align*}
& \omega \rho+1<4 \rho+1+2 \kappa, \\
& \omega+2<6+2 \kappa \tag{2.60}
\end{align*}
$$

as long as $\kappa$ is positive, so both eigendiscs, and hence all eigenvalues, lie entirely within the positive half-plane. Furthermore $A$ is a real symmetric matrix, so the eigenvalues are all real. Then in total, the eigenvalues have to be real and positive, and so $A$ is positive-definite.

It can be shown that if a matrix $M$ is positive-definite, all diagonalisations $T^{\dagger}{ }^{\dagger} M \mid T$ for any transformation matrix $T$ are also positive-definite. This completes our proof that the elements of $\boxed{E}$ have to be positive, because the eigenvalues of a diagonal matrix are the same as its elements.

Calmed by the fact that our model is physically consistent (at least for now), we define the $N \times N$ submatrices $u$ and $v$ of $B$ as follows:

$$
B=\left[\begin{array}{cc}
\boxed{u} & v^{v}  \tag{2.61}\\
\hline v & \left.\right|^{*}
\end{array}\right] .
$$

Here we utilised the sublattice symmetry discussed in section 2.5: We see that with this definition the Bogoliubov operators take on the forms

$$
\begin{align*}
\boldsymbol{\alpha}_{n} & =u_{n p} \mathbf{a}_{p}+v_{n p} \mathbf{b}_{p}^{\dagger}, \\
\boldsymbol{\beta}_{n} & =u_{n p} \mathbf{b}_{p}+v_{n p} \mathbf{a}_{p}^{\dagger} \tag{2.62}
\end{align*}
$$

for all indices $n$ between 1 and $N$. Then the $\boldsymbol{\beta}$ 。 operators are the same as the $\alpha_{\boldsymbol{\bullet}}$ operators, just with $\mathbf{a}_{\bullet}$ and $\mathbf{b}_{\bullet}$ swapped. (In the equation above, the Einstein summation convention is used.) When creating an $\alpha_{\bullet}$ or $\boldsymbol{\beta}_{\bullet}$ boson we see that the amplitudes $u_{p}$ are associated with the creation of $\mathbf{a}_{\mathbf{\bullet}}$ or $\mathbf{b}_{\mathbf{\bullet}}$ bosons, respectively. Meanwhile the amplitudes $v_{p}$ are associated with the annihilation of the opposite type of bosons. Due to this, we will refer to the $u_{p}$ amplitudes as creation amplitudes and the $v_{p}$ amplitudes as annihilation amplitudes.

Ordering the Bogoliubov matrix $\triangle B$ in the way (2.61) also imposes the following form on the energy matrix $E$ :

$$
\boxed{E}=\left[\begin{array}{cc}
\boxed{\varepsilon} &  \tag{2.63}\\
& \boxed{\varepsilon}
\end{array}\right]
$$

Here, $\varepsilon$ is a diagonal energy submatrix containing all the energy quanta of the system along its diagonal. The quantities left to determine are then the energy submatrix $\varepsilon$ and the amplitude matrices $u$ and $v$.

Using the expressions in (2.62), we can calculate the four commutators

$$
\begin{align*}
{\left[\boldsymbol{\alpha}_{n^{\prime}}, \boldsymbol{\alpha}_{n^{\prime \prime}}^{\dagger}\right] } & =u_{n^{\prime} p} u_{n^{\prime \prime} p}^{*}-v_{n^{\prime} p} v_{n^{\prime \prime} p}^{*},  \tag{2.64}\\
{\left[\boldsymbol{\beta}_{n^{\prime}}, \boldsymbol{\beta}_{n^{\prime \prime}}^{\dagger}\right] } & =u_{n^{\prime} p} u_{n^{\prime \prime} p}^{*}-v_{n^{\prime} p} v_{n^{\prime \prime} p}^{*}  \tag{2.65}\\
{\left[\boldsymbol{\alpha}_{n^{\prime}}, \boldsymbol{\beta}_{n^{\prime \prime}}\right] } & =u_{n^{\prime} p} v_{n^{\prime \prime} p}^{*}-v_{n^{\prime} p} u_{n^{\prime \prime} p}^{*}  \tag{2.66}\\
{\left[\boldsymbol{\alpha}_{n^{\prime}}, \boldsymbol{\beta}_{n^{\prime \prime}}^{\dagger}\right] } & =0 . \tag{2.67}
\end{align*}
$$

For the Bogoliubov transformation to be canonical, the first two commutators have to be $\delta_{n^{\prime}, n^{\prime \prime}}$ while the two last commutators have to be zero. Hence canonicality provides us
with the following matrix equations for $u$ and $v$ :

$$
\begin{align*}
& \begin{array}{|c|c|}
\hline u\left|\left.\right|^{\dagger}-|v| v\right|^{\dagger}= \\
I & , ~ \\
\hline
\end{array} \\
& \begin{array}{|l|l|l|}
\hline u \mid & { }^{\dagger}-v|u|^{\dagger}=0 \text {. }
\end{array} \tag{2.68}
\end{align*}
$$

These two equations can be further rewritten to the block matrix equation

It now becomes clear that the inverse of $B$ is given by

$$
\Delta^{-1}=\left[\begin{array}{cc}
\boxed{u}^{\dagger} & -|c|^{\dagger}{ }^{\dagger}  \tag{2.70}\\
-\boxed{v v}^{\dagger} & {\Delta{ }^{\dagger}}^{\dagger}
\end{array}\right],
$$

and by introducing the negation block matrix

$$
\boxed{N}=\left[\begin{array}{cc}
\boxed{I} &  \tag{2.71}\\
& -\boxed{I}
\end{array}\right]
$$

this inverse can be concisely written as the matrix product

$$
B^{-1}=\begin{array}{|l|l|}
\hline N & B  \tag{2.72}\\
\\
\\
& N .
\end{array}
$$

To summarise, the demand that the Bogoliubov transformation be canonical reduced to the equation (2.72) for the inverse of $B$. A final way of expressing this is

$$
\begin{array}{|l|l|l|l|}
\hline B & N & B  \tag{2.73}\\
\hline
\end{array}{ }^{\dagger} \begin{array}{|l|l|}
\hline & N \\
\hline
\end{array}=\begin{array}{|c|}
N \\
\hline
\end{array}
$$

where the fact that ${\Delta{ }^{2}}^{2}=I$ has been used.
The diagonalisation condition (2.59) can be combined with the expression for the inverse (2.72) to give the equation

$$
\begin{array}{|l|l|l|l|l|l|}
\hline N & B & N & A & N & B \\
\hline
\end{array} \begin{array}{|l}
\hline N
\end{array}=E .
$$

Multiplying this from the left by $B^{\dagger}$ and from the right by $N$, and then using the canonicality condition (2.73), we end up with

$$
\left(\begin{array}{|l|l|}
\hline A & N
\end{array}\right) \bar{B}^{\dagger}=B^{\dagger}\left(\begin{array}{|l|l}
E & N  \tag{2.74}\\
)
\end{array}\right)
$$

This is nothing else than an eigenequation, saying that the columns of $B^{\dagger}$ must be eigenvectors of \begin{tabular}{|l|l|l|l|}
$A$ \& $N$ <br>
with eigenvalues given along the diagonal of \& $E$ \& $N$. Since both ma-

 trices 

$A$ \& $N$
\end{tabular} and $E X N$ are real, the eigenvectors can be chosen to be real, and so the form of the Bogoliubov matrix reduces to

$$
\bar{B}=\left[\begin{array}{cc}
\boxed{u} & \begin{array}{|c}
v \\
\hline \hline v
\end{array}  \tag{2.75}\\
\hline \hline u \\
\hline
\end{array}\right.
$$

The problem of diagonalising the partial Hamiltonian (2.38) has turned into the problem of finding the eigenvectors of the coefficient matrix | $A$ | $N$ |
| :---: | :---: | . From here, there are two possible ways to continue:

1. We can find the eigenvectors of | $A$ | $N$ |
| :--- | :--- |
| numerically and rescale them to fulfil the |  | canonicality condition (2.73).
2. We can try to find the eigenvectors of $A \mid N$ analytically by introducing an ansatz for $u$ and $v$ and solving the resulting equations.
The two possibilities will be explored further in the next sections. While the first approach is more straightforward, the second approach will provide a deeper insight into the energy spectrum and other aspects of the antiferromagnetic layer.

### 2.7 Numerical diagonalisation

The eigenequation (2.74) can be solved numerically. For this thesis, the Python language was used to write a suitable solver using the versatile NumPy library. This library relies on BLAS and LaPACK, which are standard routines for efficient numerical calculations of linear algebra problems. The code is included in Appendix A.

The solver was implemented as a class MagnetSolver which takes in the parameters $N, \rho, \kappa$ and $\omega$. For the numerical approach to work, we should make sure that the eigenvectors found numerically actually can be rescaled to fulfil the canonicality condition (2.73). After all, it is not entirely obvious from the eigenequation (2.74) that the eigenvectors in $B^{\dagger}$ are able to do this in all cases.

The proof of this is similar to the proof that eigenvectors of a Hermitian matrix are orthogonal if they correspond to distinct eigenvalues. Assume that $\bar{b}^{\prime}$ and $\bar{b}^{\prime \prime}$ are eigenvectors of $A \mid N$ with the distinct eigenvalues $\varepsilon^{\prime}$ and $\varepsilon^{\prime \prime}$, respectively. Then

$$
\begin{array}{rl|l}
\hline A & N & \bar{b}^{\prime} \\
\begin{array}{l|l} 
& =\varepsilon^{\prime} \bar{b}^{\prime}, \\
\hline A & N \\
\bar{b}^{\prime \prime} & =\varepsilon^{\prime \prime} \bar{b}^{\prime \prime},
\end{array}, \tag{2.76}
\end{array}
$$

and if we transpose the first of these equations, we get

$$
\begin{equation*}
\bar{b}^{\prime} N \mid A=\varepsilon^{\prime} \bar{b}^{\prime}, \tag{2.77}
\end{equation*}
$$

because the eigenvalue $\varepsilon^{\prime}$ is known to be real. Now look at the scalar matrix product $\bar{b} \bar{b}^{N} N|A| N \mid \bar{b}^{\prime \prime}$. Using equation (2.77) and (2.76) this product can be expressed in two different ways:

$$
\begin{aligned}
& \bar{b}^{\prime} \begin{array}{|l|l|l|l|}
N & A & N & \bar{b}^{\prime \prime} \\
& =\varepsilon^{\prime} \bar{b}^{\prime} & N & \bar{b}^{\prime \prime}, \\
\bar{b}^{\prime} & N & A & N \\
b^{\prime \prime} & =\varepsilon^{\prime \prime} \bar{b}^{\prime} & N \bar{b}^{\prime \prime}
\end{array} .
\end{aligned}
$$

Subtracting these two equations, we see that

$$
\left(\varepsilon^{\prime}-\varepsilon^{\prime \prime}\right) \bar{b}^{\prime} N \overline{b^{\prime \prime}}=0,
$$

which means that

$$
\begin{equation*}
\bar{b}^{\prime} \triangle \bar{b}^{\prime \prime}=0, \tag{2.78}
\end{equation*}
$$

since the eigenvalues $\varepsilon^{\prime}$ and $\varepsilon^{\prime \prime}$ are distinct from one another.

In our case, we assume that all the eigenvalues in \begin{tabular}{|l|l|}
\hline \& $N$ are distinct, because we

 assumed in section 2.5 that the only degeneracy of the system is the degeneracy with respect to the lattice swap, and this degeneracy is lifted by the negation matrix $N$ in the eigenequation (2.74). Thus, if we denote the columns of $B^{\dagger}$ (or equivalently the rows of $B$ ) with $\bar{b}_{n}$ for all indices $n$ between 1 and $2 N$, and write out the matrix product 

\hline$B$ \& $N$ \& $B$ <br>
\hline
\end{tabular}${ }^{\dagger}$, we see that

$$
\begin{align*}
& =\left[\begin{array}{ccc}
\bar{b}_{1} \boxed{N} \bar{b}_{1} & & \\
& \ddots & \\
& & \bar{b}_{2 N} \boxed{N} \bar{b}_{2 N}
\end{array}\right], \tag{2.79}
\end{align*}
$$

because all the vectors $\bar{b}_{\bullet}$ are eigenvectors corresponding to distinct eigenvalues. Hence we see that the matrix product at least have a diagonal form, and it remains to ensure that each product

$$
\begin{equation*}
P_{n}=\bar{b}_{n} \sqrt{N} \bar{b}_{n}=\sum_{p}\left(u_{n p}^{2}-v_{n p}^{2}\right) \tag{2.80}
\end{equation*}
$$

for all indices $n$ between 1 and $N$ is equal to 1 . Then the products in the lower half of the matrix product (2.79) are automatically equal to -1 , because $u_{p}$ and $v_{p}$ are swapped here.

As long as $P_{n}$ is positive, this normalisation is easily achieved by rescaling each eigenvector pair $\bar{b}_{n}$ and $\bar{b}_{N+n}$ by $\sqrt{\frac{1}{P_{n}}}$. But note that

$$
\begin{array}{|c|l|l|}
\hline \bar{b}_{n} & N & A \\
\bar{b}_{n} & =\varepsilon_{n} \\
\bar{b}_{n} & N & \bar{b}_{n},
\end{array}
$$

which means that $P_{n}$ can be written

$$
\begin{equation*}
P_{n}=\frac{\bar{b}_{n} N|A| N \mid \bar{b}_{n}}{\varepsilon_{n}} . \tag{2.81}
\end{equation*}
$$

Since $A$ is positive-definite as was shown in section 2.6, the product in the nominator is positive. (This is one of the properties of positive-definite matrices.) Then, since $\varepsilon_{n}$ is also positive, it follows that $P_{n}$ is always positive, and our normalisation is ensured.

To summarise, the procedure for our numerical solver should be:

1. Define the coefficient matrix | $A$ | $N$ |
| :--- | :--- |
2. Calculate the eigenvectors and eigenvalues of |  | $N$ |
| :--- | :--- | numerically.
3. Store the eigenvectors as rows in the eigenmatrix $B$.
4. Sort the eigenmatrix $B$ so that the eigenvectors corresponding to negative eigenvalues are in the lower half of the matrix.
5. Sort each half of the eigenmatrix by increasing absolute value (or in some other senseful way).
6. Calculate the positive normalisation factor $P_{n}$ given in (2.80) for each eigenvector $\bar{b}_{n}$ in the upper half of $B$.
7. Rescale each eigenvector pair $\bar{b}_{n}$ and $\bar{b}_{N+n}$ by the factor $\sqrt{\frac{1}{P_{n}}}$.

The procedure above was implemented in the MagnetSolver class as the class method calcNumMagnons. Here the eigenequation itself is solved by the eig method from NumPy's linalg module. In the figures 2.8 and 2.9, the magnon amplitudes of a 12plane antiferromagnetic layer are plotted. The values of $\rho, \kappa$ and $\omega$ are specified in the plots. The magnons have an increasing amount of nodes with increasing energy, as is typical for quantum systems. We will get an explanation to this in section 2.13.

### 2.8 Analytical equations

The eigenequation (2.74) is mathematically quite structured, so it is reasonable to think that it might possibly be solved analytically. To this end, we write it out blockwise,

$$
\begin{aligned}
& \text { ( } C \bar{u}^{\dagger}-D \bar{v}^{\dagger}=v^{\dagger} \varepsilon \text {, } \\
& C \bar{v}^{\dagger}-D \bar{u}^{\dagger}=-\vec{u}^{\dagger} \varepsilon \text {. }
\end{aligned}
$$

These four submatrix equations are degenerate as a consequence of the sublattice symmetry, and so they can be reduced to the two equations

$$
\begin{align*}
& D \vec{v}^{\dagger}-C \vec{u}^{\dagger}=-\vec{v}^{\dagger} \varepsilon \text {. } \tag{2.82}
\end{align*}
$$

These equations correspond to the eigenequation (2.74), and it was proven in section 2.7 that the eigenvectors always fulfil the canonicality condition (2.73) after a normalisation, as long as the energy quanta are only doubly degenerate.

Let us then focus on a single column $n$ of equation (2.82), corresponding to one specific magnon of the antiferromagnetic layer. We will omit $n$ from here on, but keep in mind

Low Energy Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=4.00$ )


Magnon Group $2(E=0.8648 / s)$


Figure 2.8: The low energy magnons of a 12-plane antiferromagnetic layer for the given parameters. The creation amplitudes $u_{p}$ and the annihilation amplitudes $v_{p}$ are plotted in green and red, respectively. The surface planes and the middle plane are indicated by the dotted lines. Note that each plot represents two magnons - one of type $\boldsymbol{\alpha}_{\bullet}$ and one of type $\boldsymbol{\beta}_{\bullet}$.

High Energy Magnons of the Antiferromagnetic Layer

$$
(N=12, \rho=0.80, \kappa=0.002, \omega=4.00)
$$



Figure 2.9: The high energy magnons of a 12-plane antiferromagnetic layer for the given parameters. The creation amplitudes $u_{p}$ and the annihilation amplitudes $v_{p}$ are plotted in green and red, respectively. The surface planes and the middle plane are indicated by the dotted lines. Note that each plot represents two magnons - one of type $\boldsymbol{\alpha}_{\bullet}$ and one of type $\boldsymbol{\beta}_{\boldsymbol{\bullet}}$.
that there should be exactly $N$ solutions to our equations. Picking any row $p$ that is not the first (1) or last ( $N$ ), the corresponding element equation is

$$
\begin{align*}
\left(d_{B}-\varepsilon\right) u_{p} & =v_{p-1}+\omega v_{p}+v_{p+1} \\
\left(d_{B}+\varepsilon\right) v_{p} & =u_{p-1}+\omega u_{p}+u_{p+1} . \tag{2.83}
\end{align*}
$$

Here, $\varepsilon$ is defined as the corresponding diagonal element of $\varepsilon$, and thus the energy quantum of the magnon. As these equations do not involve the surface exchange parameter $S$, we will call them the bulk equations of the system. Picking the first row, we get the surface equations

$$
\begin{align*}
\left(d_{S}-\varepsilon\right) u_{1} & =\omega \rho v_{1}+v_{2} \\
\left(d_{S}+\varepsilon\right) v_{1} & =\omega \rho u_{1}+u_{2} . \tag{2.84}
\end{align*}
$$

Picking the last row will give us another set of equations, but because the amplitudes $u_{p}$ and $v_{p}$ have a definite parity with respect to reflection, these equations do not add anything new and need not be considered.

If we can find an ansatz that solves the bulk equations (2.83) and is also defined for all integers $p$ (not only the integers corresponding to actual planes), the surface equations above can be simplified by writing out the bulk equations for the integer $p=1$,

$$
\begin{aligned}
\left(d_{B}-\varepsilon\right) u_{1} & =v_{0}+\omega v_{1}+v_{2} \\
\left(d_{B}+\varepsilon\right) v_{1} & =u_{0}+\omega u_{1}+u_{2}
\end{aligned}
$$

These equations can be subtracted from the surface equations (2.84) to yield the new surface equations

$$
\begin{align*}
\left(d_{S}-d_{B}\right) u_{1} & =\omega(\rho-1) v_{1}-v_{0} \\
\left(d_{S}-d_{B}\right) v_{1} & =\omega(\rho-1) u_{1}-u_{0} \tag{2.85}
\end{align*}
$$

which provide exactly the same information as the original ones when coupled with the bulk equations. (Note that the terms $u_{0}$ and $v_{0}$ have no physical meaning, but they are mathematically well defined as long as the ansatz holds for all integers $p$.)

The new surface equations (2.85) look very similar to the original ones, but they do not include the unknown energy quantum $\varepsilon$, and are therefore easier to work with. They will also prove to be more symmetric for our ansatz. We can introduce some new parameters to make the algebra even cleaner. The definitions of $d_{S}$ and $d_{B}$ back in the equation (2.42) tell us that $\left(d_{S}-d_{B}\right)=(4 \rho-5)$, so by introducing the coefficients

$$
\begin{align*}
& \zeta=4 \rho-5 \\
& \eta=\omega(\rho-1) \tag{2.86}
\end{align*}
$$

the surface equations take the final concise form

$$
\begin{align*}
& \zeta u_{1}=\eta v_{1}-v_{0}, \\
& \zeta v_{1}=\eta u_{1}-u_{0} . \tag{2.87}
\end{align*}
$$

### 2.9 Parity ansatz

With the bulk and surface equations worked out, we are in position to make an ansatz for the amplitudes $u_{p}$ and $v_{p}$. To summarise our results so far, the amplitudes must be real and of definite reflection parity, and they must satisfy both the bulk equations (2.83) and the surface equations (2.87). A reasonable ansatz with definite parity would be a wave ansatz with trigonometric or hyperbolic functions. Such wave functions appear all over in physics, and we will show that they can indeed solve this system too.

The exact ansatz we will use is inspired by Wolfram and De Wames [1969]. Define first the middle plane index as

$$
\begin{equation*}
p_{m}=\frac{N+1}{2} . \tag{2.88}
\end{equation*}
$$

(Note that this index is not an integer, nor does it index an actual lattice plane, but it does give us the x-position of the center of the layer.) Our ansatz then takes the following form for all indices $p$ between 1 and $N$ :

$$
\begin{align*}
& u_{p}=U(-1)^{p} \cosh _{\sinh }^{\cosh }\left(\vartheta\left(p-p_{m}\right)\right)+X_{\sinh }^{\cosh }\left(\varphi\left(p-p_{m}\right)\right), \\
& v_{p}=V(-1)^{p} \sinh _{\cosh }^{\sinh }\left(\vartheta\left(p-p_{m}\right)\right)+W_{\sinh }^{\cosh }\left(\varphi\left(p-p_{m}\right)\right) . \tag{2.89}
\end{align*}
$$

Here, $U, X, V$ and $W$ are amplitudes while $\vartheta$ and $\varphi$ are frequencies that can be real or purely imaginary. The upper functions correspond to magnons that are reflection symmetric over the middle plane index $p_{m}$, while the lower functions correspond to magnons that are reflection antisymmetric. (While the first terms seem to have the opposite parity of the second terms, this is not true because the factor $(-1)^{p}$ will have opposite signs on each side of the middle plane as long as there is an even number of planes $N$, as was specified back in section 2.1.)

We will distinguish between three main types of magnons based on the frequencies $\vartheta$ and $\varphi$ :

- surface magnons with two real frequencies,
- bulk magnons with two imaginary frequencies,
- mixed magnons with one real and one imaginary frequency.

The terms above were chosen because real frequencies give rise to hyperbolic amplitudes that rise exponentially and take maximal values at the surfaces, while imaginary frequencies give rise to trigonometric amplitudes that oscillate throughout the layer and hence are not localised at any particular place.

Before we plug the ansatz (2.89) into our equations from 2.8, we will look at the ranges of interest for the frequencies $\vartheta$ and $\varphi$. First, note that for negative values of $\vartheta$ or $\varphi$, the sine terms in (2.89) will switch sign. But this corresponds to the exact same ansatz after another small redefinition of the corresponding amplitudes. Thus we can restrict ourselves to only considering positive real or imaginary values of $\vartheta$ and $\varphi$, including zero.

In the case of imaginary frequencies the ranges of interest are truncated further because of aliasing. Let us first consider the case of an imaginary $\vartheta$. Pulling the imaginary unit $\iota$
out of $\vartheta$, the involved trigonometric functions in the ansatz (2.89) are then $\sin \left(\vartheta\left(p-p_{m}\right)\right)$ and $\cos \left(\vartheta\left(p-p_{m}\right)\right)$ for some real-valued $\vartheta$, since

$$
\begin{align*}
& \sinh (\iota \alpha)=\iota \sin \alpha, \\
& \cosh (\iota \alpha)=\cos \alpha, \tag{2.90}
\end{align*}
$$

for all phases $\alpha \in \mathbb{R}$. But note that

$$
\begin{equation*}
\left(p-p_{m}\right)=\frac{2 p-N-1}{2} \tag{2.91}
\end{equation*}
$$

If we add an even integer of $\pi$ to $\vartheta$, we then see that

$$
\begin{align*}
& \sin \left((\vartheta+2 z \pi)\left(p-p_{m}\right)\right)=(-1)^{z} \sin \left(\vartheta\left(p-p_{m}\right)\right) \\
& \cos \left((\vartheta+2 z \pi)\left(p-p_{m}\right)\right)=(-1)^{z} \cos \left(\vartheta\left(p-p_{m}\right)\right) \tag{2.92}
\end{align*}
$$

for all integers $z \in \mathbb{Z}$. This is because the integer product $z(2 p-N-1)$ has the same type (even or odd) as the integer $z$. The terms in the ansatz involving $\vartheta$ will hence pick up a factor of $(-1)^{z}$ after this shift. But as in the case of negative values, this corresponds to the exact same ansatz with just a redefinition of the amplitudes.

Since the ansatz is the same for $\vartheta$ and $\vartheta+2 z \pi$, we can restrict ourselves to only considering a period of $2 \pi$ for the frequency $\vartheta$. But furthermore, since values between $\pi$ and $2 \pi$ can be translated to negative values between $-\pi$ and 0 , which can then be translated to their corresponding positive values between 0 and $\pi$, then in fact only the interval 0 to $\pi$ is interesting.

The reasoning above of course also applies to the case of an imaginary $\varphi$. To summarise then, our ranges of interest are

- positive real values of $\vartheta$ and $\varphi$ above 0 ,
- positive imaginary values of $\vartheta$ and $\varphi$ in the interval $[0, \iota \pi]$.

We will restrict the ranges further later.
Plugging the general parity ansatz (2.89) into the bulk equations (2.83) yields four parametric bulk equations:

$$
\begin{align*}
\left(d_{B}-\varepsilon\right) U & =(\omega-2 \cosh \vartheta) V \\
\left(d_{B}-\varepsilon\right) X & =(\omega+2 \cosh \varphi) W \\
\left(d_{B}+\varepsilon\right) V & =(\omega-2 \cosh \vartheta) U \\
\left(d_{B}+\varepsilon\right) W & =(\omega+2 \cosh \varphi) X . \tag{2.93}
\end{align*}
$$

These turn out to be the same for symmetric and antisymmetric magnons. Multiply now the two first ones by $\left(d_{B}+\varepsilon\right)$ and the two second ones by $\left(d_{B}-\varepsilon\right)$ to obtain the equations

$$
\begin{align*}
\left(d_{B}^{2}-\varepsilon^{2}\right) U & =(\omega-2 \cosh \vartheta)^{2} U \\
\left(d_{B}^{2}-\varepsilon^{2}\right) V & =(\omega-2 \cosh \vartheta)^{2} V \\
\left(d_{B}^{2}-\varepsilon^{2}\right) X & =(\omega+2 \cosh \varphi)^{2} X \\
\left(d_{B}^{2}-\varepsilon^{2}\right) W & =(\omega+2 \cosh \varphi)^{2} W \tag{2.94}
\end{align*}
$$

which tell us that either $U=V=0$ or $d_{B}^{2}-\varepsilon^{2}=(\omega-2 \cosh \vartheta)^{2}$, and similarly either $X=W=0$ or $d_{B}^{2}-\varepsilon^{2}=(\omega+2 \cosh \varphi)^{2}$. But if $U=V=0$ or $X=W=0$, then the respective frequency $\vartheta$ or $\varphi$ have no impact on the ansatz (2.89), so it can be set to satisfy the above relations in all cases. In total then, we get the quadratic relation

$$
\begin{equation*}
d_{B}^{2}-\varepsilon^{2}=(\omega-2 \cosh \vartheta)^{2}=(\omega+2 \cosh \varphi)^{2} \tag{2.95}
\end{equation*}
$$

between the energy quantum $\varepsilon$ and the frequencies $\vartheta$ and $\varphi$. We will dissect this relation into two equations shortly, but note already that it provides a maximum threshold quantum for all the energy quanta of the antiferromagnetic layer,

$$
\begin{equation*}
\varepsilon \leq d_{B}=6+2 \kappa=\varepsilon_{\wedge}, \tag{2.96}
\end{equation*}
$$

and so we will use the more fitting name $\varepsilon_{\wedge}$ for $d_{B}$ from now on.
The quadratic relation (2.95) contains two equations. From the original equations (2.93) we get two more equations

$$
\begin{align*}
V & =Q U \\
W & =R X \tag{2.97}
\end{align*}
$$

where the ratios

$$
\begin{align*}
Q & =\frac{\omega-2 \cosh \vartheta}{\varepsilon_{\wedge}+\varepsilon} \\
R & =\frac{\omega+2 \cosh \varphi}{\varepsilon_{\wedge}+\varepsilon} \tag{2.98}
\end{align*}
$$

were defined. With these definitions we can rewrite one of the equations in (2.95) to

$$
\begin{equation*}
Q^{2}=R^{2}=\frac{\varepsilon_{\wedge}-\varepsilon}{\varepsilon_{\wedge}+\varepsilon}<1 \tag{2.99}
\end{equation*}
$$

This equation seems to give rise to two solution branches $Q=R$ or $Q=-R$. However, we will prove next that only the second solution branch needs to be considered.

Assuming $Q=R$, the definitions (2.98) provide the link equation

$$
\begin{equation*}
\cosh \vartheta+\cosh \varphi=0 \tag{2.100}
\end{equation*}
$$

between the frequencies $\vartheta$ and $\varphi$. It is immediately clear that no surface magnons of this type can exist, because both terms are strictly positive in that case. Furthermore, no mixed magnons can exist either - the real frequency would then be forced to be 0 , but this value is considered imaginary and not in our range of interest for real frequencies.

In other words, only bulk magnons of the type $Q=R$ can exist. Pulling out imaginary units $\iota$, the link equation above becomes

$$
\begin{equation*}
\cos \vartheta+\cos \varphi=0 \tag{2.101}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\vartheta=\pi-\varphi \tag{2.102}
\end{equation*}
$$

within the range of interest. Looking at the $\vartheta$ terms in the ansatz, their argument is then

$$
\begin{equation*}
(\pi-\varphi)\left(p-p_{m}\right)=p \pi-(N+1) \frac{\pi}{2}-\varphi\left(p-p_{m}\right) \tag{2.103}
\end{equation*}
$$

so the trigonometric functions simplify to

$$
\begin{aligned}
& \sin \left(\vartheta\left(p-p_{m}\right)\right)=-(-1)^{p} \sin \left(\varphi\left(p-p_{m}\right)+(N+1) \frac{\pi}{2}\right) \\
& \cos \left(\vartheta\left(p-p_{m}\right)\right)=(-1)^{p} \cos \left(\varphi\left(p-p_{m}\right)+(N+1) \frac{\pi}{2}\right)
\end{aligned}
$$

They can be simplified even further by using the fact that adding an odd integer of $\frac{\pi}{2}$ to the argument of a trigonometric function has the impact

$$
\begin{align*}
& \sin \left(\alpha+(2 z+1) \frac{\pi}{2}\right)=(-1)^{z} \cos \alpha \\
& \cos \left(\alpha+(2 z+1) \frac{\pi}{2}\right)=-(-1)^{z} \sin \alpha \tag{2.104}
\end{align*}
$$

for all phases $\alpha \in \mathbb{R}$ and all integers $z \in \mathbb{Z}$. Using this, we see that

$$
\begin{align*}
& \sin \left(\vartheta\left(p-p_{m}\right)\right)=-(-1)^{p+\frac{N}{2}} \cos \left(\varphi\left(p-p_{m}\right)\right) \\
& \cos \left(\vartheta\left(p-p_{m}\right)\right)=-(-1)^{p+\frac{N}{2}} \sin \left(\varphi\left(p-p_{m}\right)\right) \tag{2.105}
\end{align*}
$$

in the case $Q=R$. But this means that the ansatz (2.89) reduces to

$$
\begin{align*}
& u_{p}=X_{\sin }^{\cos }\left(\varphi\left(p-p_{m}\right)\right) \\
& v_{p}=W_{\sin }^{\cos }\left(\varphi\left(p-p_{m}\right)\right) \tag{2.106}
\end{align*}
$$

with a redefinition of the amplitudes, since the alternating factor $(-1)^{p}$ is squared and disappears. In other words, the case $Q=R$ corresponds to setting $U=V=0$ in the ansatz (2.89). But this can also be done in the case $Q=-R$, and so we can actually neglect the case $Q=R$ entirely without loss of solutions.

Consider then the case $Q=-R$. The ratio definitions (2.98) now provide the link equation

$$
\begin{equation*}
\cosh \vartheta=\cosh \varphi+\omega \tag{2.107}
\end{equation*}
$$

between $\vartheta$ and $\varphi$. The amplitude relations (2.97) simplify to

$$
\begin{align*}
V & =-R U \\
W & =R X \tag{2.108}
\end{align*}
$$

for the common ratio

$$
\begin{equation*}
R=\frac{\omega+2 \cosh \varphi}{\varepsilon_{\Lambda}+\varepsilon} \tag{2.109}
\end{equation*}
$$

The last equation in (2.95) can finally be rewritten to the dispersion relation

$$
\begin{equation*}
\varepsilon=\sqrt{\varepsilon_{\wedge}^{2}-(\omega+2 \cosh \varphi)^{2}} \tag{2.110}
\end{equation*}
$$

To summarise then, the parametric bulk equations (2.93) have resulted in four equations (as they should): the link equation (2.107), the two amplitude relations (2.108) with the ratio $R$ defined in (2.109) and the energy dispersion relation (2.110).

We now move on to find parametric surface equations. Plugging the general parity ansatz (2.89) into the surface equations (2.87) and substituting $V=-R U$ and $W=R X$, we end up with a matrix equation

$$
M\left[\begin{array}{l}
U  \tag{2.111}\\
X
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

for the amplitudes $U$ and $X$, where the big coefficient matrix $M$ has the following elements:

$$
\begin{align*}
& M_{11}=R_{\cosh }^{\sinh }\left(\frac{N+1}{2} \vartheta\right)+(\zeta+\eta R) \sinh \left(\frac{N-1}{2} \vartheta\right), \\
& M_{12}=R_{\sinh }^{\cosh }\left(\frac{N+1}{2} \varphi\right)+(\zeta-\eta R)_{\sinh }^{\cosh }\left(\frac{N-1}{2} \varphi\right), \\
& M_{21}= \\
& \sinh \left(\frac{N+1}{2} \vartheta\right)+(\zeta R+\eta) \sinh \left(\frac{N-1}{2} \vartheta\right),  \tag{2.112}\\
& M_{22}=-\cosh ^{\cosh }\left(\frac{N+1}{2} \varphi\right)-(\zeta R-\eta) \sinh \sinh \left(\frac{N-1}{2} \varphi\right) .
\end{align*}
$$

Here again, the upper functions correspond to symmetric magnons while the lower functions correspond to antisymmetric magnons. To ensure that the matrix equation (2.111) has other solutions for $U$ and $X$ than the trivial solution $U=X=0$, we demand that the determinant of $M$ be zero. After some algebra, this results in the long equation

$$
\begin{aligned}
\frac{2 R}{1+R^{2}} \sinh & \left(\frac{N+1}{2} \vartheta\right) \cosh \left(\frac{N+1}{2} \varphi\right) \\
& +\left(\zeta-\frac{2 R}{1+R^{2}} \eta\right) \sinh \left(\frac{N+1}{2} \vartheta\right) \cosh \cosh \left(\frac{N-1}{2} \varphi\right) \\
+ & \left(\zeta+\frac{2 R}{1+R^{2}} \eta\right) \sinh \left(\frac{N-1}{2} \vartheta\right) \cosh \cosh \left(\frac{N+1}{2} \varphi\right) \\
& \quad+\frac{2 R}{1+R^{2}}\left(\zeta^{2}-\eta^{2}\right){ }^{\sinh }\left(\frac{N-1}{2} \vartheta\right) \cosh \left(\frac{N-1}{2} \varphi\right)=0 .
\end{aligned}
$$

Note however that

$$
\begin{equation*}
\frac{2 R}{1+R^{2}}=\frac{2 R\left(\varepsilon_{\wedge}+\varepsilon\right)}{\left(\varepsilon_{\wedge}+\varepsilon\right)+\left(\varepsilon_{\wedge}-\varepsilon\right)}=\frac{\omega+2 \cosh \varphi}{\varepsilon_{\wedge}} \tag{2.113}
\end{equation*}
$$

using (2.99), so the equation above simplifies to

$$
\begin{align*}
& (\omega+2 \cosh \varphi) \underset{\cosh }{\sinh }\left(\frac{N+1}{2} \vartheta\right) \underset{\sinh }{\cosh }\left(\frac{N+1}{2} \varphi\right) \\
& +\left(\varepsilon_{\wedge} \zeta-(\omega+2 \cosh \varphi) \eta\right) \frac{\sinh }{\cosh }\left(\frac{N+1}{2} \vartheta\right) \cosh \left(\frac{N-1}{2} \varphi\right) \\
& +\left(\varepsilon_{\wedge} \zeta+(\omega+2 \cosh \varphi) \eta\right) \frac{\sinh }{\cosh }\left(\frac{N-1}{2} \vartheta\right) \sinh \left(\frac{N+1}{2} \varphi\right) \\
& +(\omega+2 \cosh \varphi)\left(\zeta^{2}-\eta^{2}\right) \sinh \left(\frac{N-1}{2} \vartheta\right) \cosh \sinh \left(\frac{N-1}{2} \varphi\right)=0, \tag{2.114}
\end{align*}
$$

which will serve as our first parametric surface equation. Since this equation can be solved with the link equation (2.107) to find the possible values of the frequencies $\vartheta$ and $\varphi$, we will call it the condition equation of our problem. The last parametric surface equation relating the amplitudes $U$ and $X$ drops out from the matrix equation (2.111) as

$$
\begin{align*}
\left(\begin{array}{l}
\sinh \\
\cosh
\end{array}\left(\frac{N+1}{2} \vartheta\right)\right. & \left.+(\zeta R+\eta) \sinh \left(\frac{N-1}{2} \vartheta\right)\right) U \\
& =\left(\begin{array}{c}
\cosh \\
\sinh
\end{array}\left(\frac{N+1}{2} \varphi\right)+(\zeta R-\eta) \frac{\cosh }{\sinh }\left(\frac{N-1}{2} \varphi\right)\right) X . \tag{2.115}
\end{align*}
$$

Having worked out both the parametric bulk equations (2.107)-(2.110) and the parametric surface equations (2.114)-(2.115), we are in principle able to solve them to obtain all magnons of the antiferromagnetic layer. Note however that the condition equation (2.114) is a trigonometric or hyperbolic equation that cannot be solved explicitly. We then have to solve it numerically, so there seems to be no purely analytical solution for this system after all - at least not in the general case. Nevertheless, we will still use our analytical results to gain further insight into the antiferromagnetic layer. In the next section we take a closer look at the link (2.107) between the frequencies $\vartheta$ and $\varphi$.

### 2.10 Threshold frequencies

From the previous section, we know that the interesting values of $\vartheta$ and $\varphi$ are real values above 0 and imaginary values between 0 and $\iota \pi$. But the link equation (2.107) relates $\cosh \vartheta$ and $\cosh \varphi$, and so it can be used to get the frequency $\vartheta$ for any given value of $\varphi$. In this section, we will introduce a visualisation to make this relationship clearer.

In figure 2.10, the function $\cosh \vartheta$ or $\cosh \varphi$ is plotted on the range of interest. The black branch corresponds to real values and hence a hyperbolic cosine function, while the red branch corresponds to imaginary values and a trigonometric cosine function.

The link equation (2.107) tells us that the value of $\cosh \vartheta$ should be a distance $\omega$ above $\cosh \varphi$. If we plot $\varphi$ as a point on one the branches in figure 2.10, we can imagine an "omega layer" of height $\omega$ above $\varphi$ and pinpoint $\vartheta$ in the intersection between the top of the $\omega$ layer and the graph. In figure 2.11 we give three examples, corresponding to the three main branches of surface magnons, bulk magnons and mixed magnons.


Figure 2.10: Frequency chart for our antiferromagnetic layer. The black branch corresponds to real values of $\vartheta$ or $\varphi$, while the red branch corresponds to imaginary values. The frequency value (real or imaginary) is on the x -axis, against the cosine value (hyperbolic or trigonometric) on the y -axis.

The visualisation in figure 2.11 makes several things clear about the relation between the frequencies $\vartheta$ and $\varphi$ and their corresponding magnons. First of all, mixed magnons with imaginary $\vartheta$ and real $\varphi$ cannot exist. All real values of $\varphi$ above 0 correspond to surface magnons. The surface threshold frequency

$$
\begin{equation*}
\varphi_{S}=0 \tag{2.116}
\end{equation*}
$$

separates surface magnons and mixed magnons. We see from the dispersion relation (2.110) that the corresponding surface threshold quantum is

$$
\begin{equation*}
\varepsilon_{S}=\sqrt{\varepsilon_{\wedge}^{2}-(\omega+2)^{2}} \tag{2.117}
\end{equation*}
$$

Using the dispersion relation and the fact from back in section 2.6 that all the energy quanta of the antiferromagnetic layer have to be larger than zero, we also find the threshold frequency

$$
\begin{equation*}
\varphi_{\vee}=\operatorname{arcosh}\left(\frac{\varepsilon_{\wedge}-\omega}{2}\right) \tag{2.118}
\end{equation*}
$$

as the upper limit for real values of $\varphi$. The corresponding threshold quantum is $\varepsilon_{V}=0$.
It is also clear from the visualisation in figure 2.11 that bulk magnons only exist for $\omega \leq 2$, because $\vartheta$ is pushed onto the real branch for higher $\omega$ values. We can identify the


Figure 2.11: Frequency charts for the three types of magnons in the antiferromagnetic layer. Surface magnons have two real (black) frequencies, bulk magnons have two imaginary (red) frequencies, while mixed magnons have one frequency of each kind.

## bulk threshold frequency

$$
\begin{equation*}
\varphi_{B}=\iota \arccos (1-\omega) \tag{2.119}
\end{equation*}
$$

as the lowest imaginary value of $\varphi$ corresponding to a bulk magnon. For imaginary values of $\varphi$ below this, $\vartheta$ is pushed onto the real branch, so the magnon is mixed. The corresponding bulk threshold energy quantum is

$$
\begin{equation*}
\varepsilon_{B}=\sqrt{\varepsilon_{\wedge}^{2}-(\omega-2)^{2}} \tag{2.120}
\end{equation*}
$$

We move on to uncover a degeneracy in the case of bulk magnons that will allow us to reduce the range of interest further. Pulling out the imaginary unit $\iota$ from $\vartheta$ and $\varphi$, the link equation (2.107) for bulk magnons becomes

$$
\begin{equation*}
\cos \vartheta=\cos \varphi+\omega \tag{2.121}
\end{equation*}
$$

and the dispersion relation (2.110) for bulk magnons becomes

$$
\begin{equation*}
\varepsilon=\sqrt{\varepsilon_{\wedge}^{2}-(\omega+2 \cos \varphi)^{2}} \tag{2.122}
\end{equation*}
$$

In both these equations $\varphi$ lies in the interval $[\arccos (1-\omega), \pi]$. But we see from (2.122) that the energy quantum $\varepsilon$ only depends on the square of the quantity $(\omega+2 \cos \varphi)$, which in the given interval of $\varphi$ runs from $(2-\omega)$ to $(\omega-2)$. In other words, for each bulk magnon with frequency $\varphi$, there is another bulk magnon with the same energy but another frequency $\varphi^{\prime}$. The relation between $\varphi$ and $\varphi^{\prime}$ is

$$
\begin{equation*}
2 \cos \varphi^{\prime}+\omega=-2 \cos \varphi-\omega \tag{2.123}
\end{equation*}
$$

Using (2.121) this equation can be rewritten to the relations

$$
\begin{aligned}
\cos \varphi^{\prime} & =-\cos \vartheta \\
\cos \vartheta^{\prime} & =-\cos \varphi
\end{aligned}
$$

which mean that

$$
\begin{align*}
\varphi^{\prime} & =\pi-\vartheta \\
\vartheta^{\prime} & =\pi-\varphi \tag{2.124}
\end{align*}
$$

within the interval of interest. Using the equation (2.104) that was found back in section 2.9 when considering the case $Q=R$, we obtain equations similar to (2.105) for the ansatz terms involving $\vartheta^{\prime}$ and $\varphi^{\prime}$. It then becomes clear that the primed frequencies lead to the exact same magnon as the unprimed ones, just that in this case the $\varphi^{\prime}$ term takes on the role as the alternating term while the $\vartheta^{\prime}$ term takes on the role as non-alternating. In other words, we do not need to consider imaginary values of $\varphi$ over the full interval $[\iota \arccos (1-\omega), \iota \pi]$, but rather $\left[\iota \arccos (1-\omega), \iota \arccos \left(-\frac{\omega}{2}\right)\right]$. The maximum threshold frequency

$$
\begin{equation*}
\varphi_{\wedge}=\iota \arccos \left(-\frac{\omega}{2}\right) \tag{2.125}
\end{equation*}
$$

corresponds to $(\omega+2 \cosh \varphi)=0$ and hence the maximum threshold quantum $\varepsilon_{\wedge}$.
This concludes our discussion of the frequency ranges of interest. Since $\vartheta$ is determined by the link equation (2.107), only $\varphi$ needs to be considered. The ranges of interest for $\varphi$ are

- real values in the interval $\left\langle 0, \operatorname{arcosh}\left(\frac{\varepsilon_{\Lambda}-\omega}{2}\right)\right\rangle$ for surface magnons,
- imaginary values in the interval $[0, \iota \arccos (1-\omega)\rangle$ for mixed magnons,
- imaginary values in the interval $\left[\iota \arccos (1-\omega), \iota \arccos \left(-\frac{\omega}{2}\right)\right]$ for bulk magnons. For the special value $\omega=0, \vartheta$ and $\varphi$ coincide, so there exist no mixed magnons. For values $\omega>2$ on the other hand, bulk magnons cannot exist. The range of interest for mixed magnons is then the whole interval $[0, \iota \pi]$.

We will spend the remainder of this section to take a closer look at magnons at the different threshold frequencies.

Consider first a magnon at the maximum threshold frequency $\varphi_{\wedge}$. In this case $\varepsilon=\varepsilon_{\wedge}$ and we see from (2.109) that $R=0$. Pulling out the imaginary unit $\iota$ from the frequencies $\vartheta$ and $\varphi$, we also see that

$$
\begin{aligned}
\cos \varphi & =-\frac{\omega}{2} \\
\cos \vartheta & =\frac{\omega}{2}
\end{aligned}
$$

which means that $\cos \vartheta+\cos \varphi=0$ and $\vartheta=\pi-\varphi$. This relation between $\vartheta$ and $\varphi$ is exactly what we considered in section 2.9 , so we can use(2.105) to reduce the ansatz (2.89) to

$$
\begin{align*}
& u_{p}=\left(X-U(-1)^{\frac{N}{2}}\right)_{\sin }^{\cos }\left(\varphi\left(p-p_{m}\right)\right) \\
& v_{p}=0 \tag{2.126}
\end{align*}
$$

Meanwhile, the condition equation (2.114) reduces to

$$
\zeta\left(\begin{array}{l}
\sin  \tag{2.127}\\
\cos
\end{array}\left(\frac{N+1}{2} \vartheta\right) \begin{array}{c}
\cos \\
\sin
\end{array}\left(\frac{N-1}{2} \varphi\right)+\begin{array}{c}
\sin \\
\cos
\end{array}\left(\frac{N-1}{2} \vartheta\right) \begin{array}{l}
\cos \\
\sin
\end{array}\left(\frac{N+1}{2} \varphi\right)\right)=0 .
$$

But using (2.104), we obtain the identities

$$
\begin{align*}
& \sin \left(\frac{N+1}{2} \vartheta\right)=(-1)^{\frac{N}{2}} \cos \sin \left(\frac{N+1}{2} \varphi\right), \\
& \sin \left(\frac{N-1}{2} \vartheta\right)=-(-1)^{\frac{N}{2}} \cos \sin \left(\frac{N-1}{2} \varphi\right), \tag{2.128}
\end{align*}
$$

and so it turns out that the condition equation above is solved automatically for all $\omega$ values. This apparently universal maximum threshold solution is eliminated by considering the other surface equations that drop out from the matrix equation (2.111). They reduce to

$$
\begin{aligned}
& \zeta_{\cos }^{\sin }\left(\frac{N-1}{2} \vartheta\right) U=-\zeta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right) X \\
&\left(\begin{array}{l}
\left.\sin \left(\frac{N+1}{\cos } \vartheta\right)+\eta_{\cos }^{\sin }\left(\frac{N-1}{2} \vartheta\right)\right) U \\
\end{array}\right. \\
&=\left(\begin{array}{c}
\left.\cos \left(\frac{N+1}{2} \varphi\right)-\eta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)\right) X
\end{array}\right.
\end{aligned}
$$

and with the identities above they reduce further to

$$
\begin{align*}
& \zeta(-1)^{\frac{N}{2}} \cos \left(\frac{N-1}{2} \varphi\right) U=\zeta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right) X \\
&(-1)^{\frac{N}{2}}\left(\begin{array}{c}
\cos \\
\sin
\end{array}\left(\frac{N+1}{2} \varphi\right)-\eta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)\right) U \\
&=\left(\begin{array}{c}
\cos \\
\sin
\end{array}\left(\frac{N+1}{2} \varphi\right)-\eta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)\right) X . \tag{2.129}
\end{align*}
$$

From these equations, it is clear that $X$ is given by

$$
\begin{equation*}
X=U(-1)^{\frac{N}{2}} \tag{2.130}
\end{equation*}
$$

but when plugged into the reduced ansatz (2.126), it leads to a trivial solution which is zero everywhere. The only exception to this is when

$$
\begin{aligned}
\zeta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right) & =0 \\
\cos \left(\frac{N+1}{2} \varphi\right) & =\eta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)
\end{aligned}
$$

so that all the matrix elements of (2.111) vanish and the amplitudes $U$ and $X$ are free. ${ }_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)=0$ and $\sin _{\sin }^{\cos }\left(\frac{N+1}{2} \varphi\right)=0$ also lead to trivial solutions, so the only option turns out to be

$$
\begin{aligned}
\zeta & =0 \\
\cos \left(\frac{N+1}{2} \varphi\right) & =\eta_{\sin }^{\cos }\left(\frac{N-1}{2} \varphi\right)
\end{aligned}
$$

From the definition of $\zeta$ and $\eta$ in (2.86), we see that $\zeta=0$ corresponds to $\rho=\frac{5}{4}$ and $\eta=\frac{\omega}{4}$. To summarise, maximum threshold solutions exist only in the special case

$$
\begin{align*}
\rho & =\frac{5}{4} \\
4_{\sin }^{\cos }\left(\frac{N+1}{2} \arccos \left(-\frac{\omega}{2}\right)\right) & =\omega_{\sin }^{\cos }\left(\frac{N-1}{2} \arccos \left(-\frac{\omega}{2}\right)\right) . \tag{2.131}
\end{align*}
$$

Here the upper functions correspond to symmetric magnons and the lower functions correspond to antisymmetric magnons as usual.

Consider now a symmetric magnon at the bulk threshold frequency $\varphi_{B}$ given in (2.119). At this threshold, $\vartheta$ is zero, and so all sine factors involving $\vartheta$ vanish. This means that the first terms in the ansatz (2.89) disappear. The condition equation (2.114) is also automatically solved, so it appears to be a valid solution. But looking at the other surface equation (2.115), we see that in this case $X$, and so also $W$, is forced to be zero, so actually both terms in the ansatz vanish. Hence the apparent solution is a trivial solution after all.

A similar argument holds in the case of a symmetric magnon at the threshold frequency $\varphi=\iota \pi$, in which all cosine factors involving $\varphi$ disappear, as well as in the case of an
antisymmetric magnon at the surface threshold frequency $\varphi_{S}=0$, in which all sine factors involving $\varphi$ disappear. In total then, the bulk threshold frequency $\varphi_{B}=\iota \arccos (1-\omega)$ and the threshold frequency $\varphi=\iota \pi$ (which only appears for $\omega \geq 2$ ) should be excluded when considering symmetric magnons, and the surface threshold frequency $\varphi_{S}=0$ should be excluded when considering antisymmetric magnons.

The considerations above apply in all cases except the subtle special case in which all the matrix elements of the matrix equation (2.111) vanish. We will not inspect this special case further. Instead, we will move on to normalise our analytical solutions.

### 2.11 Normalisation

The link equation (2.107) and the condition equation (2.114) can be solved together to get all the possible values of $\vartheta$ and $\varphi$. With these values known, we obtain the energy quantum $\varepsilon$ from the dispersion relation (2.110), the ratio $R$ determining $V$ and $W$ in terms of $U$ and $X$ from equation (2.109) and the last relation between $U$ and $X$ from equation (2.115). The final value of $U$ can then be determined from the normalisation

$$
\begin{equation*}
\sum_{p}\left(u_{p}^{2}-v_{p}^{2}\right)=1 \tag{2.132}
\end{equation*}
$$

as explained in section 2.7. In this section, we will find an explicit analytical expression for $U$.

Plugging our ansatz (2.89) into the normalisation equation above, we get

$$
\begin{aligned}
& \sum_{p}\left(U^{2} \sinh ^{2} \cosh ^{2}\left(\vartheta\left(p-p_{m}\right)\right)+X^{2} \underset{\sinh ^{2}}{\cosh ^{2}}\left(\varphi\left(p-p_{m}\right)\right)\right. \\
& \left.\quad+2 U X \frac{1+R^{2}}{1-R^{2}}(-1)^{p} \sinh \left(\vartheta\left(p-p_{m}\right)\right)_{\sinh }^{\cosh }\left(\varphi\left(p-p_{m}\right)\right)\right)=\frac{1}{1-R^{2}}
\end{aligned}
$$

where $V=-R U$ and $W=R X$ were used to eliminate $V$ and $W$. Introduce now the ratio $O$ as

$$
\begin{equation*}
O=\frac{\sinh }{\frac{\cosh }{\cosh }\left(\frac{N+1}{2} \vartheta\right)+(\zeta R+\eta)_{\cosh }^{\sinh }\left(\frac{N-1}{2} \vartheta\right)} \underset{\sinh }{\substack{\sin }} \frac{\left(\frac{N+1}{2} \varphi\right)+(\zeta R-\eta)_{\sinh }^{\cosh }\left(\frac{N-1}{2} \varphi\right)}{}, \tag{2.133}
\end{equation*}
$$

and rewrite (2.115) to the simple relation

$$
\begin{equation*}
X=O U \tag{2.134}
\end{equation*}
$$

Then the normalisation simplifies to

$$
\left.\begin{array}{rl}
\frac{1}{\left(1-R^{2}\right) U^{2}}=\sum_{p}( & \sinh ^{2}\left(\vartheta\left(p-p_{m}\right)\right)+O^{2} \cosh ^{2}\left(\varphi\left(p-p_{m}\right)\right) \\
\cosh ^{2}
\end{array}\right)
$$

and using the hyperbolic identities

$$
\begin{align*}
2 \sinh ^{2} \alpha & =\cosh (2 \alpha)-1, \\
2 \cosh ^{2} \alpha & =\cosh (2 \alpha)+1, \\
2 \sinh \alpha \cosh \beta & =\sinh (\alpha+\beta)+\sinh (\alpha-\beta), \tag{2.135}
\end{align*}
$$

which apply to all phases $\alpha$ and $\beta$, it reduces further to

$$
\begin{align*}
& \frac{2}{\left(1-R^{2}\right) U^{2}}=\sum_{p}\left(\cosh \left(2 \vartheta\left(p-p_{m}\right)\right)+O^{2} \cosh \left(2 \varphi\left(p-p_{m}\right)\right) \mp\left(1-O^{2}\right)\right. \\
& \left.+2 O \frac{1+R^{2}}{1-R^{2}}(-1)^{p}\left(\sinh \left((\vartheta+\varphi)\left(p-p_{m}\right)\right) \pm \sinh \left((\vartheta-\varphi)\left(p-p_{m}\right)\right)\right)\right) \tag{2.136}
\end{align*}
$$

There are four hyperbolic terms in this equation that we need to sum over all $p$ from 1 to $N$. To this end, we first look at the sum $\sum_{p} e^{ \pm \alpha\left(p-p_{m}\right)}$, which can be rewritten to

$$
\sum_{p=1}^{N} e^{ \pm \alpha\left(p-p_{m}\right)}=e^{\mp \alpha p_{m}}\left(\sum_{p=0}^{N} e^{ \pm \alpha p}-1\right)
$$

As long as the phase $\alpha$ is not $\iota 2 z \pi$ for some integer $z \in \mathbb{Z}$, this can be summed as a finite geometric sum to

$$
\begin{equation*}
\sum_{p=1}^{N} e^{ \pm \alpha\left(p-p_{m}\right)}=e^{\mp \alpha p_{m}}\left(\frac{e^{ \pm(N+1) \alpha}-1}{e^{ \pm \alpha}-1}-1\right) \tag{2.137}
\end{equation*}
$$

and with the definition (2.88) for $p_{m}$, this yields

$$
\begin{equation*}
\sum_{p=1}^{N} e^{ \pm \alpha\left(p-p_{m}\right)}=\frac{\sinh \left(\frac{N+1}{2} \alpha\right)}{\sinh \left(\frac{\alpha}{2}\right)} e^{\mp \frac{\alpha}{2}}-e^{\mp \frac{N+1}{2} \alpha} . \tag{2.138}
\end{equation*}
$$

Adding then $e^{\alpha\left(p-p_{m}\right)}$ and $e^{-\alpha\left(p-p_{m}\right)}$ to get $\cosh \left(\alpha\left(p-p_{m}\right)\right)$, we end up with

$$
\sum_{p} \cosh \left(\alpha\left(p-p_{m}\right)\right)=\frac{\sinh \left(\frac{N+1}{2} \alpha\right)}{\sinh \left(\frac{\alpha}{2}\right)} \cosh \left(\frac{\alpha}{2}\right)-\cosh \left(\frac{N+1}{2} \alpha\right)
$$

But this can be simpified even further by using the identity

$$
\begin{equation*}
\sinh \alpha \cosh \beta-\cosh \alpha \sinh \beta=\sinh (\alpha-\beta) \tag{2.139}
\end{equation*}
$$

which is applicable to all phases $\alpha$ and $\beta$. With this, we finally obtain

$$
\begin{equation*}
\sum_{p} \cosh \left(\alpha\left(p-p_{m}\right)\right)=\frac{\sinh \left(N \frac{\alpha}{2}\right)}{\sinh \left(\frac{\alpha}{2}\right)} . \tag{2.140}
\end{equation*}
$$

As mentioned, this formula applies to all phases $\alpha$ except $\iota 2 z \pi$ for some integer $z \in \mathbb{Z}$. In that special case, the sum is simply $N$ (which is also the limit of the formula above).

To sum the hyperbolic sine terms of (2.136), note first that these are multiplied by the alternating factor $(-1)^{p}$. The corresponding exponential sums are then $\sum_{p}(-1)^{p} e^{ \pm \alpha\left(p-p_{m}\right)}$, which yield

$$
\sum_{p=1}^{N}(-1)^{p} e^{ \pm \alpha\left(p-p_{m}\right)}=e^{\mp \alpha p_{m}}\left(\frac{e^{ \pm(N+1) \alpha}+1}{e^{ \pm \alpha}+1}-1\right)
$$

(as long as the phase $\alpha$ is not $\iota(2 z+1) \pi$ for some integer $z \in \mathbb{Z}$ ), and so

$$
\begin{equation*}
\sum_{p=1}^{N}(-1)^{p} e^{ \pm \alpha\left(p-p_{m}\right)}=\frac{\cosh \left(\frac{N+1}{2} \alpha\right)}{\cosh \left(\frac{\alpha}{2}\right)} e^{\mp \frac{\alpha}{2}}-e^{\mp \frac{N+1}{2} \alpha} . \tag{2.141}
\end{equation*}
$$

Subtracting then $(-1)^{p} e^{\alpha\left(p-p_{m}\right)}$ and $(-1)^{p} e^{-\alpha\left(p-p_{m}\right)}$ to get $(-1)^{p} \sinh \left(\alpha\left(p-p_{m}\right)\right)$, we end up with

$$
\sum_{p}(-1)^{p} \sinh \left(\alpha\left(p-p_{m}\right)\right)=-\frac{\cosh \left(\frac{N+1}{2} \alpha\right)}{\cosh \left(\frac{\alpha}{2}\right)} \sinh \left(\frac{\alpha}{2}\right)+\sinh \left(\frac{N+1}{2} \alpha\right)
$$

Now again using the identity (2.139), we get

$$
\begin{equation*}
\sum_{p}(-1)^{p} \sinh \left(\alpha\left(p-p_{m}\right)\right)=\frac{\sinh \left(N \frac{\alpha}{2}\right)}{\cosh \left(\frac{\alpha}{2}\right)} \tag{2.142}
\end{equation*}
$$

This formula applies to all phases $\alpha$ except $\iota(2 z+1) \pi$ for some integer $z \in \mathbb{Z}$, in which case the sum is simply $-N(-1)^{\frac{N}{2}}$ (which is also the limit of the formula).

Moving back to the normalisation (2.136) we see that the relevant phases are $2 \vartheta, 2 \varphi$, $(\vartheta+\varphi)$ and $(\vartheta-\varphi)$. Using first our cosine sum formula (2.140), we get that

$$
\begin{align*}
& \sum_{p} \cosh \left(2 \vartheta\left(p-p_{m}\right)\right)=\frac{\sinh (N \vartheta)}{\sinh \vartheta} \\
& \sum_{p} \cosh \left(2 \varphi\left(p-p_{m}\right)\right)=\frac{\sinh (N \varphi)}{\sinh \varphi} \tag{2.143}
\end{align*}
$$

Using next our sine sum formula (2.142), we get that

$$
\begin{aligned}
& \sum_{p}(-1)^{p}\left(\sinh \left((\vartheta+\varphi)\left(p-p_{m}\right)\right) \pm \sinh \left((\vartheta-\varphi)\left(p-p_{m}\right)\right)\right) \\
&=\frac{\sinh \left(N \frac{\vartheta+\varphi}{2}\right)}{\cosh \left(\frac{\vartheta+\varphi}{2}\right)} \pm \frac{\sinh \left(N \frac{\vartheta-\varphi}{2}\right)}{\cosh \left(\frac{\vartheta-\varphi}{2}\right)}
\end{aligned}
$$

which can be rewritten using the hyperbolic identity

$$
\begin{equation*}
2 \cosh \alpha \cosh \beta=\cosh (\alpha+\beta)+\cosh (\alpha-\beta) \tag{2.144}
\end{equation*}
$$

as well as the last identity in (2.135) to

$$
\begin{align*}
& \sum_{p}(-1)^{p}\left(\sinh \left((\vartheta+\varphi)\left(p-p_{m}\right)\right) \pm \sinh \left((\vartheta-\varphi)\left(p-p_{m}\right)\right)\right) \\
& =2 \frac{\left.\begin{array}{c}
\sinh \\
\cosh \\
\left(\frac{N+1}{2} \vartheta\right) \cosh \\
\sinh
\end{array} \frac{N-1}{2} \varphi\right)+\frac{\sinh }{\cosh }\left(\frac{N-1}{2} \vartheta\right) \begin{array}{c}
\cosh \\
\sinh \\
\left(\frac{N+1}{2} \varphi\right)
\end{array}}{\omega+2 \cosh \varphi} \tag{2.145}
\end{align*}
$$

after some algebra. We recognise the terms in the nominator and the denominator from other equations.

Plugging the results (2.143) and (2.145) into the normalisation (2.136), we end up with the final equation

$$
\begin{align*}
& \frac{2}{\left(1-R^{2}\right) U^{2}}=\frac{\sinh (N \vartheta)}{\sinh \vartheta}+O^{2} \frac{\sinh (N \varphi)}{\sinh \varphi} \mp N\left(1-O^{2}\right) \\
& +4 O \frac{1+R^{2}}{1-R^{2}} \frac{\sinh }{\cosh }\left(\frac{N+1}{2} \vartheta\right)_{\sinh }^{\cosh }\left(\frac{N-1}{2} \varphi\right)+{ }_{\cosh }^{\sinh }\left(\frac{N-1}{2} \vartheta\right){ }_{\cos }^{\cosh }\left(\frac{N+1}{2} \varphi\right), \tag{2.146}
\end{align*}
$$

which can be used to get properly normalised magnons. This normalisation equation concludes our analytical work for the general case.

### 2.12 Magnon plots

To make sure that the analytical equations found in sections 2.8-2.11 are correct, we will solve the link equation (2.107) and the condition equation (2.114) numerically to get the possible frequencies $\vartheta$ and $\varphi$ and check that our analytical solutions are consistent with the figures 2.8 and 2.9 , which were found by numerical diagonalisation in section 2.7.

To this end, define the condition function as the left hand side of the condition equation (2.114). The condition function is then supposed to be zero for all the possible values of $\vartheta$ and $\varphi$, and using the link equation (2.107) to eliminate $\vartheta$, the solutions can be found numerically by Newton's method.

In the magnon solver script introduced in section 2.7, a class method findMagnons was added to the class MagnetSolver. This method takes in a parity (symmetric or antisymmetric) and a type (surface, bulk or mixed) and calculates the corresponding condition function within the range of interest for the frequency parameter $\varphi$. It then finds the roots of the function using Newton's method and proceeds to calculate the other magnon quantities following the procedure described in the beginning of section 2.11. The value of $U$ is given by the normalisation equation (2.146), and finally the results are plotted in the same fashion as the results from numerical diagonalisation. There is also an option to plot the condition function over the range of interest.

An umbrella method calcAnaMagnons was also implemented, which runs multiple executions of findMagnons - one for each specification. The implementation of Newton's method used in the script is the method newton from the optimize module of the SciPy library. The SciPy library is a specialised Python library that works with the NumPy library, but provides additional scientific calculus functionality such as numerical optimisation and integration.

Note that for imaginary frequencies $\vartheta$ or $\varphi$, the corresponding hyperbolic terms in the ansatz (2.89) become trigonometric. However in the case of hyperbolic sine functions, the imaginary unit $\iota$ does not disappear when pulled out of the frequency, but instead stays as shown in (2.90). With a small redefinition of the corresponding amplitude by absorbing the imaginary unit into the amplitude, most of the equations stay the same when switching affected hyperbolic functions with their trigonometric counterparts. The only exception is the ratio $O$ given in (2.133) and the normalisation equation (2.146). For imaginary $\vartheta$ or $\varphi, O$ becomes imaginary. This does not affect the relation $X=O U$ with redefined amplitudes, but the normalisation equation, in which squares of both $O$ and the amplitude $U$ appear, the signs must be adjusted in some cases. All this is done in the magnon solver script, whose code can be found in appendix A.

For comparison, the "analytical" method calcAnaMagnons was executed for the same parameters as the ones used back in the figures 2.8 and 2.9. One symmetric surface magnon pair, five symmetric mixed magnon pairs and six antisymmetric mixed magnon pairs were found. In other words, no antisymmetric surface magnon pair exists for these parameters, and the second magnon pair in figure 2.8 is actually a mixed magnon pair. This makes sense, as the graphs look more like bounded trigonometric graphs than exponentially growing hyperbolic graphs.

Figures 2.12-2.17 show the resulting plots from the analytical approach as well as the condition function in each case. Both the energy quanta and the amplitude graphs match the results from the numerical diagonalisation approach exactly.

Symmetric Surface Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=4.00$ )

Magnon Group 1 ( $E=0.2114 \mathrm{Js}$ )


Figure 2.12: The symmetric surface magnons of a 12-plane antiferromagnetic layer for the given parameters.

Antiferromagnetic Symmetric Surface Condition Function ( $N=12, \rho=0.80, \kappa=0.002, \omega=4.00)$


Figure 2.13: Condition function for the symmetric surface magnons of a 12-plane antiferromagnetic layer for the given parameters. The found root is marked with a point.

Symmetric Mixed Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=4.00$ )



Figure 2.14: The symmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters.


Figure 2.15: Condition function for the symmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters. The found roots are marked with points.

Antisymmetric Mixed Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=4.00$ )


Figure 2.16: The antisymmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters.


Figure 2.17: Condition function for the antisymmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters. The found roots are marked with points.

The condition function for antisymmetric surface magnons is shown in figure 2.18. The function appears to be strictly increasing from its initial value of zero, which explains why there are no antisymmetric surface magnons in this case.


Figure 2.18: Condition function for the antisymmetric surface magnons of a 12-plane antiferromagnetic layer for the given parameters. As there are no roots on the range of interest, no antisymmetric surface magnons exist for this set of parameters.

So far all our magnon plots have been for the maximal wave parameter value $\omega=4$, which corresponds to the special case of a zero planar wave vector. We now plot magnons for the wave parameter value $\omega=1.7$, which corresponds to a non-zero planar wave vector. This case is a little more interesting, as it allows for bulk magnons, and we see from the plots in figures 2.19-2.24 that bulk magnons indeed appear. In this case, antisymmetric surface magnons also make their debut.

An interesting observation is that the symmetric surface magnons are strongly localised at the surfaces in this case compared to the almost uniform magnons in the case $\omega=4$. Apparently, magnons that have a planar direction tend to localise more than magnons of no planar direction. Some more experimentation with the parameters justified this. Another observation that seems to be general is that the surface magnons have much higher amplitude values at the surfaces than the other magnons.

Ever since we split up the Hamiltonian (2.36) into partial Hamiltonians (2.38) back in section 2.4, we have concentrated on one specific value of the wave parameter $\omega$ at a time. However, now that we have our results, we should stand back and emphasise that our antiferromagnetic layer has magnons for every value of $\omega$ between 0 and 4. The total energy spectrum will be investigated in the next section.

Symmetric Surface Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=1.70$ )

Magnon Group 1 ( $E=3.7799 / \mathrm{s}$ )


Figure 2.19: The symmetric surface magnons of a 12-plane antiferromagnetic layer for the given parameters. These magnons are much more strongly localised at the surfaces than the symmetric surface magnons for $\omega=4$.


Figure 2.20: The antisymmetric surface magnons of a 12-plane antiferromagnetic layer for the given parameters.

Symmetric Mixed Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=1.70$ )





Figure 2.21: The symmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters.

Antisymmetric Mixed Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=1.70)$





Figure 2.22: The antisymmetric mixed magnons of a 12-plane antiferromagnetic layer for the given parameters.

Symmetric Bulk Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=1.70$ )

Magnon Group 1 ( $E=5.9978 / \mathrm{s}$ )


Figure 2.23: The symmetric bulk magnons of a 12-plane antiferromagnetic layer for the given parameters.

Antisymmetric Bulk Magnons of the Antiferromagnetic Layer ( $N=12, \rho=0.80, \kappa=0.002, \omega=1.70$ )


Figure 2.24: The antisymmetric bulk magnons of a 12-plane antiferromagnetic layer for the given parameters.

### 2.13 Energy spectrum

The energy spectrum of our antiferromagnetic layer should be plotted over all values of the wave parameter $\omega$. Section 2.10 already gave us many important results about energy thresholds that we will use.

The surface threshold energy $\varepsilon_{S}$ given in (2.117) separates surface magnons and mixed magnons. Surface magnons have energy quanta below $\varepsilon_{S}$, and we see from the dispersion relation (2.110) that the higher the real frequency $\varphi$ is, the lower the energy quantum.

The bulk threshold energy $\varepsilon_{B}$ given in (2.120) separates mixed magnons and bulk magnons. Mixed magnons have energy quanta between $\varepsilon_{S}$ and $\varepsilon_{B}$, but this time the higher the imaginary frequency $\varphi$ is, the higher the energy quantum too. This explains why the number of nodes increase with increasing energy, as was noted back in section 2.7 , because a high frequency corresponds to a high number of nodes.

For $\omega \leq 2$ there exist bulk magnons that have energies from the bulk threshold energy $\varepsilon_{B}$ and up to the maximum threshold energy $\varepsilon_{\wedge}=6+2 \kappa$. Also here the energy increases with the imaginary frequency $\varphi$. For $\omega>2$, there are no bulk magnons and the bulk threshold energy is the maximum threshold for all magnons.

Before we plot the energy spectrum, we look at the special case $\omega=0$, corresponding to planar wave vectors at the edge of the Brillouin zone. In this case, $\vartheta$ and $\varphi$ are actually forced to be equal. This is apparent using the visualisation introduced in sectrion 2.10 with an omega layer of height zero. But now it follows that the symmetric and antisymmetric versions of the condition equation (2.114) simplify to the same condition equation,

$$
\begin{align*}
& 2 \cosh \varphi \sinh \left(\frac{N+1}{2} \varphi\right) \cosh \left(\frac{N+1}{2} \varphi\right) \\
& +\varepsilon_{\wedge} \zeta\left(\sinh \left(\frac{N+1}{2} \varphi\right) \cosh \left(\frac{N-1}{2} \varphi\right)+\sinh \left(\frac{N-1}{2} \varphi\right) \cosh \left(\frac{N+1}{2} \varphi\right)\right) \\
& \quad+2 \zeta^{2} \cosh \varphi \sinh \left(\frac{N-1}{2} \varphi\right) \cosh \left(\frac{N-1}{2} \varphi\right)=0, \tag{2.147}
\end{align*}
$$

because $\eta$ vanishes and the frequencies coincide. This means that each energy quantum in this case corresponds to one symmetric and one antisymmetric magnon branch. The symmetric and antisymmetric branches split for higher values of $\omega$.

In the magnon solver script a method plotMagSpectrum was added to plot the energy spectrum of our antiferromagnetic layer. This method takes in the parameters $N$, $\rho$ and $\kappa$ and creates one instance of the MagnetSolver class for each value of $\omega$. Each class instance runs a numerical diagonalisation to get the allowed energy quanta, and the energy quanta, as well as the threshold energies $\varepsilon_{S}, \varepsilon_{B}$ and $\varepsilon_{\wedge}$ are plotted over the range of $\omega$.

The energy spectrum of a 12-plane antiferromagnetic layer with $\rho=0.8$ and $\kappa=$ 0.002 is shown in figure 2.25. Zooming in on parts of the spectrum in figures 2.26, 2.27 and 2.28 , we see that the spectrum is consistent with our results from section 2.12. The magnon branches appear in pairs that coincide at $\omega=0$. One of these branches is then symmetric, while the other one is antisymmetric, as discussed above. Finally we see that one of the surface branches is truncated for $\omega$ values above 3.75 , where it becomes a mixed branch. This is why no antisymmetric surface magnon appeared in the case of $\omega=4.0$.


Figure 2.25: The energy spectrum of a 12 -plane antiferromagnetic layer for the given parameters. The actual energy branches are plotted in yellow, while the threshold energies are plotted in brown.

Energy Spectrum of the Antiferromagnetic Layer
( $N=12, \rho=0.80, k=0.002$ )


Figure 2.26: Zooming in on the right part of the spectrum, we see that there are eleven mixed magnons and one surface magnon for $\omega=4.0$.


Figure 2.27: Zooming in on the bulk part of the spectrum, we see that there are two bulk magnons and eight mixed magnons for the $\omega=1.7$. Here we also see that the magnon branches appear in pairs at $\omega=0$.


Figure 2.28: Zooming in on the lower part of the spectrum, we see that there are two surface magnons for $\omega=1.7$ and one surface magnon for $\omega=4$. The antisymmetric surface branch is truncated at high values, which is why no antisymmetric surface magnons appear in the last case.

In the figures 2.25-2.28, we see that there are never more than two surface magnons for each value of the wave parameter $\omega$. This makes sense from the hyperbolic nature of the surface condition equation (2.114). Since all terms grow exponentially, there should be one solution at most where the positive and negative terms catch up with each other. However we know that the number of magnon branches should correspond to the plane number $N$. For a higher plane number then, all additional magnon branches have to be bulk/mixed branches. We plot the energy spectrum for the same parameters but 40 planes in figure 2.29. Apparently, the bulk/mixed branches are going towards an energy continuum for higher plane numbers. We will call this continuum the bulk continuum of the antiferromagnetic layer. Even though most of the magnons within this continuum are actually mixed magnons, they all share the delocalised nature of the trigonometric functions, in contrast to the surface localised nature of the hyperbolic functions.


Figure 2.29: The energy spectrum of a 40-plane antiferromagnetic layer for the given parameters.

We are very soon in a position to compare our results to the main results from Wolfram and De Wames [1969]. To do this, we have to go to the semi-infinite limit for which the number of planes in the layer $N$ approaches infinity.

### 2.14 Semi-infinite limit

As described in section 1.3, Wolfram and De Wames [1969] also studied an antiferromagnetic Heisenberg model on a simple cubic lattice with a distinct surface spin exchange. But there are two key differences between their model and the model of this thesis. The first difference is the number of planes in the x-direction, which is semi-infinite in their case. That is, there is only one surface in their model, as their antiferromagnetic layer stretches
into infinity, in contrast to our finite antiferromagnetic layer with two surfaces.
The second difference is the easy-axis term in our Hamiltonian (2.2), which is replaced in Wolfram and De Wames' treatment with an anisotropy term involving simply the spin z-components instead of their squares. This anisotropy term is controlled by an external magnetic field through the parameter $\left[\omega_{H}\right]$ and an anisotropy field through the parameter [ $\left.\omega_{A}(i)\right]$. The anisotropy field carries opposite signs on each of the two sublattices, so it enhances alternating spins along the z-axis similar to the parameter $K$ in our treatment. However, it is distinct at the surface, where it takes the value [ $\omega_{A 1}$ ], while in the bulk it takes the uniform value $\left[\omega_{A}\right]$.

The fundamental difference between our squared easy-axis term and the non-squared anisotropy term of Wolfram and De Wames is a problem when it comes to comparing results. Fortunately, their main results, which are the threshold values of the surface spin exchange ratio $[\epsilon]$, were derived in the special case of a vanishing anisotropy field, $\left[\omega_{A}\right]=$ $\left[\omega_{A 1}\right]=0$. The remaining external magnetic field term only results in a well-known energy shift which can be eliminated by introducing the "effective" energy quanta $\left[\omega-\omega_{H}\right]$ instead of the actual energy quanta $[\omega]$. With this redefined energy, the results looks similar to the case of no external magnetic field.

To compare our results to the results of Wolfram and De Wames [1969] then, we only need to take the limits $N \rightarrow \infty$ and $\kappa \rightarrow 0$. Looking at the condition equation (2.114), the factors involving $N$ and $\varphi$ are $\cosh \left(\frac{N \pm 1}{2} \varphi\right)$ and $\sinh \left(\frac{N \pm 1}{2} \varphi\right)$. In the case bulk and mixed magnons with an imaginary frequency $\varphi$, these factors get an increasing amount of nodes with increasing $N$, so in the limit $N \rightarrow \infty$, the condition equation is virtually solved for all possible values of $\varphi$ on the range of interest. This means that there is an infinite amount of magnons within the bulk continuum introduced in the previous section, justifying the name "continuum".

In the case of surface magnons with real frequencies $\vartheta$ and $\varphi$, the factors involving $N$ and $\varphi$ can be approximated to

$$
\begin{align*}
& \cosh \left(\frac{N \pm 1}{2} \varphi\right) \approx \frac{e^{\frac{N \pm 1}{2} \varphi}}{2} \\
& \sinh \left(\frac{N \pm 1}{2} \varphi\right) \approx \frac{e^{\frac{N \pm 1}{2} \varphi}}{2} \tag{2.148}
\end{align*}
$$

in the limit $N \rightarrow \infty$. A similar approximation applies to the factors involving $N$ and $\vartheta$. Using this, the condition equation (2.114) can now be reduced to

$$
\begin{aligned}
& (\omega+2 \cosh \varphi) e^{\frac{\vartheta+\varphi}{2}}+\left(\varepsilon_{\wedge} \zeta-(\omega+2 \cosh \varphi) \eta\right) e^{\frac{\vartheta-\varphi}{2}}+ \\
& \quad\left(\varepsilon_{\wedge} \zeta+(\omega+2 \cosh \varphi) \eta\right) e^{-\frac{\vartheta-\varphi}{2}}+(\omega+2 \cosh \varphi)\left(\zeta^{2}-\eta^{2}\right) e^{-\frac{\vartheta+\varphi}{2}}=0
\end{aligned}
$$

where the factors involving $N$ was divided out. Multiplying through by $e^{\frac{\vartheta+\varphi}{2}}$ and refactoring the terms, this equation becomes simply

$$
\begin{equation*}
(\omega+2 \cosh \varphi)\left(\left(e^{\vartheta}+\eta\right)\left(e^{\varphi}-\eta\right)+\zeta^{2}\right)+\varepsilon_{\wedge} \zeta\left(e^{\vartheta}+e^{\varphi}\right)=0 \tag{2.149}
\end{equation*}
$$

Both in the symmetric and the antisymmetric case the condition equation reduced to (2.149). This means that the frequencies $\vartheta$ and $\varphi$, and hence also the energy quanta $\varepsilon$, of
the symmetric and antisymmetric surface magnons actually coincide in the limit $N \rightarrow \infty$. Looking back at the figures 2.25 and 2.29 , we see that this indeed seems to be the case, as the symmetric and antisymmetric surface branches are nearly indistinguishable already at 40 planes.

Taking now the limit $\kappa \rightarrow 0$, the maximum threshold energy $\varepsilon_{\wedge}$ becomes 6 , so the condition equation (2.149) reduces further to

$$
(\omega+2 \cosh \varphi)\left(\left(e^{\vartheta}+\eta\right)\left(e^{\varphi}-\eta\right)+\zeta^{2}\right)+6 \zeta\left(e^{\vartheta}+e^{\varphi}\right)=0 .
$$

We proceed to look at surface magnons at the surface threshold energy $\varepsilon_{S}$ given in (2.117), corresponding to $\varphi=0$ and $\vartheta=\operatorname{arcosh}(1+\omega)$. This is where the surface magnon branch gets truncated by the bulk continuum as described in Wolfram and De Wames [1969]. Solving the resulting equation

$$
\begin{equation*}
(\omega+2)\left((1-\eta)\left(e^{\operatorname{arcosh}(1+\omega)}+\eta\right)+\zeta^{2}\right)+6 \zeta\left(e^{\operatorname{arcosh}(1+\omega)}+1\right)=0 \tag{2.150}
\end{equation*}
$$

for $\omega$, we find the values of $\omega$ at which the surface branch crosses into the bulk continuum. Note that for $\omega=4$, the equation is always solved. This can be seen by noting that in this case $\eta=4(\rho-1)=\zeta+1$. In other words, the surface branch always intersects the surface threshold at $\omega=4$. Based on the value of $\rho$, the equation might have one additional solution, corresponding to a surface branch truncation.

An important threshold is the value of $\rho$ for which $\omega=0$ is a solution of (2.150). At this threshold, the entire surface branch disappears into the bulk continuum, and it can be shown that no surface branch exists for higher values of $\rho$. But $\omega=0$ corresponds to $\eta=0$, and substituting these values into the truncation condition (2.150), we end up with the simple quadratic equation

$$
\zeta^{2}+6 \zeta+1=0
$$

which has the solution $\zeta=-3 \pm 2 \sqrt{2}$ corresponding to

$$
\begin{equation*}
\rho=\frac{1+\sqrt{2}}{2} \approx 1.207 \tag{2.151}
\end{equation*}
$$

This is the exact threshold value found in Wolfram and De Wames [1969] section IV.
It can also be shown that equation (2.150) has a solution other than $\omega=4$ only at values above the threshold $\rho \approx 1.107$. The calculation of this is a little more involved and will not be done here, but in figure 2.30, the left side of the truncation condition has been plotted for three different values of $\rho$ to illustrate this. For values of $\rho$ below 1.107, the surface branch is not truncated at all. In the figures 2.31-2.33 the energy spectrum of a 100-plane antiferromagnetic layer is plotted for three different values of $\rho$ to illustrate the truncation of the surface branch.

Surface Truncation Condition of the Semi-Infinite Antiferromagnetic Layer


Figure 2.30: The left side of the surface truncation condition (2.150) plotted for three different values of $\rho$. Only between the threshold values $\rho \approx 1.107$ and $\rho \approx 1.207$ does the equation have another solution than $\omega=4$.


Figure 2.31: The energy spectrum of a 100-plane antiferromagnetic layer below the truncation threshold $\rho \approx 1.107$. The surface branch is full in this case, and only intersects the bulk continuum at $\omega=4$ where both tend towards zero.


Figure 2.32: The energy spectrum of a 100-plane antiferromagnetic layer in the truncation range between $\rho \approx 1.107$ and $\rho \approx 1.207$. The surface branch is truncated at around $\omega \approx 2.0$, which matches the root of the corresponding truncation condition in figure 2.30.


Figure 2.33: The energy spectrum of a 100-plane antiferromagnetic layer above the truncation threshold $\rho \approx 1.207$. The surface branch is completely absorbed by the bulk continuum in this case.

For the observant reader, one remark has to be made before we turn our attention away from Wolfram and De Wames [1969]. Our surface magnons correspond to the acoustical branches discussed in that article, but so far we have ignored the so-called "optical branches" that are also treated. They appear for values $\rho$ above 1.25 and have energy quanta above the bulk continuum, and hence above $\varepsilon_{\wedge}$. Such magnons exist for our model as well, even in the finite case as shown in figure 2.34. Obviously then, our parity ansatz (2.89) does not cover all possible solutions of the problem. However when discussing spin transport across the junction, we are typically only interested in low energy magnons with energy quanta $\varepsilon \ll 1$. Therefore, we will continue to neglect the optical magnons. If we consider values of $\rho$ below 1.25 only, these magnons will not appear anyway.


Figure 2.34: The energy spectrum of a 12 -plane antiferromagnetic layer above the optical threshold $\rho=1.25$ discussed in Wolfram and De Wames [1969]. The upper branch is an optical branch with energy quanta above $\varepsilon_{\wedge}$. Because only low-energy magnons contribute to spin transport, we neglect such magnons in this thesis.

### 2.15 Surface amplitudes

As seen at the end of section 2.12 , for small values of $\omega$ surface magnons tend to have much higher amplitudes at the surfaces than other magnons. It will turn out later that it is these surface amplitudes that contribute to spin transport across the junction. While the explicit expression for the spin transport will have to wait until chapter 4, we here plot some surface amplitudes over different values of $\rho$ to get a feeling of how the surface exchange parameter $S$ affects them.

In figures 2.35 and 2.36, the surface amplitudes of the three lowest-energy magnons are plotted for the cases $\omega=4$ and $\omega=1.7$. We see that there is a clear qualitative difference between the case in which there are antisymmetric surface magnons and the case where there are none. Another feature of the plots is that in the special case $\omega=4$, the first and second surface amplitudes seem to have maximal values for $\rho$ values close to one, while in the case $\omega=1.7$, the first and second surface amplitudes stay pretty constant. The amplitudes are always larger for $\omega=4$ than for $\omega=1.7$. This would indicate that the $\omega=4$ magnons contribute more to spin transport than the magnons with a planar direction like the $\omega=1.7$ magnons. However, for low $\rho$ values, the $\omega=4$ magnons are not as dominant as for $\rho$ values close to one.


Figure 2.35: Surface amplitudes of the antiferromagnetic layer as a function of the ratio $\rho=\frac{S}{J}$ for the given parameters. Since there are no antisymmetric surface magnons in this case, the second surface amplitudes are smaller than the first surface amplitudes.


Figure 2.36: Surface amplitudes of the antiferromagnetic layer as a function of the ratio $\rho=\frac{S}{J}$ for the given parameters. In this case the antisymmetric surface magnons match the symmetric surface magnons in surface amplitude size, and even exceeds them when $\rho$ gets close to one.

### 2.16 Summary

The key results for the finite-depth antiferromagnetic insulator layer with a distinct surface spin exchange are concisely summed up here. For more details, please consult the rest of the chapter.

The $N$-plane antiferromagnetic layer with Hamiltonian

$$
\begin{aligned}
\mathbf{H}=\frac{S}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{1}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}}+\sum_{p=2}^{N-1} \frac{J}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{p}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}} & +\frac{S}{\hbar^{2}} \sum_{\vec{q}: \vec{r} \in \mathbb{P}_{N}} \overrightarrow{\mathbf{s}}_{\vec{q}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}} \\
& +\sum_{p=1}^{N-1} \frac{J}{\hbar^{2}} \sum_{\vec{r} \in \mathbb{P}_{p}} \overrightarrow{\mathbf{s}}_{\vec{r}} \cdot \overrightarrow{\mathbf{s}}_{\vec{r}+\vec{l}_{x}}-\frac{K}{\hbar^{2}} \sum_{\vec{r} \in \mathbb{T}} \mathbf{s}_{\vec{r} z}^{2}
\end{aligned}
$$

has an energy spectrum given by

$$
\begin{aligned}
E & =\varepsilon J s \\
\varepsilon & =\sqrt{(6+2 \kappa)^{2}-(\omega+2 \cosh \varphi)^{2}}
\end{aligned}
$$

where $\varphi$ is given implicitly through the system of equations

$$
\cosh \vartheta=\cosh \varphi+\omega
$$

and

$$
\begin{aligned}
& (\omega+2 \cosh \varphi)_{\cosh }^{\sinh }\left(\frac{N+1}{2} \vartheta\right) \underset{\sinh }{\cosh }\left(\frac{N+1}{2} \varphi\right) \\
& \left.+((6+2 \kappa)(4 \rho-5)-\omega(\omega+2 \cosh \varphi)(\rho-1)) \frac{\sinh }{\cosh }\left(\frac{N+1}{2} \vartheta\right) \begin{array}{l}
\cosh \\
\sinh
\end{array} \frac{N-1}{2} \varphi\right) \\
& +((6+2 \kappa)(4 \rho-5)+\omega(\omega+2 \cosh \varphi)(\rho-1)) \frac{\sinh }{\cosh }\left(\frac{N-1}{2} \vartheta\right){ }_{\sinh }^{\cosh }\left(\frac{N+1}{2} \varphi\right) \\
& \left.+(\omega+2 \cosh \varphi)\left((4 \rho-5)^{2}-\omega^{2}(\rho-1)^{2}\right) \frac{\sinh }{\cosh }\left(\frac{N-1}{2} \vartheta\right) \begin{array}{l}
\cosh \\
\sinh \\
2
\end{array} \frac{N-1}{2} \varphi\right)=0 .
\end{aligned}
$$

Here,

$$
\begin{align*}
\rho & =\frac{S}{J}, \\
\kappa & =\frac{K}{J}, \tag{2.152}
\end{align*}
$$

and

$$
\omega=2\left(\cos \left(l k_{y}\right)+\cos \left(l k_{z}\right)\right)
$$

for all planar wave vectors $\vec{k}$ within the Brilloin zone depicted in figure 2.37. $l$ is the lattice parameter of the simple cubic antiferromagnetic lattice.


Figure 2.37: The Brillouin zone of the finite antiferromagnetic layer.

The dual magnonic eigenstates are generated by the bosonic operators

$$
\begin{aligned}
\boldsymbol{\alpha} & =\sum_{p=1}^{N}\left(u_{p} \mathbf{a}_{\vec{k}, p}+v_{p} \mathbf{b}_{-\vec{k}, p}^{\dagger}\right), \\
\boldsymbol{\beta} & =\sum_{p=1}^{N}\left(u_{p} \mathbf{b}_{-\vec{k}, p}+v_{p} \mathbf{a}_{\vec{k}, p}^{\dagger}\right),
\end{aligned}
$$

where the amplitudes are given by

$$
\begin{aligned}
& u_{p}=U(-1)^{p} \sinh _{\cosh }^{\sin }\left(\vartheta\left(p-\frac{N+1}{2}\right)\right)+O U_{\sinh }^{\cosh }\left(\varphi\left(p-\frac{N+1}{2}\right)\right) \\
& v_{p}=-R U(-1)^{p} \sinh \left(\vartheta\left(p-\frac{N+1}{2}\right)\right)+R O U_{\cosh }^{\cosh }\left(\varphi\left(p-\frac{N+1}{2}\right)\right),
\end{aligned}
$$

with the ratios

$$
\begin{aligned}
R & =\frac{\omega+2 \cosh \varphi}{(6+2 \kappa)+\varepsilon}, \\
O & =\frac{\left.\begin{array}{c}
\sinh \\
\cosh \\
\cosh \\
\sinh \\
\sin \\
2
\end{array} \frac{N+1}{2} \varphi\right)+((4 \rho-5) R+\omega((\rho-1)))_{\cosh }^{\cosh }\left(\frac{N-1}{2} \vartheta\right)}{\cosh },
\end{aligned}
$$

and the normalisation

$$
\begin{aligned}
& \frac{2}{\left(1-R^{2}\right) U^{2}}=\frac{\sinh (N \vartheta)}{\sinh \vartheta}+O^{2} \frac{\sinh (N \varphi)}{\sinh \varphi} \mp N\left(1-O^{2}\right) \\
& \quad+4 O \frac{1+R^{2} \sinh }{1-R^{2}} \frac{\cosh \left(\frac{N+1}{2} \vartheta\right) \begin{array}{l}
\cosh \left(\frac{N-1}{\sinh }\left(\frac{N-1}{2} \varphi\right)+\sinh _{\cosh }\left(\frac{N-1}{2} \vartheta\right){ }_{\cosh }^{\cosh }\left(\frac{N+1}{2} \varphi\right)\right.
\end{array} \omega+2 \cosh \varphi}{} .
\end{aligned}
$$

Finally, the operators $\mathbf{a}_{\vec{k}, p}$ and $\mathbf{b}_{-\vec{k}, p}$ are planar sublattice spin flip waves given by

$$
\begin{aligned}
\mathbf{a}_{\vec{k}, p} & =\frac{1}{2 G+2} \sum_{\vec{r}} e^{\iota \vec{k} \cdot \vec{r}} \mathbf{a}_{p, \vec{r}}, \\
\mathbf{b}_{-\vec{k}, p} & =\frac{1}{2 G+2} \sum_{\vec{r}} e^{-\iota \vec{k} \cdot \vec{r}} \mathbf{b}_{p, \vec{r}},
\end{aligned}
$$

in which the operators $\mathbf{a}_{p, \vec{r}}$ and $\mathbf{b}_{p, \vec{r}}$ are Holstein-Primakoff operators associated with spin flips at each lattice site in the spin-up and spin-down sublattices, respectively.

Normally, there are $N$ solutions to the frequencies $\vartheta$ and $\varphi$, and hence $N$ magnon pairs, for each planar wave vector $\vec{k}$ in the Brillouin zone. All these magnons have energy quanta that lie within a bulk/mixed continuum similar to the one shown in figure 2.38, except possibly one or two surface magnon branches which lie below.

Energy Spectrum of the Antiferromagnetic Layer


Figure 2.38: The energy spectrum of the finite antiferromagnetic layer for $\kappa=0.002$.
Note however that our solutions do not comprise magnons with an energy quantum $\varepsilon$ larger than $(6+2 \kappa)$, as discussed in section 2.14.

## Chapter 3

## Metallic Layer

With the magnonic eigenstates calculated, we move on to calculating the energy eigenstates of the finite metallic conductor layer. We follow a similar approach as in chapter 2, and begin our treatment with a proper description of the metallic model.

### 3.1 Model

On the metallic side of the junction, our model is initially quite similar to the model on the antiferromagnetic side. Here too is a simple cubic lattice with the same lattice constant $l$. Furthermore, the lattice has $N$ lattice planes in the x-direction which stretch out into infinity in the $y$ - and z-directions, so we are again considering a layer of finite depth. While the lattice constant $l$ is the same on both sides of the junction, we allow for a different number of x-planes on this side. Hence, the $N$ in this chapter is not necessarily the same as the $N$ in chapter 2 .

For clarity, the notation throughout this chapter will mostly be similar to the notation in chapter 2 whenever the situation is analogous. Hence we label each lattice plane with $\mathbb{P}$ and an index from 1 to $N$, so that the plane closest to the junction is called $\mathbb{P}_{1}$ and so on. (Note that the coordinate system has been rotated 180 degrees compared to the coordinate system used in chapter 2.) The whole metallic layer is labelled $\mathbb{M}$, so that $\mathbb{M}=\bigcup_{n} \mathbb{P}_{n}$. Finally the lattice sites are given by an equation identical to (2.1) for all integers $p$ between 1 and $N$, and all integers $m$ and $n$.

Because of the interaction with the antiferromagnetic layer, we will need two sublattices $\mathbb{A}$ and $\mathbb{B}$ in the metallic layer as well. Define $\mathbb{A}_{1}$ and $\mathbb{B}_{1}$ to be the sublattices of $\mathbb{P}_{1}$ next to antiferromagnetic up and down spins, respectively. Then the two sublattices can be extended to the rest of the metallic layer so that each site in sublattice $\mathbb{A}$ is the nearest neighbour of four sites in sublattice $\mathbb{B}$ and vice versa (in analogy to the sublattices in chapter 2). Of course, the Néel order is not present in the metallic layer in the same sense as in the antiferromagnetic layer, but we will see that in some sense, the order spreads into the metallic layer as well.

The metallic lattice is not a spin lattice like in the antiferromagnetic case. Instead, it is a hopping lattice in which electrons can hop between orbitals localised on each lattice site. We use a modified tight-binding model to describe the electronic interactions. In addition to the usual hopping term, our tight-binding model has a spin interaction term that couples electrons in the surface plane $\mathbb{P}_{1}$ to the antiferromagnetic spins on the other side of the junction. More specifically, the Hamiltonian operator is

$$
\begin{align*}
& \mathbf{H}=\frac{I s}{2} \sum_{\vec{a} \in \mathbb{A}_{1}}\left(\mathbf{c}_{\uparrow \vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}-\mathbf{c}_{\downarrow \vec{a}}^{\dagger} \mathbf{c}_{\downarrow \vec{a}}\right)-\frac{I s}{2} \sum_{\vec{b} \in \mathbb{B}_{1}}\left(\mathbf{c}_{\uparrow \vec{b}}^{\dagger} \mathbf{c}_{\uparrow \vec{b}}-\mathbf{c}_{\downarrow \vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}\right) \\
&-H \sum_{m, \vec{q}: \vec{r} \in \mathbb{M}}\left(\mathbf{c}_{m \vec{q}}^{\dagger} \mathbf{c}_{m \vec{r}}+\mathbf{c}_{m \vec{r}}^{\dagger} \mathbf{c}_{m \vec{q}}\right), \tag{3.1}
\end{align*}
$$

where $I$ is the spin exchange parameter across the interface, $s$ is the spin quantum number of the antiferromagnetic spins, $H$ is the metallic hopping parameter and $\mathbf{c}_{m \vec{r}}^{\dagger}$ are fermionic operators creating an electron of spin $m$ ( $\uparrow$ or $\downarrow$ ) on the lattice site $\vec{r}$. An overview of the metallic layer model is given in figure 3.1.


Figure 3.1: Our model for the metallic side of the junction. (Here for 6 planes.) The hopping parameter $H$ is the same throughout the metal. The surface plane $\mathbb{P}_{1}$ is coupled with spin exchange parameter $I$ to the antiferromagnetic layer, which is taken to be in the Néel state.

From our thorough discussion in chapter 2, we know all too well that the antiferromagnetic layer can be in other states than the Néel state. The Néel state corresponds to magnonic vacuum, but any number of magnons could be added to the system. However, the Néel state is the state of the antiferromagnetic layer to the zeroth order in the magnon operators $\boldsymbol{\alpha}_{\boldsymbol{\bullet}}$ and $\boldsymbol{\beta}_{\boldsymbol{\bullet}}$. Correspondingly, the interaction term in (3.1) is the spin interaction across the junction to the zeroth order in the same magnon operators. A small number of magnons was the assumption that let us introduce the approximate Holstein-Primakoff transformation (2.12) back in chapter 2 in the first place, so this simplification makes sense. We will consider the spin interaction across the junction to the first order in magnon operators as a small perturbation in chapter 4. This perturbation will then give rise to spin transport across the junction.

As in the case of the antiferromagnetic layer, our goal is to transform the Hamiltonian (3.1) into the simple diagonal form

$$
\begin{equation*}
\mathbf{H}=\sum_{n} \epsilon_{n} \mathbf{c}_{n}^{\dagger} \mathbf{c}_{n}, \tag{3.2}
\end{equation*}
$$

this time for fermionic operators $\mathbf{c}$. that satisfy the simple anticommutation relation

$$
\begin{equation*}
\mathbf{c}_{i} \mathbf{c}_{j}^{\dagger}=-\mathbf{c}_{j}^{\dagger} \mathbf{c}_{i}+\delta_{i j} \tag{3.3}
\end{equation*}
$$

for all integers $i$ and $j$. Then the energy quanta of the system can be extracted as $\epsilon_{\bullet}$. We will use a somewhat similar approach to chapter 2, starting with a sublattice Fourier transformation in the next section.

### 3.2 Fourier transformation

To do a Fourier transformation on the metal Hamiltonian (3.1), we must introduce various planar lattices analogous to the ones described in detail back in chapter 2 section 2.4. Introduce first the planar sublattice vectors $\vec{l}_{1}$ and $\vec{l}_{2}$ given in (2.19) that span the sublattices $\mathbb{A}_{p}$ and $\mathbb{B}_{p}$ of each plane $\mathbb{P}_{p}$, and then their reciprocal lattice vectors $\vec{g}_{1}$ and $\vec{g}_{2}$ given in (2.22). If we assume (as on the antiferromagnetic side) that these planar sublattices have $G$ sites in each negative direction and $(G+1)$ sites in each positive direction, a planar wave lattice identical to the one given in (2.24) can be defined for the metallic layer. Finally, the useful sums (2.26) and (2.27) come with this lattice.

Two types of planar electronic operator waves can now be defined:

$$
\begin{align*}
& \mathbf{a}_{m \vec{k}, p}=\frac{1}{2 G+2} \sum_{\vec{a} \in \mathbb{A}_{p}} e^{\iota \vec{k} \cdot \vec{a}} \mathbf{c}_{m \vec{a}}, \\
& \mathbf{b}_{m \vec{k}, p}=\frac{1}{2 G+2} \sum_{\vec{b} \in \mathbb{B}_{p}} e^{\iota \vec{k} \cdot \vec{b}} \mathbf{c}_{m \vec{b}} . \tag{3.4}
\end{align*}
$$

Each operator wave has a defined spin $m(\uparrow$ or $\downarrow$ ), a defined planar wave vector $\vec{k}$ and a defined plane index $p$. Using the sum identity (2.27), these operators can be shown to be
fermionic with the normal anticommutation relation and the back transformation

$$
\begin{align*}
& \mathbf{c}_{m \vec{a}}=\frac{1}{2 G+2} \sum_{\vec{k}} e^{-\iota \vec{k} \cdot \vec{a}} \mathbf{a}_{m \vec{k}, p} \\
& \text { for } \quad \vec{a} \in \mathbb{A}_{p}  \tag{3.5}\\
& \mathbf{c}_{m \vec{b}}=\frac{1}{2 G+2} \sum_{\vec{k}} e^{-\iota \vec{k} \cdot \vec{b}} \mathbf{b}_{m \vec{k}, p} \\
& \text { for } \quad \vec{b} \in \mathbb{B}_{p}
\end{align*}
$$

Splitting up the hopping term of the Hamiltonian (3.1) in intraplanar and interplanar terms,

$$
\begin{align*}
& \sum_{m, \vec{q} \cdot \vec{r} \in \mathbb{M}}\left(\mathbf{c}_{m \vec{q}}^{\dagger} \mathbf{c}_{m \vec{r}}+\mathbf{c}_{m \vec{r}}^{\dagger} \mathbf{c}_{m \vec{q}}\right)=\sum_{p=1}^{N}\left(\sum_{m, \vec{a} \in \mathbb{A}_{p}} \sum_{\vec{\delta}}\left(\mathbf{c}_{m \vec{a}}^{\dagger} \mathbf{c}_{m \vec{a}+\vec{\delta}}+\mathbf{c}_{m \vec{a}+\bar{\delta}}^{\dagger} \mathbf{c}_{m \vec{a}}\right)\right) \\
+ & \sum_{p=1}^{N-1}\left(\sum_{m, \vec{a} \in \mathbb{A}_{p}}\left(\mathbf{c}_{m \vec{a}}^{\dagger} \mathbf{c}_{m \vec{a}+\vec{l}_{x}}+\mathbf{c}_{m \vec{a}+\vec{l}_{x}}^{\dagger} \mathbf{c}_{m \vec{a}}\right)+\sum_{m, \vec{b} \in \mathbb{B}_{p}}\left(\mathbf{c}_{m \vec{b}}^{\dagger} \mathbf{c}_{m \vec{b}+\vec{l}_{x}}+\mathbf{c}_{m \vec{b}+\vec{l}_{x}}^{\dagger} \mathbf{c}_{m \vec{b}}\right)\right), \tag{3.6}
\end{align*}
$$

we can then substitute in the back transformations (3.5) to get

$$
\begin{align*}
& \sum_{m, \vec{q}: \vec{r} \in \mathbb{M}}\left(\mathbf{c}_{m \vec{q}}^{\dagger} \mathbf{c}_{m \vec{r}}+\mathbf{c}_{m \vec{r}}^{\dagger} \mathbf{c}_{m \vec{q}}\right)=\sum_{p=1}^{N} \sum_{m \vec{k}} \omega_{\vec{k}}\left(\mathbf{a}_{m \vec{k}, p}^{\dagger} \mathbf{b}_{m \vec{k}, p}+\mathbf{b}_{m \vec{k}, p}^{\dagger} \mathbf{a}_{m \vec{k}, p}\right) \\
& +\sum_{p=1}^{N-1} \sum_{m \vec{k}}\left(\mathbf{a}_{m \vec{k}, p}^{\dagger} \mathbf{b}_{m \vec{k}, p+1}+\mathbf{b}_{m \vec{k}, p+1}^{\dagger} \mathbf{a}_{m \vec{k}, p}+\mathbf{b}_{m \vec{k}, p}^{\dagger} \mathbf{a}_{m \vec{k}, p+1}+\mathbf{a}_{m \vec{k}, p+1}^{\dagger} \mathbf{b}_{m \vec{k}, p}\right), \tag{3.7}
\end{align*}
$$

where the wave parameter $\omega_{\vec{k}}$ was introduced just as in chapter 2 as (2.30). The diagonal terms stay diagonal,

$$
\begin{align*}
\sum_{\vec{a} \in \mathbb{A}_{1}} \mathbf{c}_{m \vec{a}}^{\dagger} \mathbf{c}_{m \vec{a}} & =\sum_{\vec{k}} \mathbf{a}_{m \vec{k}, 1}^{\dagger} \mathbf{a}_{m \vec{k}, 1}  \tag{3.8}\\
\sum_{\vec{b} \in \mathbb{B}_{1}} \mathbf{c}_{m \vec{b}}^{\dagger} \mathbf{c}_{m \vec{b}} & =\sum_{\vec{k}} \mathbf{b}_{m \vec{k}, 1}^{\dagger} \mathbf{b}_{m \vec{k}, 1} \tag{3.9}
\end{align*}
$$

and so the total Hamiltonian (3.1) can be split up as

$$
\begin{align*}
& \mathbf{H}= \frac{I s}{2} \sum_{\vec{k}}\left(\mathbf{a}_{\uparrow \vec{k}, 1}^{\dagger} \mathbf{a}_{\uparrow \vec{k}, 1}-\mathbf{a}_{\downarrow \vec{k}, 1}^{\dagger} \mathbf{a}_{\downarrow \vec{k}, 1}\right)-\frac{I s}{2} \sum_{\vec{k}}\left(\mathbf{b}_{\uparrow \vec{k}, 1}^{\dagger} \mathbf{b}_{\uparrow \vec{k}, 1}-\mathbf{b}_{\downarrow \vec{k}, 1}^{\dagger} \mathbf{b}_{\downarrow \vec{k}, 1}\right) \\
& \quad-H \sum_{m \vec{k}}\left(\sum_{p=1}^{N} \omega_{\vec{k}}\left(\mathbf{a}_{m \vec{k}, p}^{\dagger} \mathbf{b}_{m \vec{k}, p}+\mathbf{b}_{m \vec{k}, p}^{\dagger} \mathbf{a}_{m \vec{k}, p}\right)\right. \\
&\left.+\sum_{p=1}^{N-1}\left(\mathbf{a}_{m \vec{k}, p}^{\dagger} \mathbf{b}_{m \vec{k}, p+1}+\mathbf{b}_{m \vec{k}, p+1}^{\dagger} \mathbf{a}_{m \vec{k}, p}+\mathbf{b}_{m \vec{k}, p}^{\dagger} \mathbf{a}_{m \vec{k}, p+1}+\mathbf{a}_{m \vec{k}, p+1}^{\dagger} \mathbf{b}_{m \vec{k}, p}\right)\right) \tag{3.10}
\end{align*}
$$

Through the Fourier transformation, the metallic Hamiltonian has been separated over different cases of spin $m$ and planar wave vector $\vec{k}$. This is made clear by introducing partial Hamiltonians $\mathbf{h}_{m \vec{k}}$ as

$$
\mathbf{h}_{m \vec{k}}=\left[\begin{array}{ll}
\overline{\mathbf{a}}_{m \vec{k}}^{\dagger} & \overline{\mathbf{b}}_{m \vec{k}}^{\dagger}
\end{array}\right]\left[\begin{array}{cc} 
\pm \boxed{D} & C  \tag{3.11}\\
\hline C & \mp D
\end{array}\right]\left[\begin{array}{l}
\overline{\overline{\mathbf{a}}}_{m \vec{k}} \\
\overline{\mathbf{b}}_{m \vec{k}}
\end{array}\right]
$$

and recasting the Hamiltonian (3.10) to

$$
\begin{equation*}
\mathbf{H}=H \sum_{m \vec{k}} \mathbf{h}_{m \vec{k}} . \tag{3.12}
\end{equation*}
$$

In the expression for $\mathbf{h}_{m \vec{k}}$ above, the split signs refer to the two possible spin values of $m$ - the upper sign is for $\uparrow$ and the lower sign is for $\downarrow$. The vectors $\overline{\mathbf{a}}_{m \vec{k}}$ and $\overline{\mathbf{b}}_{m \vec{k}}$ run through all operators $\mathbf{a}_{m \vec{k}, p}$ and $\mathbf{b}_{m \vec{k}, p}$ respectively, for all indices $p$ from 1 to $N$. Thus they are column vectors of length $N$, and their adjoints $\overline{\mathbf{a}}_{m \vec{k}}^{\dagger}$ and $\overline{\mathbf{b}}_{m \vec{k}}^{\dagger}$ are row vectors of the same length running through all the adjoint operators.

The $N \times N$ matrices $D$ and $C$ are named in analogy to chapter 2 , but in this case, $D$ is not centrosymmetric,

$$
D=\left[\begin{array}{llll}
\lambda & & &  \tag{3.13}\\
& 0 & & \\
& & \ddots & \\
& & & 0
\end{array}\right]
$$

with its lone element $\lambda$ defined as the ratio

$$
\begin{equation*}
\lambda=\frac{I s}{2 H} \tag{3.14}
\end{equation*}
$$

and $C$ is tridiagonal,

$$
\triangle]=\left[\begin{array}{ccccc}
-\omega_{\vec{k}} & -1 & & &  \tag{3.15}\\
-1 & -\omega_{\vec{k}} & -1 & & \\
& -1 & \omega_{\vec{k}} & \ddots & \\
& & \ddots & \ddots & -1 \\
& & & -1 & -\omega_{\vec{k}}
\end{array}\right]
$$

Our task is then to diagonalise each partial Hamiltonian $\mathbf{h}_{m \vec{k}}$. From here on we omit the spin value $m$ and the planar wave vector $\vec{k}$ and concentrate on this task for a given case of parameters.

### 3.3 Unitary transformation

To do the next and final transformation, we look at symmetries of the Hamiltonian (3.10), just as we did in chapter 2 . In this case they include a symmetry with respect to a "sublattice swap/spin flip" $\mathbf{a} \leftrightarrow \mathbf{b} / \uparrow \leftrightarrow \downarrow$ (in which the two sublattices and the two spin values
are interchanged simultaneously), and an antisymmetry with respect to a "sublattice antiswap" $\mathbf{a} \rightarrow-\mathbf{b} / \mathbf{b} \rightarrow \mathbf{a}$ (in which the $\mathbf{b}$ operators are swapped with the a operators while the $\mathbf{a}$ operators are swapped with the negative of the $\mathbf{b}$ operators). Both symmetries are apparent in the matrix expression (3.11) for the partial Hamiltonian.

The first symmetry lets us concentrate on one particular spin value, say spin up, and then construct the spin down eigenstates by the sublattice swap/spin flip. Hence we will focus on the spin up case from here on.

The second antisymmetry provides a clue for the form of the transformation matrix in the following. Omit the index $\uparrow \vec{k}$ and introduce the new electron operators $\bar{\gamma}$ by the transformation

$$
\bar{\gamma}=B\left[\begin{array}{l}
\overline{\mathbf{a}}  \tag{3.16}\\
\overline{\mathbf{b}}
\end{array}\right] .
$$

In other words, there are $2 N$ operators $\gamma_{\bullet}$, all linear combinations of the old wave operators $\mathbf{a}_{\bullet}$ and $\mathbf{b}_{\mathbf{\bullet}}$, with coefficients given in the rows of the transformation matrix $B$. Using the antisymmetry explained above, the form of $B$ can be chosen to be

$$
B=\left[\begin{array}{ll}
\mid o & w  \tag{3.17}\\
\hline w & -\square \\
\hline o
\end{array},\right.
$$

because the lower half of $B$ then corresponds to the "antiswapped" eigenstates. Since the Hamiltonian is antisymmetric with respect to this swap, the energy quanta of these lower states will have the negative value of their upper counterparts. Ordering then all positive energy eigenstates in the upper half, we can split the vector $\bar{\gamma}$ as follows:

$$
\bar{\gamma}=\left[\begin{array}{l}
\bar{\gamma}^{+}  \tag{3.18}\\
\bar{\gamma}^{-}
\end{array}\right]
$$

Enforcing canonicality of the transformation so that all the new operators $\gamma_{\bullet}$ are also fermionic, we end up with the following constraints on the submatrices $o$ and $w$ :

From these we can construct the inverse of $\bar{B}$ by noting that
which means that

$$
\underline{B}^{-1}=\left[\begin{array}{cc}
\underline{\sigma}^{\dagger} & \left.\right|^{w}  \tag{3.21}\\
\\
\underline{w}^{\dagger} & -{-\sigma^{\prime}}^{\dagger}
\end{array}\right]=\underline{B}^{\dagger},
$$

and so the canonicality condition for $B$ in this case is that it be unitary. The back transformation is then simply

$$
\left[\begin{array}{c}
\overline{\mathbf{a}}  \tag{3.22}\\
\overline{\mathbf{b}}
\end{array}\right]=B^{\dagger} \bar{\gamma}
$$

Since we concentrate on the case of spin up, we can define the coefficient matrix $A$ as

$$
A=\left[\begin{array}{cc}
\boxed{D} & -C  \tag{3.23}\\
\hline C & -D
\end{array}\right] .
$$

Diagonalisation of the spin up partial Hamiltonian in (3.11) through the transformation (3.16) then means that

$$
\begin{array}{|l|l|l|}
\hline B & A & B  \tag{3.24}\\
\hline
\end{array}=\begin{array}{|l}
\hline E \\
\hline
\end{array}
$$

where the diagonal energy matrix $E$ has the form

$$
E=\left[\begin{array}{ll}
\boxed{\epsilon} &  \tag{3.25}\\
& -\boxed{\epsilon}
\end{array}\right]
$$

for some diagonal submatrix $\epsilon$ with positive entries. (As explained above, the lower half of the energy quanta then have negative values due to the antisymmetry.) By the unitarity of $B$, the diagonalisation turns into an eigenequation

$$
\begin{array}{|l|l|}
\hline A & { }^{\dagger}=B^{\dagger} E  \tag{3.26}\\
\hline
\end{array}
$$

which shows that the columns of $B$ d $^{\dagger}$ must be the eigenvectors of the coefficient matrix $\triangle A$. Because $A$ is real and symmetric, its eigenvalues (that is, the energy quanta) are real, as they should be. Furthermore, since both $A$ and its eigenvalues are real, the eigenvectors can also be chosen to be real, so we do not need to consider complex candidates for the submatrices $\sigma$ and $w$.

### 3.4 Numerical diagonalisation

The eigenequation (3.26) can be solved numerically to find the eigenstates $\gamma_{\bullet}$ and energy quanta $\epsilon_{\bullet}$ of the metallic layer. The eigenstates are fermionic, so we will call them simply electrons from here on.

Since the coefficient matrix $A$ is real and symmetric, eigenvectors corresponding to different eigenvalues are always orthogonal. Thus after finding numerically the eigenvectors of $A$, the matrix of eigenvectors can be made unitary by normalisation of each eigenvector pair $\bar{b}_{n}$ and $\bar{b}_{N+n}$ for all indices $n$ between 1 and $N$. This is achieved easily by calculating the quantity

$$
\begin{equation*}
P_{n}=\sum_{p}\left(o_{n p}^{2}+w_{n p}^{2}\right), \tag{3.27}
\end{equation*}
$$

which is always positive, and rescaling the two eigenvectors by $\sqrt{\frac{1}{P_{n}}}$.
The solver script introduced in chapter 2 was extended with a new class MetalSolver, based on the MagnetSolver class but adjusted to find the eigenstates of the metallic layer instead of the antiferromagnetic layer. In figure 3.2, the electrons of a 6-plane metallic layer are plotted for the specified values of $\lambda$ and $\omega$. The plots were found by numerical diagonalisation in the class method calcNumElectrons.

> Electrons of the Metallic Layer
> $(N=6, \lambda=0.80, \omega=4.00)$


Figure 3.2: The electrons of a 6-plane metallic layer for the given parameters. The amplitudes $o_{p}$ and $w_{p}$ are plotted in green and red, respectively. Note that each plot represents two electrons one with spin up and one with spin down.

We see that there is no parity over the middle plane in the metallic case. This makes sense because our metallic model is asymmetric. Each plot in the figure represents two electrons with opposite spin values. However, further two electrons with negative energy quanta can be read out of the same plots by antiswapping the amplitudes $o_{p}$ and $w_{p}$ (swapping the amplitudes and negating one of them). In this sense, each plot actually represents four electrons.

### 3.5 Analytical equations

Having plotted numerical results in the previous section, we write out the element equations of the matrix eigenequation (3.26) to an analytical end. Writing it out blockwise, we get

$$
\begin{align*}
& \text { D } \bar{o}^{\dagger}+\boxed{C} \bar{w}{ }^{\dagger}=\sigma^{\dagger} \bar{\epsilon}, \tag{3.28}
\end{align*}
$$

and looking at a bulk element of these matrix equations we end up with the bulk equations

$$
\begin{align*}
\epsilon o_{p} & =-w_{p-1}-\omega w_{p}-w_{p+1}, \\
\epsilon w_{p} & =-o_{p-1}-\omega o_{p}-o_{p+1} \tag{3.30}
\end{align*}
$$

for all plane indices $p$ from 2 to $N-1$, while looking at the upper and lower elements we get the four surface equations

$$
\begin{align*}
(\epsilon-\lambda) o_{1} & =-\omega w_{1}-w_{2} \\
(\epsilon+\lambda) w_{1} & =-\omega o_{1}-o_{2} \\
\epsilon o_{N} & =-\omega w_{N}-w_{N-1} \\
\epsilon w_{N} & =-\omega o_{N}-o_{N-1} . \tag{3.31}
\end{align*}
$$

In these equations, the index $n$ labelling the different eigenstates is omitted, but keep in mind that there are $N$ such eigenstates, and then $N$ more by doing the sublattice antiswap, and finally $2 N$ more by doing the sublattice swap/spin flip on these. Thus in total, there are $4 N$ different eigenstates for each value of the wave parameter $\omega$.

If we can find an analytical solution for $o_{p}$ and $w_{p}$ which is valid for all integers $p$ (not only 1 to $N$ ) and solves the bulk equations (3.30) for all $p$, we can use the bulk equations for $p=1$ and $p=N$ to simplify the surface equations (3.31) to

$$
\begin{align*}
o_{0} & =\lambda w_{1}, \\
w_{0} & =-\lambda o_{1}, \\
o_{N+1} & =0, \\
w_{N+1} & =0 . \tag{3.32}
\end{align*}
$$

The two last of these extended surface equations tell us that such an analytical solution should have nodes at $o_{N+1}$ and $w_{N+1}$.

To find the analytical solutions, we will not use an ansatz like in chapter 2, but instead decouple the bulk equations and solve the resulting recurrence relations. The bulk equations (3.30) can be decoupled by introducing the two combinations

$$
\begin{align*}
x_{p} & =o_{p}+w_{p},  \tag{3.33}\\
y_{p} & =o_{p}-w_{p} \tag{3.34}
\end{align*}
$$

and respectively add and subtract the two bulk equations to get

$$
\begin{align*}
\epsilon x_{p} & =-x_{p-1}-\omega x_{p}-x_{p+1},  \tag{3.35}\\
\epsilon y_{p} & =y_{p-1}+\omega y_{p}+y_{p+1} . \tag{3.36}
\end{align*}
$$

These equations can then be recast to the second order recurrence relations

$$
\begin{align*}
x_{p+1} & =-(\omega+\epsilon) x_{p}-x_{p-1},  \tag{3.37}\\
y_{p+1} & =-(\omega-\epsilon) y_{p}-y_{p-1} . \tag{3.38}
\end{align*}
$$

Similarly the surface equations (3.32) can be added and subtracted to get

$$
\begin{align*}
x_{0} & =-\lambda y_{1}, \\
y_{0} & =\lambda x_{1}, \\
x_{N+1} & =0, \\
y_{N+1} & =0 . \tag{3.39}
\end{align*}
$$

To find solutions for $x_{p}$ and $y_{p}$, we have to solve the characteristic polynomials of the recurrence relations (3.37) and (3.38). These have the respective roots

$$
\begin{align*}
& \chi_{ \pm}=-\frac{\omega+\epsilon}{2} \pm \sqrt{\left(\frac{\omega+\epsilon}{2}\right)^{2}-1}  \tag{3.40}\\
& v_{ \pm}=-\frac{\omega-\epsilon}{2} \pm \sqrt{\left(\frac{\omega-\epsilon}{2}\right)^{2}-1} \tag{3.41}
\end{align*}
$$

Note already that neither $\chi_{ \pm}$nor $v_{ \pm}$can be zero, but

$$
\begin{align*}
& \chi_{+} \chi_{-}=1,  \tag{3.42}\\
& v_{+} v_{-}=1, \tag{3.43}
\end{align*}
$$

which means that $\chi_{-}$is the inverse of $\chi_{+}$and $v_{-}$is the inverse of $v_{+}$.
Let us define some ranges of energy based on the roots above. We will say that

- the energy is within the lower continuum if $\left(\frac{\omega+\epsilon}{2}\right)^{2} \leq 1$,
- the energy is within the upper continuum if $\left(\frac{\omega-\epsilon}{2}\right)^{2} \leq 1$.

The lower continuum then corresponds to energy quanta $\epsilon$ between $(-\omega-2)$ and $(-\omega+2)$, while the upper continuum corresponds to energy quanta $\epsilon$ between $(\omega-2)$ and $(\omega+2)$.

Note that when $\omega=2$ the two continua touch, and when $\omega<2$ they overlap. When $\omega>2$ however, there is a gap between the two continua. It may seem arbitrary to call the two ranges "continua" now, but this will make sense by the end of the chapter. With the given terminology in mind, it is clear from (3.40) that $\chi_{ \pm}$is complex for energy quanta within the lower continuum, and real for energy quanta outside the lower continuum. In the special case of an electron on the edge of the lower continuum $\left(\left(\frac{\omega+\epsilon}{2}\right)^{2}=1\right)$, the two roots $\chi_{ \pm}$coincide and become the degenerate root

$$
\begin{equation*}
\chi=-\frac{\omega+\epsilon}{2} . \tag{3.44}
\end{equation*}
$$

Similarly, it is clear from (3.41) that $v_{ \pm}$is complex for energy quanta within the upper continuum and real for energy quanta outside the upper continuum. In the special case of an electron on the edge of the upper continuum $\left(\left(\frac{\omega-\epsilon}{2}\right)^{2}=1\right)$, the two roots $v_{ \pm}$coincide and become the degenerate root

$$
\begin{equation*}
v=-\frac{\omega-\epsilon}{2} . \tag{3.45}
\end{equation*}
$$

Solutions to the recurrence relations (3.37) and (3.38) normally take the general form

$$
\begin{align*}
& x_{p}=X \chi_{+}^{p}+U \chi_{-}^{p},  \tag{3.46}\\
& y_{p}=Y v_{+}^{p}+V v_{-}^{p} \tag{3.47}
\end{align*}
$$

for some amplitudes $X, U, Y$ and $V$. But in the special case of an electron on the edge of the lower continuum, $x_{p}$ instead takes the form

$$
\begin{equation*}
x_{p}=(X p+U) \chi^{p}, \tag{3.48}
\end{equation*}
$$

and in the case of an electron on the edge of the upper continuum, $y_{p}$ takes the form

$$
\begin{equation*}
y_{p}=(Y p+V) v^{p} . \tag{3.49}
\end{equation*}
$$

(These are all well known results for second order recurrence relations which are also fairly easy to prove.) The four unknown amplitudes $X, U, Y$ and $V$ and the energy quantum $\epsilon$ can be determined from the four surface equations (3.39) and the normalisation

$$
\begin{equation*}
\sum_{p=1}^{N}\left(o_{p}^{2}+w_{p}^{2}\right)=1 \tag{3.50}
\end{equation*}
$$

which comes from the canonicality condition (3.19). In terms of $x_{p}$ and $y_{p}$, this normalisation is

$$
\begin{equation*}
\sum_{p=1}^{N} \frac{x_{p}^{2}+y_{p}^{2}}{2}=1 \tag{3.51}
\end{equation*}
$$

The two last of the surface equations (3.39) can be used to eliminate the amplitudes $U$ and $V$ already. Substituting the general solutions (3.46) and (3.47) into them provides

$$
\begin{gathered}
X \chi_{+}^{N+1}+U \chi_{-}^{N+1}=0, \\
Y v_{+}^{N+1}+V v_{-}^{N+1}=0
\end{gathered}
$$

which can be rewritten using $\chi_{+} \chi_{-}=1$ and $v_{+} v_{-}=1$ to

$$
\begin{align*}
& U=-\chi_{+}^{2(N+1)} X,  \tag{3.52}\\
& V=-v_{+}^{2(N+1)} Y, \tag{3.53}
\end{align*}
$$

and entered back into the general solutions to get

$$
\begin{align*}
& x_{p}=X \chi_{+}^{N+1}\left(\chi_{+}^{p-(N+1)}-\chi_{-}^{p-(N+1)}\right),  \tag{3.54}\\
& y_{p}=Y v_{+}^{N+1}\left(v_{+}^{p-(N+1)}-v_{-}^{p-(N+1)}\right) . \tag{3.55}
\end{align*}
$$

In the case of electrons on the edge of the lower continuum, the general solution (3.48) for $x_{p}$ has to be used instead, whose substitution into the third surface equation in (3.39) yields

$$
(N+1) X+U=0
$$

which can be rewritten to

$$
\begin{equation*}
U=-(N+1) X \tag{3.56}
\end{equation*}
$$

and entered back into the general solution to get

$$
\begin{equation*}
x_{p}=X(p-(N+1)) \chi^{p} . \tag{3.57}
\end{equation*}
$$

Similarly, in the case of electrons on the edge of the upper continuum, the general solution (3.49) for $y_{p}$ has to be used instead, and this in combination with the fourth surface equation in (3.39) yields

$$
\begin{equation*}
V=-(N+1) Y \tag{3.58}
\end{equation*}
$$

and thus

$$
\begin{equation*}
y_{p}=Y(p-(N+1)) v^{p} . \tag{3.59}
\end{equation*}
$$

Recall from section 3.3 that for any allowed energy quantum $\epsilon$, the energy quantum of opposite sign is also allowed, and the corresponding electron can be constructed simply by antiswapping the amplitudes $o_{p}$ and $w_{p}$. This allows us to concentrate only on the allowed positive energy quanta, as the allowed negative energy quanta can then be found by the antiswap.

First we restrict our focus to positive energy quanta in the upper continuum and above. For $\omega \leq 2$, all these satisfy $-\frac{\omega-\epsilon}{2} \geq-\frac{\omega}{2}$, which allows us to write

$$
\begin{equation*}
-\frac{\omega-\epsilon}{2}=\cosh \psi \tag{3.60}
\end{equation*}
$$

for some frequency $\psi$. If $\psi$ is taken to be either purely imaginary between 0 and $\iota \arccos \left(-\frac{\omega}{2}\right)$ or real above 0 , then every value can be taken with a suitable choice of $\psi$. For $\omega>2$, the quanta instead satisfy $-\frac{\omega-\epsilon}{2} \geq-1$, so in this case $\psi$ should instead take imaginary values between 0 and $\iota \pi$ or real values above 0 . The imaginary values $\psi=0$ and $\psi=\iota \pi$ correspond to electrons at the top and bottom of the upper continuum, respectively. Other imaginary values of $\psi$ correspond to electrons within the upper continuum, while real values of $\psi$ correspond to electrons above the upper continuum.

Note now that

$$
\begin{equation*}
-\frac{\omega+\epsilon}{2}=\frac{\omega-\epsilon}{2}-\omega=-\cosh \psi-\omega, \tag{3.61}
\end{equation*}
$$

which means that $-\frac{\omega+\epsilon}{2}$ takes on values from $(1-\omega)$ and down. If we write

$$
\begin{equation*}
-\frac{\omega+\epsilon}{2}=-\cosh \xi \tag{3.62}
\end{equation*}
$$

for some purely imaginary frequency $\xi$ between 0 and $\iota \pi$ or some real frequency $\xi$ above 0 , every value from 1 and down can be taken with a suitable choice of $\xi$. Like in the case of $\psi$, the imaginary values $\xi=0$ and $\xi=\iota \pi$ correspond to electrons at the top and bottom of the lower continuum, respectively, while other imaginary values of $\xi$ correspond to electrons within the lower continuum and real values of $\xi$ correspond to electrons below the lower continuum. However, the frequencies $\xi$ and $\psi$ are related through

$$
\begin{equation*}
\cosh \xi=\cosh \psi+\omega \tag{3.63}
\end{equation*}
$$

so $\xi$ is actually restricted by $\psi$. Furthermore, we recognise this link between the frequencies $\psi$ and $\xi$ as the exact same relation as we had between the frequencies $\varphi$ and $\vartheta$ back in chapter 2. Then the visualisation introduced in section 2.10 applies, and all threshold frequencies carry over.

Before we look at these threshold frequencies, we move on to see another analogy to the antiferromagnetic layer. With the given defining equations (3.60) and (3.62) for $\psi$ and $\xi$, the characteristic roots $\chi_{ \pm}$and $v_{ \pm}$take the simple forms

$$
\begin{align*}
& \chi_{ \pm}=-\cosh \xi \pm \sqrt{\cosh ^{2} \xi-1}=-(\cosh \xi \mp \sinh \xi)=-e^{\mp \xi}  \tag{3.64}\\
& v_{ \pm}=\cosh \psi \pm \sqrt{\cosh ^{2} \psi-1}=\cosh \psi \pm \sinh \psi=e^{ \pm \psi} \tag{3.65}
\end{align*}
$$

and so the general solutions become, after absorbing all constant factors into $X$ and $Y$,

$$
\begin{align*}
x_{p} & =X(-1)^{p} \sinh (\xi(p-(N+1))),  \tag{3.66}\\
y_{p} & =Y \sinh (\psi(p-(N+1))) \tag{3.67}
\end{align*}
$$

with $x_{p}$ replaced by

$$
\begin{equation*}
x_{p}=X(-1)^{p}(p-(N+1)) e^{p \xi} \tag{3.68}
\end{equation*}
$$

in the special case of solutions on the edge of the lower continuum ( $\xi$ equal to 0 or $\iota \pi$ ), and $y_{p}$ replaced by

$$
\begin{equation*}
y_{p}=Y(p-(N+1)) e^{p \psi} \tag{3.69}
\end{equation*}
$$

in the special case of solutions on the edge of the upper continuum ( $\psi$ equal to 0 or $\iota \pi$ ). The sine functions in (3.66) and (3.67) can be either hyperbolic or trigonometric based on the frequencies $\xi$ and $\psi$. Inspired by the terminology for magnons in chapter 2, we will then distinguish between three main types of electrons:

- surface electrons with two real frequencies,
- bulk electrons with two imaginary frequencies,
- mixed electrons with one real and one imaginary frequency.

For bulk electrons and mixed electrons, $\psi$ is imaginary, so their energy quanta lie within the upper continuum. Surface electrons on the other hand have real values of $\psi$ and energy quanta above the upper continuum. By antisymmetry there is always another electron with energy quantum on the opposite side of zero, so there are also corresponding bulk electrons and mixed electrons within the lower continuum, and corresponding surface electrons below.

From the defining equation (3.60), we get the metallic dispersion relation

$$
\begin{equation*}
\epsilon=\omega+2 \cosh \psi \tag{3.70}
\end{equation*}
$$

which allows us to study the threshold frequencies of the metallic layer and the corresponding threshold energies. The threshold frequency

$$
\begin{equation*}
\psi_{0}=\iota \arccos \left(-\frac{\omega}{2}\right) \tag{3.71}
\end{equation*}
$$

for $\omega \leq 2$ corresponds to the energy quantum $\epsilon=0$, while the bottom threshold frequency

$$
\begin{equation*}
\psi_{V}=\iota \pi \tag{3.72}
\end{equation*}
$$

for $\omega>2$ corresponds to the bottom threshold energy

$$
\begin{equation*}
\epsilon_{\mathrm{V}}=(\omega-2) \tag{3.73}
\end{equation*}
$$

The bulk threshold frequency

$$
\begin{equation*}
\psi_{B}=\iota \arccos (1-\omega) \tag{3.74}
\end{equation*}
$$

for $\omega \leq 2$ corresponds to the bulk threshold energy

$$
\begin{equation*}
\epsilon_{B}=2-\omega \tag{3.75}
\end{equation*}
$$

at the top edge of the lower continuum (but still within the upper continuum). For imaginary $\psi$ values below this, $\xi$ is pushed onto the real frequency branch and the electrons become mixed electrons with energy quanta above $\epsilon_{B}$. Finally, the surface threshold frequency

$$
\begin{equation*}
\psi_{S}=0 \tag{3.76}
\end{equation*}
$$

corresponds to the surface threshold energy

$$
\begin{equation*}
\epsilon_{S}=\omega+2 \tag{3.77}
\end{equation*}
$$

at the top edge of the upper continuum. Electrons with real values of $\psi$ are surface electrons with energy quanta above $\epsilon_{S}$.

The general solutions in equations (3.66)-(3.69) satisfy both the bulk recurrence relations (3.37) and (3.38), as well as the two last surface equations in (3.39). Now we will make sure that they also satisfy the two first surface equations. In the next section we look at bulk electrons, mixed electrons and surface electrons, which are not at any threshold, but within or above the upper continuum. Then in section 3.7 we look at the threshold electrons for which the special edge solutions (3.68) and (3.69) must be used.

### 3.6 Bulk, mixed and surface electrons

Consider electrons which are not on any threshold at all - that is, the frequencies $\xi$ and $\psi$ are either real above 0 or imaginary between 0 and $\iota \pi$, but not any of the threshold frequencies specified in the previous section. The two first surface equations in (3.39) then become

$$
\begin{align*}
& -X \sinh ((N+1) \xi)=\lambda Y \sinh (N \psi) \\
& -Y \sinh ((N+1) \psi)=\lambda X \sinh (N \xi) \tag{3.78}
\end{align*}
$$

when plugging in the general solutions (3.66) and (3.67). Note that $\sinh ((N+1) \psi)$ and $\sinh (N \psi)$ cannot be zero at the same time, because this would imply that $\psi=\iota \frac{m}{N+1} \pi=$ $\iota \frac{n}{N} \pi$ for two integers $m$ and $n$, which is only possible if $\psi$ is 0 or $\iota \pi$, corresponding to threshold electrons. The same goes for $\sinh ((N+1) \xi)$ and $\sinh (N \xi)$. From the equations above it is then clear that neither $X$ nor $Y$ can be set to zero without also forcing the other one to be zero. (This argument fails when $\lambda=0$, but we will consider this special case later, in section 3.12.)

Multiply the first of the surface equations (3.78) with $-\sinh ((N+1) \psi)$ and use the last equation to get

$$
\begin{equation*}
\sinh ((N+1) \xi) \sinh ((N+1) \psi)-\lambda^{2} \sinh (N \xi) \sinh (N \psi)=0 \tag{3.79}
\end{equation*}
$$

after dividing away $X$. This equation provides the second connection between $\xi$ and $\psi$, much like the condition equation (2.114) in the case of magnons. Together with the link equation (3.63), it can be used to determine the allowed frequencies $\psi$ and $\xi$, and hence also the energy quanta $\epsilon$ through the dispersion relation (3.70). When all these quantities are known, the first of the surface equations (3.78) can be rewritten to

$$
\begin{equation*}
X=-\lambda Y \frac{\sinh (N \psi)}{\sinh ((N+1) \xi)} \tag{3.80}
\end{equation*}
$$

The final form of the general solution is then

$$
\begin{align*}
& x_{p}=-\lambda Y \sinh (N \psi) \frac{(-1)^{p} \sinh (\xi(p-(N+1)))}{\sinh ((N+1) \xi)} \\
& y_{p}=Y \sinh (\psi(p-(N+1))) \tag{3.81}
\end{align*}
$$

Before we move on to threshold electrons in the next section, we take a closer look at the condition equation (3.79) to find the exact number of surface solutions that are possible. To this end we rewrite it to

$$
\begin{equation*}
\lambda^{2}=\frac{\sinh ((N+1) \xi)}{\sinh (N \xi)} \frac{\sinh ((N+1) \psi)}{\sinh (N \psi)} \tag{3.82}
\end{equation*}
$$

and consider the hyperbolic sine ratio function

$$
\begin{equation*}
\operatorname{sirh}_{a} x=\frac{\sinh (a x)}{\sinh x} \tag{3.83}
\end{equation*}
$$

for some $a>1 \in \mathbb{R}$. Using the Taylor expansion of the hyperbolic sine function, it is clear that $\operatorname{sirh}_{a} 0=a$. Furthermore, the derivative of $\operatorname{sirh}_{a} x$ is

$$
\begin{equation*}
\frac{d}{d x} \operatorname{sirh}_{a} x=\frac{a \sinh x \cosh (a x)-\cosh x \sinh (a x)}{\sinh ^{2} x}, \tag{3.84}
\end{equation*}
$$

which is 0 for $x=0$. The sign of this derivative is necessarily the same as the sign of its nominator. But taking the derivative of the nominator, we see that

$$
\begin{equation*}
\frac{d}{d x}(a \sinh x \cosh (a x)-\cosh x \sinh (a x))=\left(a^{2}-1\right) \sinh x \sinh (a x) \tag{3.85}
\end{equation*}
$$

and this is positive for all $x>0$. In other words, the nominator of the derivative (3.84) is zero for $x=0$ and then strictly increasing for all $x>0$, so the derivative itself is positive for all $x>0$. Then the function $\operatorname{sirh}_{a} x$ as defined in (3.83) is a strictly increasing function for $x>0$.

This result about $\operatorname{sirh}_{a} x$ is what we need to prove that there can be a maximum of one surface solution to the condition equation (3.79). For surface electrons, we obtain the expression

$$
\begin{equation*}
\xi=\operatorname{arcosh}(\omega+\cosh \psi) \tag{3.86}
\end{equation*}
$$

from the link equation (3.63), and since both the hyperbolic cosine function and the area hyperbolic cosine function are strictly increasing functions for positive arguments, $\xi$ is a strictly increasing function of $\psi$. Rewriting equation (3.82) to

$$
\begin{equation*}
\lambda^{2}=\operatorname{sirh}_{\frac{N+1}{N}}(N \xi) \operatorname{sirh}_{\frac{N+1}{N}}(N \psi) \tag{3.87}
\end{equation*}
$$

we see that the right hand side is a strictly increasing function of $\psi$ for all real $\psi>0$. Then the equation can only have a single surface solution.

There are no solutions at all to equation (3.87) if $\lambda^{2}$ is less than or equal to the minimal value of the right hand side, which is its value at $\psi=0$. Thus the condition for surface electrons to appear is

$$
\begin{equation*}
\frac{N+1}{N} \frac{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}{\sinh (N \operatorname{arcosh}(1+\omega))}<\lambda^{2} \tag{3.88}
\end{equation*}
$$

The left hand side of this condition is also a strictly increasing function of $\omega$. If $\lambda$ is less than its overall minimum value, then no surface electrons appear for any values of the wave parameter $\omega$. Since the minimum value is $\left(\frac{N+1}{N}\right)^{2}$ at $\omega=0$, the threshold value of $\lambda$ for surface electrons to appear at all is

$$
\begin{equation*}
\lambda_{S}=\frac{N+1}{N} \tag{3.89}
\end{equation*}
$$

We have found the condition equation (3.79) and the general solution (3.81) for the electrons of the metallic layer. Furthermore, we have found a condition (3.88) for surface electrons to appear for any specific value of $\omega$, and an overall threshold $\lambda_{S}$ for surface electrons to appear at all. In the next section, we move on to threshold electrons.

### 3.7 Threshold electrons

At some of the threshold frequencies specified in the previous section, the electronic solutions take special forms of $x_{p}$ and $y_{p}$ given in (3.68) and (3.69). More specifically, (3.68) replaces the general solution (3.66) at the bulk threshold frequency $\psi_{B}$ given in (3.74) (which corresponds to the top of the lower continuum), while (3.69) replaces the general solution (3.67) at the bottom threshold frequency $\psi_{\vee}$ given in (3.72) or the surface threshold frequency $\psi_{S}$ given in (3.76)

For very special values of the wave parameter $\omega$, electrons can actually be at two of these thresholds simultaneously. In the case $\omega=0$, the bulk and surface threshold energies coincide at $\psi=\xi=0$, so there could be a threshold electron at the top of both continua. In this case the two continua completely overlap. In the case $\omega=2$, the bulk and bottom threshold energies coincide at $\psi=\iota \pi$ and $\xi=0$, which corresponds to a threshold electron at the bottom of the upper continuum which is simultaneously at the top of the lower continuum. In this case the two energy continua just touch each other.

Such double-threshold electrons have the general solutions for $x_{p}$ and $y_{p}$ given in (3.68) and (3.69). Substituting these into the two first surface equations in (3.39) however, the equations become

$$
\begin{align*}
& -(N+1) X=\lambda N Y e^{\psi} \\
& -(N+1) Y=\lambda N X e^{\xi} \tag{3.90}
\end{align*}
$$

and multiplying the first equation by $-(N+1)$ and then using the last equation it turns out that

$$
(N+1)^{2}-\lambda^{2} N^{2} e^{\psi+\xi}=0
$$

This is not possible in the case $\omega=2$ when $e^{\psi+\xi}=-1$, while in the case $\omega=0$ when $e^{\psi+\xi}=1$, it means that

$$
\begin{equation*}
\lambda=\frac{N+1}{N} \tag{3.91}
\end{equation*}
$$

which we recognise as the threshold value $\lambda_{S}$ defined in (3.89). Then, from the first equation above it follows that

$$
X=-\lambda \frac{N}{N+1} Y e^{\psi}=-Y
$$

To summarise, double-threshold electrons are only possible in the special case of $\omega=0$ and $\lambda=\lambda_{S}$. In this case, the energy quantum is $\epsilon=2$ and the corresponding amplitudes turn out to be

$$
\begin{align*}
& x_{p}=-Y(p-(N+1))(-1)^{p} \\
& y_{p}=Y(p-(N+1)) \tag{3.92}
\end{align*}
$$

Next, we look at the possibility of bulk threshold electrons which lie only at the top of the lower continuum. In this case the two first surface equations in (3.39) become

$$
\begin{align*}
-(N+1) X & =\lambda Y \sinh (N \psi), \\
-Y \sinh ((N+1) \psi) & =\lambda N X e^{\xi} . \tag{3.93}
\end{align*}
$$

Multiply the last equation by $-(N+1)$ and then use the first equation to get

$$
(N+1) \sinh ((N+1) \psi)-\lambda^{2} N e^{\xi} \sinh (N \psi)=0
$$

But in this case, $\psi=\iota \arccos (1-\omega)$ and $\xi=0$, so the condition equation above turns into

$$
\begin{equation*}
\frac{N+1}{N} \frac{\sin ((N+1) \arccos (1-\omega))}{\sin (N \arccos (1-\omega))}=\lambda^{2} \tag{3.94}
\end{equation*}
$$

Whenever this condition is fulfilled, the last surface equation above becomes

$$
Y=-\lambda X \frac{N}{\sin ((N+1) \arccos (1-\omega))}
$$

so the general solution for such electrons becomes

$$
\begin{align*}
& x_{p}=X(p-(N+1))(-1)^{p} \\
& y_{p}=-\lambda X N \frac{\sin ((p-(N+1)) \arccos (1-\omega))}{\sin ((N+1) \arccos (1-\omega))}, \tag{3.95}
\end{align*}
$$

with the bulk threshold energy $\epsilon=(2-\omega)$.
Bottom threshold electrons at $\psi_{\vee}$ for $\omega>2$ lie only at the bottom of the upper continuum. In this case the surface equations become

$$
\begin{align*}
-X \sinh ((N+1) \xi) & =\lambda N Y e^{\psi} \\
-(N+1) Y & =\lambda X \sinh (N \xi) \tag{3.96}
\end{align*}
$$

Multiply the first equation by $-(N+1)$ and then use the last equation to get

$$
\begin{equation*}
(N+1) \sinh ((N+1) \xi)-\lambda^{2} N e^{\psi} \sinh (N \xi)=0 \tag{3.97}
\end{equation*}
$$

But since $\psi=\iota \pi$ and $\xi=\operatorname{arcosh}(\omega-1)$ in this case, this equation reduces to

$$
\begin{equation*}
(N+1) \sinh ((N+1) \operatorname{arcosh}(\omega-1))+\lambda^{2} N \sinh (N \operatorname{arcosh}(\omega-1))=0 . \tag{3.98}
\end{equation*}
$$

Since both terms in the above equation are positive, we conclude that bottom threshold electrons at the bottom of the upper continuum for $\omega>2$ are never possible.

Finally we look at surface threshold electrons at the top of the upper continuum. The general solutions and the surface equations initially are the same as for the bottom threshold electrons considered above, so the surface equations become (3.96) and the corresponding condition equation becomes (3.97). However in this case, $\psi=0$ and $\xi=\operatorname{arcosh}(1+\omega)$, so the condition equation reduces to

$$
\begin{equation*}
\frac{N+1}{N} \frac{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}{\sinh (N \operatorname{arcosh}(1+\omega))}=\lambda^{2} \tag{3.99}
\end{equation*}
$$

which is solvable as long as $\lambda$ is above the threshold $\lambda_{S}$. We recognise this condition as the threshold of the condition (3.88) for surface electrons to appear. When this condition holds, the first of the surface equations in (3.96) can be rewritten to

$$
X=-\lambda Y \frac{N}{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}
$$

and the general solution becomes

$$
\begin{align*}
& x_{p}=-\lambda Y N \frac{\left.(-1)^{p} \sinh ((p-(N+1)) \operatorname{arcosh}(1+\omega))\right)}{\sinh ((N+1) \operatorname{arcosh}(1+\omega))} \\
& y_{p}=Y(p-(N+1)) \tag{3.100}
\end{align*}
$$

with the surface threshold energy $\epsilon=(\omega+2)$.
To summarise, the conditions (3.94) and (3.99) must be satisfied for bulk or surface threshold electrons to appear in the metallic layer. Hence, such threshold electrons only appear at specific values of the wave parameter $\omega$. While the bulk threshold condition is satisfied for many values of $\omega$, the surface threshold condition can only be satisfied for one value of $\omega$ at most. For $\omega$ values below this threshold, proper surface electrons appear, while for $\omega$ values above this threshold, only bulk and mixed electrons are possible.

### 3.8 Gap electrons

There is one type of electron which we have neglected so far, and that is electrons whose positive energy quanta lie within the gap mentioned back in section 3.5. The gap energy quanta fulfil $-\frac{\omega+\epsilon}{2}<-\frac{\omega}{2}$ and $-\frac{\omega-\epsilon}{2}<-1$ for $\omega>2$. Write then

$$
\begin{aligned}
& -\frac{\omega+\epsilon}{2}=-\cosh \xi \\
& -\frac{\omega-\epsilon}{2}=-\cosh \psi
\end{aligned}
$$

for some real frequency parameters $\xi$ and $\psi$. From this it is clear that

$$
\begin{equation*}
\epsilon=\omega-2 \cosh \psi \tag{3.101}
\end{equation*}
$$

while $\xi$ and $\psi$ are related through

$$
\begin{equation*}
\cosh \xi=\omega-\cosh \psi \tag{3.102}
\end{equation*}
$$

Since we only consider gap electrons with positive energy quanta $\epsilon$ between 0 and $(\omega-2)$, only $\psi$ values between 0 and $\operatorname{arcosh}\left(\frac{\omega}{2}\right)$ need to be considered.

With the definitions above, the characteristic roots $\chi_{ \pm}$and $v_{ \pm}$defined in (3.40) and (3.41) become

$$
\begin{align*}
& \chi_{ \pm}=-\cosh \xi \pm \sqrt{\cosh ^{2} \xi-1}=-(\cosh \xi \mp \sinh \xi)=-e^{\mp \xi}  \tag{3.103}\\
& v_{ \pm}=-\cosh \psi \pm \sqrt{\cosh ^{2} \psi-1}=-(\cosh \psi \mp \sinh \psi)=-e^{\mp \psi} \tag{3.104}
\end{align*}
$$

and so the general solutions have the form

$$
\begin{align*}
x_{p} & =X(-1)^{p} \sinh ((p-(N+1)) \xi),  \tag{3.105}\\
y_{p} & =Y(-1)^{p} \sinh ((p-(N+1)) \psi) \tag{3.106}
\end{align*}
$$

after absorbing all constant factors into $X$ and $Y$. Substituting these into the two first surface equations in (3.39), however, we get

$$
\begin{align*}
& -X \sinh ((N+1) \xi)=-\lambda Y \sinh (N \psi)  \tag{3.107}\\
& -Y \sinh ((N+1) \psi)=\lambda X \sinh (N \xi) \tag{3.108}
\end{align*}
$$

and multiplying the first of these equations with $\sinh ((N+1) \psi)$ we end up with the condition equation

$$
\begin{equation*}
\sinh ((N+1) \xi) \sinh ((N+1) \psi)+\lambda^{2} \sinh (N \xi) \sinh (N \psi)=0, \tag{3.109}
\end{equation*}
$$

which has no solutions for any real values of $\xi$ and $\psi$ above 0 . We conclude that gap electrons do not exist, and so the region between the two energy continua is a proper energy vacuum.

Having considered all the possible energy quanta of the metallic layer as well as found the corresponding equations, we proceed to normalise our solutions in the next section.

### 3.9 Normalisation

With the general solutions worked out for all the possible types of electrons, it is time to normalise them. We start by looking at bulk, mixed and surface electrons, whose general solution is given in (3.81). Plugging these into the normalisation (3.51), we get the equation

$$
\sum_{p=1}^{N}\left(\lambda^{2} Y^{2} \sinh ^{2}(N \psi) \frac{\sinh ^{2}(\xi(p-(N+1)))}{\sinh ^{2}((N+1) \xi)}+Y^{2} \sinh ^{2}(\psi(p-(N+1)))\right)=2
$$

Using the first identity in (2.135) this equation turns into

$$
\begin{array}{r}
\sum_{p=1}^{N}\left(\lambda^{2} \sinh ^{2}(N \psi) \frac{\cosh (2 \xi(p-(N+1)))-1}{\sinh ^{2}((N+1) \xi)}+(\cosh (2 \psi(p-(N+1)))-1)\right) \\
=\frac{4}{Y^{2}} . \tag{3.110}
\end{array}
$$

To sum up the hyperbolic cosine terms, we use equation (2.137) from section 2.11 with $(N+1)$ instead of $p_{m}$ to obtain

$$
\sum_{p=1}^{N} e^{ \pm \alpha(p-(N+1))}=\frac{\sinh \left(\frac{N+1}{2} \alpha\right)}{\sinh \left(\frac{\alpha}{2}\right)} e^{\mp\left(\frac{N}{2}+1\right) \alpha}-e^{\mp(N+1) \alpha}
$$

which yields the summation

$$
\begin{equation*}
\sum_{p=1}^{N} \cosh (\alpha(p-(N+1)))=\frac{\sinh \left(\frac{N+1}{2} \alpha\right)}{\sinh \left(\frac{\alpha}{2}\right)} \cosh \left(\left(\frac{N}{2}+1\right) \alpha\right)-\cosh ((N+1) \alpha) \tag{3.111}
\end{equation*}
$$

This equation applies to all phases $\alpha$. Then the normalisation above becomes

$$
\begin{align*}
& \lambda^{2} \frac{\sinh ^{2}(N \psi)}{\sinh ^{2}((N+1) \xi)}\left(\frac{\sinh ((N+1) \xi)}{\sinh \xi} \cosh ((N+2) \xi)-\cosh (2(N+1) \xi)-N\right) \\
& +\left(\frac{\sinh ((N+1) \psi)}{\sinh \psi} \cosh ((N+2) \psi)-\cosh (2(N+1) \psi)-N\right)=\frac{4}{Y^{2}} \tag{3.112}
\end{align*}
$$

for bulk, mixed and surface electrons.
Next we look at double threshold electrons. The general solution (3.92) provides the normalisation equation

$$
\sum_{p=1}^{N} Y^{2}(p-(N+1))^{2}=1
$$

which can be rewritten to

$$
\sum_{p=1}^{N} p^{2}=\frac{1}{Y^{2}}
$$

Using the pyramid number formula

$$
\begin{equation*}
\sum_{p=1}^{N} p^{2}=\frac{N(N+1)(2 N+1)}{6} \tag{3.113}
\end{equation*}
$$

the normalisation for double threshold electrons then becomes

$$
\begin{equation*}
\frac{2 N(N+1)(2 N+1)}{3}=\frac{4}{Y^{2}} . \tag{3.114}
\end{equation*}
$$

For bulk threshold electrons, the general solution (3.95) provides the normalisation equation

$$
\sum_{p=1}^{N}\left(X^{2}(p-(N+1))^{2}+\lambda^{2} X^{2} N^{2} \frac{\sin ^{2}((p-(N+1)) \arccos (1-\omega))}{\sin ^{2}((N+1) \arccos (1-\omega))}\right)=2
$$

which can be rewritten to

$$
\begin{aligned}
\frac{\lambda^{2} N^{2}}{\sin ^{2}((N+1) \arccos (1-\omega))} \sum_{p=1}^{N}(1-\cos (2(p-(N+1)) \arccos (1-\omega)))
\end{aligned} \quad \begin{aligned}
& +2 \sum_{p=1}^{N} p^{2}=\frac{4}{X^{2}}
\end{aligned}
$$

and then summed using (3.113) and (3.111) to give

$$
\begin{array}{r}
\frac{\lambda^{2} N^{2}}{\sin ^{2}((N+1) \arccos (1-\omega))}(N+\cos (2(N+1) \arccos (1-\omega)) \\
\left.-\frac{\sin ((N+1) \arccos (1-\omega))}{\sin \arccos (1-\omega)} \cos ((N+2) \arccos (1-\omega))\right) \\
\quad+\frac{N(N+1)(2 N+1)}{3}=\frac{4}{X^{2}} . \tag{3.115}
\end{array}
$$

Similarly for surface threshold electrons, the general solution (3.100) provides the normalisation equation

$$
\sum_{p=1}^{N}\left(\lambda^{2} Y^{2} N^{2} \frac{\sinh ^{2}((p-(N+1)) \operatorname{arcosh}(1+\omega))}{\sinh ^{2}((N+1) \operatorname{arcosh}(1+\omega))}+Y^{2}(p-(N+1))^{2}\right)=2
$$

which can be rewritten and summed using (3.113) and (3.111) to give

$$
\begin{array}{r}
-\frac{\lambda^{2} N^{2}}{\sinh ^{2}((N+1) \operatorname{arcosh}(1+\omega))}(N+\cosh (2(N+1) \operatorname{arcosh}(1+\omega)) \\
\left.-\frac{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}{\sinh \operatorname{arcosh}(1+\omega)} \cosh ((N+2) \operatorname{arcosh}(1+\omega))\right) \\
+\frac{N(N+1)(2 N+1)}{3}=\frac{4}{Y^{2}} . \tag{3.116}
\end{array}
$$

The normalisation equations (3.112), (3.114), (3.115) and (3.116) conclude our analytical work on the electronic solutions.

### 3.10 Electron plots

The class MetalSolver was now extended with a class method calcAnaElectrons similar to the calcAnaMagnons of the MagnetSolver class. This class method uses the results from sections 3.5-3.9 to find specific types of electrons by rooting the corresponding condition functions and calculating the electronic parameters. In figure 3.3 the electronic eigenstates of a 6-plane metallic layer are plotted for the specified values of $\lambda$ and $\omega$, which are the same as the ones used back in section 3.4. These plots were found by rooting the condition function shown in figure 3.4. We see that both the energy quanta and the amplitudes match exactly, so our analytical calculations in the sections 3.5-3.9 seem correct. In the figures 3.5, 3.6 and 3.7, the electronic eigenstates for other parametric values are plotted. In this case, both surface electrons, mixed electrons and bulk electrons appear. Because $\lambda$ (and thus the spin exchange across the junction) is set larger here, the electrons are even more asymmetric over the middle plane in this second case than in the first case.

Mixed Electrons of the Metallic Layer
( $N=6, \lambda=0.80, \omega=4.00$ )



Electron Group 4 ( $E=4.4661 H$ )



Electron Group $6(E=5.8057 H)$


Figure 3.3: The mixed electrons of a 6-plane metallic layer for the given parameters. The energy quanta as well as the amplitudes match exactly to the electrons in figure 3.2.


Figure 3.4: Condition function for mixed electrons in a 6-plane metallic layer for the given parameters. The found roots are marked with points.


Figure 3.5: The surface electrons of a 6-plane metallic layer for the given parameters.

Mixed Electrons of the Metallic Layer

$$
(N=6, \lambda=3.20, \omega=1.70)
$$



Figure 3.6: The mixed electrons of a 6-plane metallic layer for the given parameters.


Figure 3.7: The bulk electrons of a 6-plane metallic layer for the given parameters.

### 3.11 Energy spectrum

We will summarise what we found about the energy spectrum of the metallic layer in this section. As in the previous sections we consider only positive energy electrons, but remember that for each such electron, there is a corresponding electron with negative energy, and furthermore two corresponding electrons of opposite spin. Therefore, we actually talk about electron groups rather than single electrons in the following discussion, and the energy spectrum plots can be mirrored over the x -axis to include all possible energy quanta.

A method plotMet Spect rum was added to the solver script, which takes in the parameters $N$ and $\lambda$ and creates one instance of MetalSolver for each value of the wave parameter $\omega$, runs a numerical diagonalisation to get the allowed energy quanta and plots the energy quanta over the range of $\omega$. In section 3.5, we found the threshold frequencies that separate the different types of electrons. The corresponding threshold energies separate them in the energy spectrum plots.

The energy spectra of 6-plane metallic layers with $\lambda=0.8$ and $\lambda=3.2$ are shown in figures 3.8 and 3.9. Since 3.2 is greater than the threshold value $\lambda_{S}=\frac{7}{6} \approx 1.17$ found in section 3.6, we see that a surface electron branch is present in the last plot. The points where the allowed quanta cross the threshold energies are where threshold electrons appear. We see that there are many values of $\omega$ for which bulk threshold electrons appear, while there is at most one value of $\omega$ for which a surface threshold electron appears. This is consistent with the threshold conditions (3.94) and (3.99) found in section 3.7. In figure 3.10 the spectrum of a 40 -plane metallic layer is shown.


Figure 3.8: The energy spectrum of a 6-plane metallic layer for the given parameters. The actual energy branches are plotted in yellow, while the threshold energies are plotted in brown. Note that for each positive energy branch in this plot, there is also an allowed negative energy branch.


Figure 3.9: The energy spectrum of a 6-plane metallic layer for the given parameters. Here, a surface electron branch is present for most values of the wave parameter $\omega$.


Figure 3.10: The energy spectrum of a 40-plane metallic layer for the given parameters. All branches except one surface branch lie within the bulk continuum.

We found in section 3.5 that the condition (3.79) has at most one surface solution for each value of $\omega$. In other words, only one surface electron branch can exist no matter how many planes there are in the metallic layer. Like in the case of the antiferromagnetic layer then, this explains why all the additional electron branches for higher plane numbers lie within the upper continuum, as is apparent in the 40-plane metallic layer spectrum. Hence the name "continuum" is finally justified, and we will simply call it the bulk continuum from here on to stress the delocalised nature of the bulk and mixed electrons within.

### 3.12 Non-interacting limit

So far we have considered $\lambda \neq 0$, so that there is an interaction across the junction between the antiferromagnetic and metallic layers. Consider now the non-interacting limit of $\lambda \rightarrow$ 0 . Without any interaction between the layers, the metallic model reduces to a simple tight-binding model, so the distinction between the sublattices $\mathbb{A}$ and $\mathbb{B}$ should turn out to be superfluous. To see that this is indeed the case, we look to the equations. The surface equations in (3.78) reduce to

$$
\begin{align*}
& X \sinh ((N+1) \xi)=0  \tag{3.117}\\
& Y \sinh ((N+1) \psi)=0 \tag{3.118}
\end{align*}
$$

which force the frequencies $\xi$ and $\psi$ to be imaginary and quantised in bits of $\iota \frac{\pi}{N+1}$, or their associated amplitudes $X$ and $Y$ to vanish. The amplitudes $x_{p}$ and $y_{p}$ become

$$
\begin{align*}
x_{p} & =X(-1)^{p} \sin \left((p-(N+1)) \frac{m}{N+1} \pi\right)  \tag{3.119}\\
y_{p} & =Y \sin \left((p-(N+1)) \frac{n}{N+1} \pi\right) \tag{3.120}
\end{align*}
$$

where $m$ and $n$ are integers between 1 and $N$. However note that

$$
\begin{equation*}
\sin \left((p-(N+1)) \frac{m}{N+1} \pi\right)=\sin \left(\frac{m}{N+1} \pi p-m \pi\right)=(-1)^{m} \sin \left(\frac{m}{N+1} \pi p\right) \tag{3.121}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
(-1)^{p} \sin \left(\frac{m}{N+1} \pi p\right)=\sin \left(\frac{m}{N+1} \pi p-p \pi\right)=-\sin \left(\frac{(N+1)-m}{N+1} \pi p\right) \tag{3.122}
\end{equation*}
$$

for any integer $m$. Using these two identities and absorbing all constant factors into $X$ and $Y$, the amplitudes above reduce to

$$
\begin{align*}
& x_{p}=X \sin \left(\frac{(N+1)-m}{N+1} \pi p\right),  \tag{3.123}\\
& y_{p}=Y \sin \left(\frac{n}{N+1} \pi p\right) \tag{3.124}
\end{align*}
$$

so we see that they actually have a very similar form. Normally only one of these amplitudes are non-zero. To see this, remember that there is a link equation (3.63) between the frequencies $\xi$ and $\psi$. This link equation is only satisfied for very special values of the wave parameter $\omega$ given by

$$
\begin{equation*}
\omega=\cos \left(\frac{m}{N+1} \pi\right)-\cos \left(\frac{n}{N+1} \pi\right) \tag{3.125}
\end{equation*}
$$

For all other values, both frequencies cannot be quantised at the same time, so one of the amplitudes $X$ or $Y$ has to be zero. The resulting electron either lies within the lower continuum (for $\xi=\iota \frac{m}{N+1} \pi$ and $Y=0$ ) or in the upper continuum (for $\psi=\iota \frac{n}{N+1} \pi$ and $X=0$ ). These two cases are related by the antisymmetry, so really only the upper continuum electron needs to be considered. The electronic solutions in the non-interacting limit are then

$$
\begin{align*}
& x_{p}=0  \tag{3.126}\\
& y_{p}=Y \sin \left(\frac{n}{N+1} \pi p\right) \tag{3.127}
\end{align*}
$$

with the corresponding energy quanta

$$
\begin{equation*}
\epsilon=\omega+2 \cos \left(\frac{n}{N+1} \pi\right) \tag{3.128}
\end{equation*}
$$

for all integers $n$ between 1 and $N$. A quick normalisation using some results from section 3.9 provides the equation

$$
\begin{equation*}
(N+1)=\frac{4}{Y^{2}} \tag{3.129}
\end{equation*}
$$

to determine the amplitude $Y$.
Note that since the amplitudes $x_{p}$ disappear, the original amplitudes $o_{p}=\frac{x_{p}+y_{p}}{2}$ and $w_{p}=\frac{x_{p}-y_{p}}{2}$ are simply negatives of each other. Similarly, for electrons in the lower continuum the amplitudes $y_{p}$ disappear so that $o_{p}$ and $w_{p}$ are equal. To see why this makes the sublattices $\mathbb{A}$ and $\mathbb{B}$ superfluous, we look at the original Hamiltonian (3.1). Without the first two interaction terms, the model can be solved by a single Fourier transformation followed by a unitary transformation, instead of the two sublattice Fourier transformations given in (3.4). The planar lattice used for this Fourier transformation is spanned by $\vec{l}_{y}$ and $\vec{l}_{z}$, and the corresponding Brillouin zone is twice the size of the normal Brillouin zone. The wave vectors $\vec{k}^{\prime}$ in the extended part of the Brillouin zone correspond to the wave vectors $\vec{k}$ within the normal Brillouin zone through the shift $\frac{\pi}{l}\left(\vec{e}_{y}+\vec{e}_{z}\right)$. But this shift makes the Fourier amplitude $e^{\vec{k}^{\prime} \cdot \vec{r}}$ the opposite sign of the Fourier amplitude $e^{\iota \vec{k} \cdot \vec{r}}$ at exactly the lattice sites in sublattice $\mathbb{B}$, and the corresponding energy quantum also has the opposite sign. In other words, electrons within the lower continuum (which have the same amplitude throughout each plane) correspond to electrons within the normal Brillouin zone, while electrons within the upper continuum (which have alternating amplitudes in each plane) correspond to electrons within the extended part of the Brillouin zone. With the single Fourier transformation and the extended Brillouin zone, the distinction between the sublattices $\mathbb{A}$ and $\mathbb{B}$ is indeed superfluous.

In figure 3.11, the electrons of a non-interacting 6-plane metallic layer are shown for the specific value $\omega=1.7$. The first electron group belongs to the lower continuum, which explains why the amplitudes are equal in this case. Figure 3.12 shows the energy spectrum. The up and down going electron branches cross each other at specific points, corresponding to the special values of $\omega$ given above in (3.125).

In figure 3.13, the normal and extended Brillouin zones are illustrated.

$$
\begin{aligned}
& \text { Electrons of the Metallic Layer } \\
& \qquad(N=6, \lambda=0.00, \omega=1.70)
\end{aligned}
$$



Figure 3.11: The electrons of a non-interacting 6-plane metallic layer for the given parameters. In the non-interacting limit $\lambda \rightarrow 0$, the amplitudes $o_{p}$ and $w_{p}$ are simply equal or negatives of each other, corresponding to wave vectors in the normal and extended regions of the Brillouin zone, respectively.


Figure 3.12: The energy spectrum of a non-interacting 6-plane metallic layer. The electron branches of the upper and lower bulk continua cross at certain values of $\omega$.


Figure 3.13: The extended Brillouin zone, which appears in the non-interacting limit. The normal Brillouin zone (red) corresponds to electrons in the lower continuum, while the extended region (grey) corresponds to electrons in the upper continuum. The lower continuum electron with wave vector $\vec{k}$ and the upper continuum electron with wave vector $\vec{k}^{\prime}$ have equal amplitudes on each planar sublattice $\mathbb{A}_{p}$, but because of the shift $\frac{\pi}{l}\left(\vec{e}_{y}+\vec{e}_{z}\right)$, the amplitudes of the latter has the opposite sign on each planar sublattice $\mathbb{B}_{p}$ and also the opposite sign on its energy quantum.

### 3.13 Summary

The key results for the finite-depth metallic conductor layer are concisely summed up here. For more details, please consult the rest of the chapter.

The $N$-plane metallic layer with Hamiltonian

$$
\begin{aligned}
& \mathbf{H}=\frac{I s}{2} \sum_{\vec{a} \in \mathbb{A}_{1}}\left(\mathbf{c}_{\uparrow \vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}-\mathbf{c}_{\downarrow \vec{a}}^{\dagger} \mathbf{c}_{\downarrow \vec{a}}\right)-\frac{I s}{2} \sum_{\vec{b} \in \mathbb{B}_{1}}\left(\mathbf{c}_{\uparrow \vec{b}}^{\dagger} \mathbf{c}_{\uparrow \vec{b}}-\mathbf{c}_{\downarrow \vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}\right) \\
&-H \sum_{m, \vec{q}: \vec{r} \in \mathbb{M}}\left(\mathbf{c}_{m \vec{q}}^{\dagger} \mathbf{c}_{m \vec{r}}+\mathbf{c}_{m \vec{r}}^{\dagger} \mathbf{c}_{m \vec{q}}\right)
\end{aligned}
$$

has an energy spectrum given by

$$
\begin{aligned}
E & =\epsilon H \\
\epsilon & = \pm(\omega+2 \cosh \psi)
\end{aligned}
$$

where $\psi$ is given implicitly through the system of equations

$$
\cosh \xi=\cosh \psi+\omega
$$

and

$$
\sinh ((N+1) \xi) \sinh ((N+1) \psi)-\lambda^{2} \sinh (N \xi) \sinh (N \psi)=0
$$

Here,

$$
\lambda=\frac{I s}{2 H}
$$

and

$$
\omega=2\left(\cos \left(l k_{y}\right)+\cos \left(l k_{z}\right)\right)
$$

for all planar wave vectors $\vec{k}$ within the Brilloin zone depicted in figure 2.5. $l$ is the lattice parameter of the simple cubic metallic lattice.

The electronic eigenstates are generated by the fermionic operators

$$
\begin{aligned}
& \gamma_{\uparrow \vec{k}}^{+}=\sum_{p=1}^{N}\left(o_{p} \mathbf{a}_{\uparrow \vec{k}, p}+w_{p} \mathbf{b}_{\uparrow \vec{k}, p}\right), \\
& \gamma_{\uparrow \vec{k}}^{-}=\sum_{p=1}^{N}\left(w_{p} \mathbf{a}_{\uparrow \vec{k}, p} o_{p} \mathbf{b}_{\uparrow \vec{k}, p}\right), \\
& \gamma_{\downarrow \vec{k}}^{+}=\sum_{p=1}^{N}\left(o_{p} \mathbf{b}_{\downarrow \vec{k}, p}+w_{p} \mathbf{a}_{\downarrow \vec{k}, p}\right), \\
& \gamma_{\downarrow \vec{k}}^{-}=\sum_{p=1}^{N}\left(w_{p} \mathbf{b}_{\downarrow \vec{k}, p}-o_{p} \mathbf{a}_{\downarrow \vec{k}, p}\right),
\end{aligned}
$$



Figure 3.14: The Brillouin zone of the finite metallic layer.
where the superscripted signs denote the sign used in $\epsilon$. The amplitudes $o_{p}$ and $w_{p}$ are generally given by

$$
\begin{aligned}
& o_{p}=-\lambda Y \sinh (N \psi) \frac{(-1)^{p} \sinh (\xi(p-(N+1)))}{\sinh ((N+1) \xi)}+Y \sinh (\psi(p-(N+1))) \\
& w_{p}=-\lambda Y \sinh (N \psi) \frac{(-1)^{p} \sinh (\xi(p-(N+1)))}{\sinh ((N+1) \xi)}-Y \sinh (\psi(p-(N+1))),
\end{aligned}
$$

with the normalisation

$$
\begin{gathered}
\lambda^{2} \frac{\sinh ^{2}(N \psi)}{\sinh ^{2}((N+1) \xi)}\left(\frac{\sinh ((N+1) \xi)}{\sinh \xi} \cosh ((N+2) \xi)-\cosh (2(N+1) \xi)-N\right) \\
\quad+\left(\frac{\sinh ((N+1) \psi)}{\sinh \psi} \cosh ((N+2) \psi)-\cosh (2(N+1) \psi)-N\right)=\frac{1}{Y^{2}}
\end{gathered}
$$

Here, the operators $\mathbf{a}_{m \vec{k}, p}$ and $\mathbf{b}_{m \vec{k}, p}$ for any spin value $m(\uparrow$ or $\downarrow)$ are planar sublattice electron waves given by

$$
\begin{aligned}
& \mathbf{a}_{m \vec{k}, p}=\frac{1}{2 G+2} \sum_{\vec{a} \in \mathbb{A}_{p}} e^{\iota \vec{k} \cdot \vec{a}} \mathbf{c}_{m \vec{a}}, \\
& \mathbf{b}_{m \vec{k}, p}=\frac{1}{2 G+2} \sum_{\vec{b} \in \mathbb{B}_{p}} e^{\iota \vec{k} \cdot \vec{b}} \mathbf{c}_{m \vec{b}}
\end{aligned}
$$

in which the operators $\mathbf{c}_{m \vec{r}}$ annihilate spin- $m$ electrons at each lattice site $\vec{r}$.

For certain values of $\omega$, special threshold electrons appear, whose amplitudes $o_{p}$ and $w_{p}$ differ from the ones above. If $\omega$ satisfies

$$
\frac{N+1}{N} \frac{\sin ((N+1) \arccos (1-\omega))}{\sin (N \arccos (1-\omega))}=\lambda^{2}
$$

bulk threshold electrons of energy quantum $\epsilon= \pm(2-\omega)$ appear, with amplitudes

$$
\begin{aligned}
& o_{p}=X(p-(N+1))(-1)^{p}-\lambda X N \frac{\sin ((p-(N+1)) \arccos (1-\omega))}{\sin ((N+1) \arccos (1-\omega))} \\
& w_{p}=X(p-(N+1))(-1)^{p}+\lambda X N \frac{\sin ((p-(N+1)) \arccos (1-\omega))}{\sin ((N+1) \arccos (1-\omega))}
\end{aligned}
$$

and normalisation

$$
\begin{aligned}
& \frac{\lambda^{2} N^{2}}{\sin ^{2}((N+1) \arccos (1-\omega))}(N+\cos (2(N+1) \arccos (1-\omega)) \\
& \left.-\frac{\sin ((N+1) \arccos (1-\omega))}{\sin \arccos (1-\omega)} \cos ((N+2) \arccos (1-\omega))\right) \\
& \\
& \quad+\frac{N(N+1)(2 N+1)}{3}=\frac{1}{X^{2}} .
\end{aligned}
$$

If $\omega$ satisfies

$$
\frac{N+1}{N} \frac{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}{\sinh (N \operatorname{arcosh}(1+\omega))}=\lambda^{2}
$$

surface threshold electrons of energy quantum $\epsilon= \pm(\omega+2)$ appear, with amplitudes

$$
\begin{aligned}
& o_{p}=-\lambda Y N \frac{\left.(-1)^{p} \sinh ((p-(N+1)) \operatorname{arcosh}(1+\omega))\right)}{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}+Y(p-(N+1)), \\
& w_{p}=-\lambda Y N \frac{\left.(-1)^{p} \sinh ((p-(N+1)) \operatorname{arcosh}(1+\omega))\right)}{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}-Y(p-(N+1))
\end{aligned}
$$

and normalisation

$$
\begin{aligned}
& -\frac{\lambda^{2} N^{2}}{\sinh ^{2}((N+1) \operatorname{arcosh}(1+\omega))}(N+\cosh (2(N+1) \operatorname{arcosh}(1+\omega)) \\
& \left.-\frac{\sinh ((N+1) \operatorname{arcosh}(1+\omega))}{\sinh \operatorname{arcosh}(1+\omega)} \cosh ((N+2) \operatorname{arcosh}(1+\omega))\right) \\
& \quad+\frac{N(N+1)(2 N+1)}{3}=\frac{1}{Y^{2}} .
\end{aligned}
$$

Finally, if $\omega=0$ and $\lambda=\frac{N+1}{N}$, double threshold electrons of energy quantum $\epsilon= \pm 2$ appear with amplitudes

$$
\begin{aligned}
o_{p} & =Y(p-(N+1))\left(1-(-1)^{p}\right), \\
w_{p} & =-Y(p-(N+1))\left(1+(-1)^{p}\right)
\end{aligned}
$$

and normalisation

$$
\frac{2 N(N+1)(2 N+1)}{3}=\frac{1}{Y^{2}} .
$$

There are $N$ solutions to the frequencies $\xi$ and $\psi$, and hence $N$ electron groups, for each planar wave vector $\vec{k}$ in the Brillouin zone. All these electrons have energy quanta that lie within the bulk/mixed continuum shown in figure 3.15 , except possibly two surface electron branches which appear if

$$
\lambda>\frac{N+1}{N} .
$$

Energy Spectrum of the Metallic Layer


Figure 3.15: The energy spectrum of the finite metallic layer.

## ${ }_{c}$ chase 4

## Junction

Chapters 2 and 3 looked thoroughly at the energy eigenstates of the antiferromagnetic insulator layer and the metallic conductor layer separately. In this chapter, we combine the knowledge from these chapters to finally look at the junction between the two layers and the spin transport across. In the first section, we describe the model for the interaction across the junction.

### 4.1 Model

To model the interaction across the junction, we use an antiferromagnetic Heisenberg model that couples each static spin on the surface of the antiferromagnetic layer to the closest itinerant electron spins on the surface of the metallic layer. The junction Hamiltonian is then

$$
\begin{equation*}
\mathbf{H}=\frac{I}{\hbar^{2}} \sum_{\substack{\vec{a} \in A_{1} \\ m, m^{\prime}}} \overrightarrow{\mathbf{s}}_{\vec{a}} \cdot \vec{\sigma}_{m m^{\prime}} \mathbf{c}_{m \vec{a}}^{\dagger} \mathbf{c}_{m^{\prime} \vec{a}}+\frac{I}{\hbar^{2}} \sum_{\substack{\vec{b} \in B_{1}, m, m^{\prime}}} \overrightarrow{\mathbf{s}} \overrightarrow{\vec{b}} \cdot \vec{\sigma}_{m m^{\prime}} \mathbf{c}_{m \vec{b}}^{\dagger} \mathbf{c}_{m^{\prime} \vec{b}} . \tag{4.1}
\end{equation*}
$$

Here, $I$ is the spin exchange parameter across the junction introduced in section 3.1, $\overrightarrow{\mathbf{s}}_{\vec{r}}$ are the spin operators on each antiferromagnetic site $\vec{r} \in \mathbb{T}$ and $\mathbf{c}_{m \vec{r}}$ are the operators annihilating an electron with spin $m(\uparrow$ or $\downarrow$ ) on each metallic site $\vec{r} \in \mathbb{M}$. The matrix vector $\vec{\sigma}$ is the well-known vector of Pauli matrices,

$$
\begin{align*}
\sigma_{x} & =\frac{\hbar}{2}\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \\
\sigma_{y} & =\frac{\hbar}{2}\left[\begin{array}{cc}
0 & -\iota \\
\iota & 0
\end{array}\right] \\
\sigma_{z} & =\frac{\hbar}{2}\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \tag{4.2}
\end{align*}
$$

in which the upper rows and left columns correspond to index $\uparrow$ and vice versa.

Note that in (4.1), we have taken advantage of the fact that we used the same symbols $\mathbb{A}_{1}$ and $\mathbb{B}_{1}$ to denote the two sublattices of the surface plane in both the antiferromagnetic and the metallic layer. Strictly speaking this is an abuse of notation, but the meaning should be clear: The spin operator $\overrightarrow{\mathbf{s}}_{\vec{a}}$ sits in the up sublattice of the antiferromagnetic surface plane, while the electron operator $\mathbf{c}_{m \vec{a}}$ works on the neighbouring site in the up sublattice of the metallic surface plane.

Writing out the dot product in the first term of the Hamiltonian (4.1) and using the approximate Holstein-Primakoff transformation (2.12) from section 2.3, it reduces to

$$
\frac{I s}{2} \sum_{\vec{a} \in \mathbb{A}_{1}}\left(\mathbf{c}_{\uparrow \vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}-\mathbf{c}_{\downarrow \vec{a}}^{\dagger} \mathbf{c}_{\downarrow \vec{a}}\right)+I \sqrt{\frac{s}{2}} \sum_{\vec{a} \in \mathbb{A}_{1}}\left(\mathbf{a}_{\vec{a}} \mathbf{c}_{\vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}^{\dagger} \mathbf{c}_{\downarrow \vec{a}}\right) .
$$

Similarly the second term of the Hamiltonian reduces to

$$
\frac{I s}{2} \sum_{\vec{a} \in \mathbb{B}_{1}}\left(\mathbf{c}_{\downarrow \vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}-\mathbf{c}_{\uparrow \vec{b}}^{\dagger} \mathbf{c}_{\uparrow \vec{b}}\right)+I \sqrt{\frac{s}{2}} \sum_{\vec{b} \in \mathbb{B}_{1}}\left(\mathbf{b}_{\vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}^{\dagger} \mathbf{c}_{\uparrow \vec{b}}+\mathbf{b}_{\vec{b}} \mathbf{c}_{\uparrow \vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}\right)
$$

The pure electronic terms above correspond to the interaction across the junction to the zeroth order in the magnonic operators. They were already included in the metallic model back in section 3.1. The perturbation to the Hamiltonian of the entire system (antiferromagnetic layer and metallic layer) stemming from the interaction across the junction is then

$$
\begin{equation*}
\delta \mathbf{H}=I \sqrt{\frac{s}{2}}\left(\sum_{\vec{a} \in \mathbb{A}_{1}}\left(\mathbf{a}_{\vec{a}} \mathbf{c}_{\downarrow \vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}+\mathbf{a}_{\vec{a}}^{\dagger} \mathbf{c}_{\uparrow \vec{a}}^{\dagger} \mathbf{c}_{\downarrow \vec{a}}\right)+\sum_{\vec{b} \in \mathbb{B}_{1}}\left(\mathbf{b}_{\vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}^{\dagger} \mathbf{c}_{\uparrow \vec{b}}+\mathbf{b}_{\vec{b}} \mathbf{c}_{\uparrow \vec{b}}^{\dagger} \mathbf{c}_{\downarrow \vec{b}}\right)\right) \tag{4.3}
\end{equation*}
$$

This can be regarded as a perturbation because the number of Holstein-Primakoff bosons, and hence each bosonic operator $\mathbf{a}_{\mathbf{\bullet}}$ and $\mathbf{b}_{\mathbf{\bullet}}$, is assumed small.

### 4.2 Transformations

The perturbation (4.3) should be transformed into an expression with the magnonic operators $\alpha_{\bullet}$ and $\beta_{\bullet}$ from chapter 2 and the electronic operators $\gamma_{\bullet}^{ \pm}$from chapter 3 , since these operators describe the energy eigenstates of the two layers in the absence of any perturbation, which are the eigenstates used in Fermi's golden rule later on. To this end we first use the Fourier back transformations (2.28) and (3.5) to transform the perturbation further. Since the antiferromagnetic and metallic layers are assumed to have the same lattice parameter $l$, the same planar lattice size $G$ and hence the same planar wave lattice $\vec{k}$ given in (2.24), the useful sums (2.26) and (2.27) apply. After some algebra the perturbation turns into

$$
\begin{align*}
& \delta \mathbf{H}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{\vec{k}, \vec{k}^{\prime}}\left(\mathbf{a}_{\vec{k}^{\prime}-\vec{k}, 1} \mathbf{a}_{\downarrow \vec{k}^{\prime}, 1}^{\dagger} \mathbf{a}_{\uparrow \vec{k}, 1}+\mathbf{a}_{\vec{k}-\vec{k}^{\prime}, 1}^{\dagger} \mathbf{a}_{\uparrow \vec{k}^{\prime}, 1}^{\dagger} \mathbf{a}_{\downarrow \vec{k}, 1}+\right. \\
&\left.\mathbf{b}_{\overrightarrow{k^{\prime}}-\vec{k}, 1} \mathbf{b}_{\uparrow \vec{k}^{\prime}, 1}^{\dagger} \mathbf{b}_{\downarrow \vec{k}, 1}+\mathbf{b}_{\vec{k}-\vec{k}^{\prime}, 1}^{\dagger} \mathbf{b}_{\downarrow \vec{k}^{\prime}, 1}^{\dagger} \mathbf{b}_{\uparrow \vec{k}, 1}\right) . \tag{4.4}
\end{align*}
$$

At this stage the expression is a little confusing because of multiple use of the letters a and $\mathbf{b}$. However, antiferromagnetic operator waves and metallic operator waves can be distinguished by the appearance of spin values $(\uparrow$ or $\downarrow)$ in the indices.

Next up are the Bogoliubov transformation from section 2.6 and the unitary transformation from section 3.3. Using the inverse given in (2.72), the Bogoliubov back transformation (2.56) for the antiferromagnetic operator waves becomes

$$
\left[\begin{array}{cc}
\overline{\mathbf{a}}_{\vec{k}}  \tag{4.5}\\
\overline{\mathbf{b}}_{-\vec{k}}^{\dagger}
\end{array}\right]=\left[\begin{array}{|cc|}
v^{\dagger(\vec{k})} & -v(\vec{k})^{\dagger} \\
-v(\vec{k}) & v^{\dagger} \\
\hline u(\vec{k})
\end{array}\right]\left[\begin{array}{c}
\overline{\boldsymbol{\alpha}}_{\vec{k}} \\
\overline{\boldsymbol{\beta}}_{\vec{k}}
\end{array}\right],
$$

where we have added back the planar wave vector $\vec{k}$ that was omitted at the end of section 2.4. The amplitude matrices $u(\vec{k})$ and $v(\vec{k})$ depend on $\vec{k}$ through $\omega$. The above equation applies to all planar wave vectors $\vec{k}$ within the Brillouin zone. Writing it out, we get the back transformations

$$
\begin{align*}
\mathbf{a}_{\vec{k}, p} & =u_{n p}(\vec{k}) \boldsymbol{\alpha}_{\vec{k}, n}-v_{n p}(\vec{k}) \boldsymbol{\beta}_{\vec{k}, n}^{\dagger}, \\
\mathbf{b}_{-\vec{k}, p}^{\dagger} & =u_{n p}(\vec{k}) \boldsymbol{\beta}_{\vec{k}, n}^{\dagger}-v_{n p}(\vec{k}) \boldsymbol{\alpha}_{\vec{k}, n} \tag{4.6}
\end{align*}
$$

for all plane indices $p$ between 1 and $N$ and all planar wave vectors $\vec{k}$ within the Brillouin zone. In this equation, the Einstein summation convention is used, so there is a sum over all the magnonic eigenstates.

The unitary back transformation for the metallic operator waves is

$$
\left[\begin{array}{cc}
\overline{\mathbf{a}}_{\uparrow \vec{k}}  \tag{4.7}\\
\overline{\mathbf{b}}_{\uparrow \vec{k}}^{\dagger}
\end{array}\right]=\left[\begin{array}{cc}
\omega^{o(\vec{k})} & w(\vec{k}) \\
& { }^{\dagger} \\
w^{\dagger}(\vec{k}) & -o(\vec{k})
\end{array}\right]\left[\begin{array}{c}
\bar{\gamma}_{\uparrow \vec{k}}^{+} \\
\bar{\gamma}_{\uparrow \vec{k}}^{-}
\end{array}\right],
$$

in which the split (3.18) was used to separate positive and negative energy electrons. Here again, we added back the spin up value $\uparrow$ and the planar wave vector $\vec{k}$ that were omitted in section 3.3. Writing it out, we get the back transformation

$$
\begin{align*}
& \mathbf{a}_{\uparrow \vec{k}, p}=o_{n p}(\vec{k}) \gamma_{\uparrow \vec{k}, n}^{+}+w_{n p}(\vec{k}) \gamma_{\uparrow \vec{k}, n}^{-}, \\
& \mathbf{b}_{\uparrow \vec{k}, p}^{-}=w_{n p}(\vec{k}) \boldsymbol{\gamma}_{\uparrow \vec{k}, n}^{+}-o_{n p}(\vec{k}) \boldsymbol{\gamma}_{\uparrow \vec{k}, n}^{-}, \tag{4.8}
\end{align*}
$$

for spin-up operators, and using the sublattice swap/spin flip symmetry discussed in section 3.3 on (4.7) we get

$$
\begin{align*}
\mathbf{a}_{\downarrow \vec{k}, p} & =w_{n p}(\vec{k}) \boldsymbol{\gamma}_{\downarrow \vec{k}, n}^{+}-o_{n p}(\vec{k}) \boldsymbol{\gamma}_{\downarrow \vec{k}, n}^{-}, \\
\mathbf{b}_{\downarrow \vec{k}, p} & =o_{n p}(\vec{k}) \boldsymbol{\gamma}_{\downarrow \vec{k}, n}^{+}+w_{n p}(\vec{k}) \boldsymbol{\gamma}_{\downarrow \vec{k}, n}^{-} \tag{4.9}
\end{align*}
$$

for spin-down operators. Both these back transformations hold for all plane indices $p$ between 1 and $N$ and all planar wave vectors $\vec{k}$ within the Brillouin zone, and the Einstein summation convention is used in both.

Entering the back transformations (4.6), (4.8) and (4.9) as well as their adjoints into the perturbation (4.4) and refactoring the resulting expression, we end up with

$$
\begin{align*}
\delta \mathbf{H} & =\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}} \ddagger\left(\left(\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}-\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \boldsymbol{\gamma}_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \boldsymbol{\gamma}_{\downarrow \vec{k}, n}^{-}\right.\right. \\
& \left.-\Gamma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+} \gamma_{\downarrow \vec{k}, n}^{-}+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \overrightarrow{k^{\prime}, n^{\prime}}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right) \boldsymbol{\alpha}_{\vec{k}-\vec{k}^{\prime}, m}^{\dagger} \\
& +\left(\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}-\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{-}\right. \\
& \left.\left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{-}-\Gamma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right) \boldsymbol{\beta}_{\vec{k}-\vec{k}^{\prime}, m}\right), \tag{4.10}
\end{align*}
$$

where the three amplitude functions

$$
\begin{align*}
& \Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right)=u_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) o_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) w_{n 1}(\vec{k})-v_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) w_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) o_{n 1}(\vec{k}) \\
& \Gamma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right)=u_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) o_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) o_{n 1}(\vec{k})+v_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) w_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) w_{n 1}(\vec{k}) \\
& \Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right)=u_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) w_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) w_{n 1}(\vec{k})+v_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) o_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) o_{n 1}(\vec{k}) \tag{4.11}
\end{align*}
$$

were defined. In (4.10), the double dagger indicates that the operator within the brackets should be summed with its adjoint operator, as defined in the notation section.

The equation (4.10) and the definitions (4.11) may look overwhelming at first glance, but they are actually quite structured. Each term transfers spin between the antiferromagnetic layer and the metallic layer by flipping the spin of an electron and creating or annihilating an appropriate magnon. The planar momentum of the magnon corresponds to the difference in the planar momentum of the electron before and after the spin flip, so that the total planar momentum is conserved (within the Brillouin zone). The amplitude function $\Sigma_{0}$ is involved with the spin flip of an electron whose energy stays the same side of zero, while the amplitude functions $\Gamma_{\bullet}$ and $\Xi_{\bullet}$ are involved with the spin flip of an electron whose energy crosses from one side of zero to the other.

### 4.3 Fermi's golden rule

To get an expression for the spin transport across the junction, we use Fermi's golden rule for a time-independent perturbation. This rule says that the transition probability from an initial energy eigenstate $|i\rangle$ to the final energy eigenstate $|f\rangle$ after a time $t$ with a small perturbation $\delta \mathbf{H}$ is

$$
\begin{equation*}
\left.P_{i \rightarrow f}(t)=\frac{2 \pi}{\hbar}|\langle f| \delta \mathbf{H}| i\right\rangle\left.\right|^{2} \delta_{t}\left(E_{f}-E_{i}\right) t \tag{4.12}
\end{equation*}
$$

where $E_{i}$ and $E_{f}$ are the energies of $|i\rangle$ and $|f\rangle$ respectively, and the function $\delta_{t}$ is a function that approaches the Dirac delta function after a long time $t$.

For our system, the transition probability in (4.12) is zero in most cases. Looking at the perturbation $\delta \mathbf{H}$ given in (4.10), the inner product $\langle f| \delta \mathbf{H}|i\rangle$ is only nonzero for final states $|f\rangle$ that have exactly one magnon more or one magnon less than the initial state
$|i\rangle$. Furthermore, even if the magnon number fulfils this, the final state must also have an electron configuration that matches the initial state after one of the corresponding electron spin flips. Finally, even when all these criteria are met, the final and initial states must have the same energy because of the delta function. In total then, only very specific transitions are allowed.

Summing (4.12) over all final states $|f\rangle$ which have one $\alpha$-magnon more than the initial state, we get the total probability for one $\alpha$-magnon to appear. Only the first part of the perturbation (4.3), the part that involves creation operators $\boldsymbol{\alpha}_{\bullet}^{\dagger}$, survives. Denoting this part with $\delta \mathrm{H}_{+\alpha}$, this probability becomes

$$
P_{+\alpha}(t)=\frac{2 \pi}{\hbar} \sum_{f}\langle f| \delta \mathbf{H}_{+\alpha}|i\rangle\langle i| \delta \mathbf{H}_{+\alpha}^{\dagger}|f\rangle \delta\left(E_{f}-E_{i}\right) t .
$$

The sum can now actually be taken over all energy eigenstates $|f\rangle$, because the operator $\delta \mathbf{H}_{+\alpha}$ anyway annihilates all the eigenstates which do not have exactly one $\alpha$-magnon more than $|i\rangle$.

The energy difference $E_{f}-E_{i}$ varies with each term in $\delta \mathbf{H}_{+\alpha}$. But since all magnons have positive energy quanta, the energy difference from the electron spin flip must be negative in order for the total energy to be conserved. Because of this, the terms in $\delta \mathbf{H}_{+\alpha}$ involving $\Gamma_{\bullet}$ can be neglected - these terms annihilate a negative-energy electron and create a positive-energy electron, so the spin flip energy difference is always positive, which means that they will all be zeroed by the delta function. Similar arguments hold for $\delta \mathbf{H}_{+\beta}$, defined as the part of $\delta \mathbf{H}$ that involves the creation of a $\beta$-magnon, and also for their adjoints $\delta \mathbf{H}_{+\alpha}^{\dagger}$ and $\delta \mathbf{H}_{+\beta}^{\dagger}$, in which the $\Gamma_{\bullet}$ terms annihilate positive-energy electrons and create negative-energy electrons, which is incompatible with the annihilation of a magnon.

Neglecting then all $\Gamma_{\bullet}$ terms, absorbing the delta functions into $\delta \mathbf{H}_{+\alpha}$ and finally also assuming a mixed initial state with density operator $\rho$ instead of the pure initial state $|i\rangle$, the probability for an $\alpha$-magnon to appear becomes

$$
\begin{equation*}
P_{+\alpha}(t)=\frac{2 \pi}{\hbar} \operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{+\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{+\alpha}^{\dagger}\right) t \tag{4.13}
\end{equation*}
$$

with

$$
\begin{align*}
\delta \mathbf{H}_{+\alpha}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} & \sum_{m, \vec{k}, n, \vec{k}^{\prime}, \vec{\prime}^{\prime}}\left(\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right) \boldsymbol{\alpha}_{\vec{k}-\vec{k}^{\prime}, m}^{\dagger} . \tag{4.14}
\end{align*}
$$

The probablity for an $\alpha$-magnon to disappear is

$$
\begin{equation*}
P_{-\alpha}(t)=\frac{2 \pi}{\hbar} \operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{-\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{-\alpha}^{\dagger}\right) t \tag{4.15}
\end{equation*}
$$

with

$$
\begin{align*}
\delta \mathbf{H}_{-\alpha}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} & \sum_{m, \vec{k}, n, \vec{k}^{\prime}, \vec{\prime}^{\prime}}\left(\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+} \gamma_{\uparrow \vec{k}, n}^{-}\right) \boldsymbol{\alpha}_{\overrightarrow{k^{\prime}}-\vec{k}, m} . \tag{4.16}
\end{align*}
$$

The transport rate of $\alpha$-magnons across the junction is then

$$
\begin{equation*}
T_{\alpha}=\frac{2 \pi}{\hbar}\left(\operatorname{tr}\left(\delta \mathbf{H}_{+\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{+\alpha}^{\dagger}\right)-\operatorname{tr}\left(\delta \mathbf{H}_{-\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{-\alpha}^{\dagger}\right)\right) \tag{4.17}
\end{equation*}
$$

This rate quantifies the creation of $\alpha$-magnons at the antiferromagnetic side of the junction through corresponding spin flips on the metallic side. Since $\alpha$-magnons consist of down-tilts on the antiferromagnetic up-lattice $\mathbb{A}_{T} \in \mathbb{T}$ as well as down-tilts on the antiferromagnetic down-lattice $\mathbb{B}_{T} \in \mathbb{T}$, the rate $T_{\alpha}$ also quantifies the spin-down transport across the junction and into the antiferromagnetic layer.

The resoning above also applies to $\beta$-magnons. The total transport rate of $\beta$-magnons is then

$$
\begin{equation*}
T_{\beta}=\frac{2 \pi}{\hbar}\left(\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{+\beta} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{+\beta}^{\dagger}\right)-\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{-\beta} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{-\beta}^{\dagger}\right)\right) \tag{4.18}
\end{equation*}
$$

with

$$
\begin{align*}
\delta \mathbf{H}_{+\beta}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} & \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right) \boldsymbol{\beta}_{\vec{k}^{\prime}-\vec{k}, m}^{\dagger} \tag{4.19}
\end{align*}
$$

and

$$
\begin{align*}
\delta \mathbf{H}_{-\beta}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} & \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{-}\right) \boldsymbol{\beta}_{\vec{k}-\vec{k}^{\prime}, m} . \tag{4.20}
\end{align*}
$$

Since $\beta$-magnons consist of up-tilts on the antiferromagnetic down-lattice $\mathbb{B}_{T} \in \mathbb{T}$ as well as up-tilts on the antiferromagnetic up-lattice $\mathbb{A}_{T} \in \mathbb{T}$, the rate $T_{\beta}$ also quantifies the spin-up transport across the junction and into the antiferromagnetic layer. The expressions (4.17) and (4.18) correspond to equation (9) in Fjærbu et al. [2017].

### 4.4 Spin transport

The spin transport rate expressions given in (4.17) and (4.18) conclude our work on the junction. Note that these rates indeed depend on the magnonic surface amplitudes $u_{\bullet 1}$ and $v_{\bullet}$ discussed in 2.15 through the amplitude functions $\Sigma_{\bullet}$ and $\Xi_{\bullet}$. We see that a magnonic surface amplitude appears in every term in (4.11). Then, if the $m$ th magnon (for the given planar momentum) has vanishing surface amplitudes $u_{m 1}$ and $v_{m 1}$, the corresponding amplitude functions $\Sigma_{m}$ and $\Xi_{m}$ will also be suppressed, and so such magnons could arguably be neglected from the calculation altogether. In this sense, only the magnons with significant surface amplitudes will contribute to the spin transport. The plots in section 2.15 then seem to suggest that for low values of $\omega$ (and hence large planar wave vectors $\vec{k}$ near the edge of the Brillouin zone), only the surface magnons contribute to spin transport across the junction, which could possibly allow the transport rate expressions to be simplified. This topic is left for future investigation.

We finish this chapter with a visualisation of the spin transport across the junction. As explained in sections 4.2 and 4.3 , every term in $\delta \mathbf{H}_{+\alpha}, \boldsymbol{\delta} \mathbf{H}_{-\alpha}, \boldsymbol{\delta} \mathbf{H}_{+\beta}$ or $\boldsymbol{\delta} \mathbf{H}_{-\beta}$ corresponds to a transport channel, in which an electron flips its spin to create or annihilate a magnon, possibly transferring some planar momentum in the progress. However, many transport channels are "passive", because they are suppressed by the delta function due to difference in energy before and after the flip.

The "active" transport channels across the junction can be visualised using the antiferromagnetic and metallic energy spectrum plots from sections 2.13 and 3.11. If the involved electronic states are plotted as points in the metallic energy spectrum and the involved magnonic state is plotted as a point in the antiferromagnetic spectrum, the vertical distance between the electron points must correspond to the vertical distance between the magnon point and the x -axis. In figure 4.1, this is illustrated for a bilayer system consisting of a 6-plane antiferromagnetic layer and a 6-plane metallic layer.

Note that the planar momentum of the involved magnon state must correspond to the difference in the planar momenta of the electronic states, so only certain combinations of $\omega$ values are allowed. This puts some additional horizontal constraints on the visualisation, which must be controlled by drawing level curves for the three $\omega$ values in the Brillouin zone and ensuring that there exist planar wave vectors $\vec{k}$ and $\vec{k}^{\prime}$ which can produce them. From figure 2.7, we see that the all the level curves of $\omega$ are closed curves which resemble something between a circle and a square.


Figure 4.1: An example of a possibly active spin transport channel in the junction between a 6plane antiferromagnetic layer and a 6-plane metallic layer with the given parameters. A positiveenergy spin-up mixed electron flips its spin to become a negative-energy spin-down surface electron, transferring spin-up into the antiferromagnetic layer through the creation of a symmetric surface $\beta$ magnon. The energy lost by flipping the electron is the same as the energy gained from creating the magnon, $\varepsilon=\Delta \epsilon$. Note that for this channel to actually be active, the $\omega$ values of the three particles must also satisfy conservation of planar momentum within the Brillouin zone.

### 4.5 Summary

The key results for the spin transport across the antiferromagnetic insulator-metallic conductor junction are concisely summed up here. For more details, please consult the rest of the chapter.

Considering the junction between two finite antiferromagnetic and metallic layers as described in the summary sections 2.16 and 3.13, the interaction Hamiltonian

$$
\mathbf{H}=\frac{I}{\hbar^{2}} \sum_{\substack{\vec{a} \in A_{1} \\ m, m^{\prime}}} \overrightarrow{\mathbf{s}}_{\vec{a}} \cdot \vec{\sigma}_{m m^{\prime}} \mathbf{c}_{m \vec{a}}^{\dagger} \mathbf{c}_{m^{\prime} \vec{a}}+\frac{I}{\hbar^{2}} \sum_{\substack{\vec{b} \in B_{1}^{\prime} \\ m, m^{\prime}}} \overrightarrow{\mathbf{s}}_{\vec{b}} \cdot \vec{\sigma}_{m m^{\prime}} \mathbf{c}_{m \vec{b}}^{\dagger} \mathbf{c}_{m^{\prime} \vec{b}}
$$

leads to the transport rates

$$
\begin{aligned}
& T_{\alpha}=\frac{2 \pi}{\hbar}\left(\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{+\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{+\alpha}^{\dagger}\right)-\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{-\alpha} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{-\alpha}^{\dagger}\right)\right), \\
& T_{\beta}=\frac{2 \pi}{\hbar}\left(\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{+\beta} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{+\beta}^{\dagger}\right)-\operatorname{tr}\left(\boldsymbol{\delta} \mathbf{H}_{-\beta} \boldsymbol{\rho} \boldsymbol{\delta} \mathbf{H}_{-\beta}^{\dagger}\right)\right),
\end{aligned}
$$

quantifying the creation of $\alpha$ - and $\beta$-magnons respectively. (Equivalently, they quantify the spin-down and spin-up transport into the antiferromagnetic layer respectively.) Here $\rho$ is the density operator of the bilayer system and

$$
\begin{aligned}
& \delta \mathbf{H}_{+\alpha}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right) \boldsymbol{\alpha}_{\vec{k}-\vec{k}^{\prime}, m}^{\dagger}, \\
& \delta \mathbf{H}_{-\alpha}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\uparrow \vec{k}, n}^{-}\right) \boldsymbol{\alpha}_{\overrightarrow{k^{\prime}}-\vec{k}, m}, \\
& \delta \mathbf{H}_{+\beta}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(\varepsilon_{m}\left(\vec{k}^{\prime}-\vec{k}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{+}\right) \boldsymbol{\beta}_{\vec{k}^{\prime}-\vec{k}, m}^{\dagger}, \\
& \delta \mathbf{H}_{-\beta}=\frac{I \sqrt{\frac{s}{2}}}{2 G+2} \sum_{m, \vec{k}, n, \vec{k}^{\prime}, n^{\prime}}\left(\Sigma_{m}\left(\vec{k}, n, \vec{k}^{\prime}, n^{\prime}\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)-\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{+}\right. \\
& -\Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)-\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\downarrow \vec{k}^{\prime}, n^{\prime}}^{-\dagger} \gamma_{\uparrow \vec{k}, n}^{-} \\
& \left.+\Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right) \delta\left(-\varepsilon_{m}\left(\vec{k}-\vec{k}^{\prime}\right)+\epsilon_{n^{\prime}}\left(\vec{k}^{\prime}\right)+\epsilon_{n}(\vec{k})\right) \gamma_{\uparrow \vec{k}^{\prime}, n^{\prime}}^{+\dagger} \gamma_{\downarrow \vec{k}, n}^{-}\right) \boldsymbol{\beta}_{\vec{k}-\vec{k}^{\prime}, m},
\end{aligned}
$$

with the transport amplitude functions

$$
\begin{aligned}
& \Sigma_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right)=u_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) o_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) w_{n 1}(\vec{k})-v_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) w_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) o_{n 1}(\vec{k}), \\
& \Xi_{m}\left(\vec{k}^{\prime}, n^{\prime}, \vec{k}, n\right)=u_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) w_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) w_{n 1}(\vec{k})+v_{m 1}\left(\vec{k}-\vec{k}^{\prime}\right) o_{n^{\prime} 1}\left(\vec{k}^{\prime}\right) o_{n 1}(\vec{k}) .
\end{aligned}
$$

## Conclusion

Throughout this thesis, the energy eigenstates of a finite-depth antiferromagnetic insulator layer with a distinct surface spin exchange and the energy eigenstates of a finite-depth metallic conductor layer were calculated and examined in chapters 2 and 3, towards a perturbation-based calculation of the spin transport across the bilayer junction in chapter 4. In this concluding chapter, we first sum up the main results, before we look at some prospects for future work based on these results.

### 5.1 Main results

The main results of the thesis are the expressions and equations determining the energy quanta and eigenstates of the finite antiferromagnetic and metallic layers, summed up in sections 2.16 and 3.13 , as well as the spin transport rate expressions summed up in section 4.5. Also, the numerical script included in the appendix should be considered part of the main results, as it is an actual implementation of both the numerical and the analytical methods worked out throughout the chapters 2 and 3. In the following we recap these main results in a brief and qualitative fashion to give a concluding overview.

Both the finite antiferromagnetic insulator layer and the finite metallic conductor layer were shown to have non-trivial energy eigenstates, for which a system of equations has to be solved numerically in order to get approximate energy quanta and amplitudes. (An exception is the special case of a non-interacting finite metallic layer, which can be solved explicitly.) This is in contrast to the semi-infinite metallic layer treated in Fjærbu et al. [2017], which could be solved explicitly even for a finite interaction.

Some of the main results from Wolfram and De Wames [1969] were reproduced, more specifically the threshold surface spin exchange ratio for a magnonic surface branch to appear below the bulk continuum in the semi-infinite antiferromagnetic layer. A simple condition for electronic surface branches to appear outside the bulk continuum in the finite metallic layer was also derived, as well as conditions for surface electrons and threshold electrons to appear for a given planar wave vector $\vec{k}$.

Finally, transport rate expressions for spin-up and spin-down transport across the junction between the antiferromagnetic and metallic layers were calculated. These are exact all the way down to the assumptions justifying the use of the approximate Holstein-Primakoff transformation and Fermi's golden rule.

The accuracy of the transport rate expressions greatly enhances the versatility of our results. Indeed, the general transport rate expressions derived can be used to investigate the effect of the distinct surface spin exchange, but they could also be specialised to a number of other scenarios. Furthermore, the fact that our results apply to finite-depth layers could also be useful. Such finite layers, just some atoms across, are physically realisable with modern technology, and hence they are interesting to examine with the prospect of nanoscale spintronic devices. As far as the author knows, no finite-depth layer calculations for this particular model have been done earlier.

In short, the summary sections $2.16,3.13$ and 4.5 can be consulted by others to act as a baseline for a variety of future work on both finite-depth and infinite-depth antiferromagnetic insulator-metallic conductor bilayer systems. We consider some of these prospects in the next and final section.

### 5.2 Outlook

The obvious application of the results from this thesis is to find approximate expressions for the spin transport across the junction in the spirit of Fjærbu et al. [2017]. As described back in section 1.2, several limits and assumptions are made by Fjærbu, Rohling and Brataas to make the system simpler. Following a similar procedure, one could get thermal expressions for the spin transport rates and finally use these to investigate the actual effect of the distinct surface spin exchange on the spin transport across the junction.

Among the topics touched upon, but not fully explored, in this thesis, is the relation between the antiferromagnetic surface spin exchange and magnonic surface amplitudes, which was discussed briefly in section 2.15. An extension of our ansatz to include optical magnon branches above the antiferromagnetic bulk continuum could also be in order. Such magnons were described in Wolfram and De Wames [1969] and were shown in figure 2.34 to be present also in our finite-depth case. With the provided approach and results of chapter 2 , both these topics lie ready to be examined further.

Intrigued by the research on enhanced spin transport through antiferromagnetic insulator interlayers discussed in section 1.1 (Wang et al. [2014], Moriyama et al. [2015], Wang et al. [2015], Hahn et al. [2014]), a last possible application of our results is to consider trilayer systems with an antiferromagnetic insulator interlayer, to investigate whether the resulting equations are able to explain the phenomenon. In Takei et al. [2015], such a trilayer system is explored using LLG equations and spin Hall phenomenology at the antiferromagnetic insulator-metallic conductor interface. Of course, the results from this thesis are readily applicable for a proper, quantum-mechanical operator treatment for comparison.
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## Appendix A: Source Code

```
import time
import numpy as np
import scipy.optimize as sp
from matplotlib import pyplot as pp
from matplotlib import cm
from matplotlib.ticker import MaxNLocator
from mpl_toolkits.mplot3d import Axes3D
from matplotlib import patches as pat
0 ## START
tic = time.clock()
## MAGNET SOLVER
class MagnetSolver():
    # Class constants:
    # Number of values for continuous functions in 1D plots
    lotnum = 1000
    #Number of values in each direction for continuous functions in 3D plots:
    plotnum3 = 100
    # Infinitesimal threshold
    inft = 0.000001
    # ClASS METHODS:
    def calcOmega(self,mu,nu)
            # Calculates the wave parameter for given planar wave vector index fractions mu and nu
            # Here, mu and nu must be between -0.5 and 0.5, including 0.5.
            return 4*np.cos(mu*np.pi)*np.cos(nu*np.pi)
        def plotOmega(self):
            # Plots the wave parameter for the possible values of mu and nu.
            plotnum3 = self.plotnum3
            vals = np.linspace(-0.5,0.5,self.plotnum3)
            [mus, nus] = np.meshgrid(vals,vals)
            omegas = np.zeros([plotnum3,plotnum3])
            for i in range(plotnum3):
            for j in range(plotnum3):
                omegas[i,j] = self.calcomega(mus[i,j],nus[i,j])
            fig = pp.figure('Omega')
            fig.suptitle('Possible Wave Parameter Values')
            ax = fig.gca(projection='3d')
            surf = ax.plot_surface(mus,nus,omegas,cmap=cm.copper)
            ax.set_xlabel (r'$\mus')
            ax.set_ylabel(r'$\nu$')
            ax.set_zlabel(r'$\omegas')
            fig.colorbar(surf)
        def calcNumMagnons(self):
            # Solves the eigenequation numerically and rescales the eigenvectors to fulfil the canonicality condition
            N = self.N
            inft = self.inft
            # Finds the energy quanta and the Bogoliubov matrices
            [eps, BT] = np.linalg.eig(self.AN)
            B = np.conj(np.transpose(BT))
            # Sorts the energy quanta and magnons from lowest to highest magnitude
            sorted = np.argsort(eps)
            sorted = sorted[::-1]
            eps = eps[sorted]
            B}=\textrm{B}[\mathrm{ sorted ]
            sorted = np.argsort(eps[:N])
            eps[:N] = eps[sorted]
            B[:N,:] = B[sorted,:]
            # Symmetrises and normalises the magnons
            for i in range(N):
                if (i%2 == 0) and ((eps[i]-eps[i+1])**2 < inft**2):
                B[i,:] = self.symmetriseMagnon(B[i,:],1)
                B[N+i,:] = self.symmetriseMagnon(B[N+i,:],1)
```

9

```
~~
```

                                    B[i+1,:] = self.symmetriseMagnon(B[i+1,:],-1)
    ```
                                    B[i+1,:] = self.symmetriseMagnon(B[i+1,:],-1)
                            B[N+i+1,:] = self.symmetriseMagnon(B[N+i+1,:],-1)
                            B[N+i+1,:] = self.symmetriseMagnon(B[N+i+1,:],-1)
        P = np.sum(B[i,:N]**2-B[i,N:]**2)
        P = np.sum(B[i,:N]**2-B[i,N:]**2)
        B[i,:] /= np.sqrt(P)
        B[i,:] /= np.sqrt(P)
        B[N+i,:] /= np.sqrt(P)
        B[N+i,:] /= np.sqrt(P)
        if (B[i,0) : % (P)
        if (B[i,0) : % (P)
        B[i,:] *= -1
        B[i,:] *= -1
        (B[N+i,N]<0)
        (B[N+i,N]<0)
    (B[N+1,N]}<<0)
    (B[N+1,N]}<<0)
    # Here, the sign is chosen so that the first creation amplitude is positive.
    # Here, the sign is chosen so that the first creation amplitude is positive.
    # Constructs a matrix of magnons for storage:
    # Constructs a matrix of magnons for storage:
    numMagnons = np.zeros([N,2*N+1])
    numMagnons = np.zeros([N,2*N+1])
    numMagnons[:,:2*N] = B[:N,:]
    numMagnons[:,:2*N] = B[:N,:]
    numMagnons[:,2*N] = eps[:N]
    numMagnons[:,2*N] = eps[:N]
    # Here, the energy quantum is stored to the right of the amplitude vectors.
    # Here, the energy quantum is stored to the right of the amplitude vectors.
    # Stores the energy quanta and matrices:
    # Stores the energy quanta and matrices:
    self.eps = eps
    self.eps = eps
    self.B = B
    self.B = B
    self.BT = np.conj(np.transpose(B))
    self.BT = np.conj(np.transpose(B))
    self.numMagnons = numMagnons
    self.numMagnons = numMagnons
def symmetriseMagnon(self,magnon,par):
def symmetriseMagnon(self,magnon,par):
    u = magnon[:N]
    u = magnon[:N]
    v = magnon[N:]
    v = magnon[N:]
    rmagnon = np.zeros(2*N)
    rmagnon = np.zeros(2*N)
    rmagnon[:N] = u[::-1]
    rmagnon[:N] = u[::-1]
    rmagnon[N:] = v[::-1]
    rmagnon[N:] = v[::-1]
    smagnon = magnon+par*rmagnon
    smagnon = magnon+par*rmagnon
    return smagnon
    return smagnon
def plotMagnons(self,magnons,plotlist,type=''):
def plotMagnons(self,magnons,plotlist,type=''):
    # Plots a given list of magnons of the antiferromagnet.
    # Plots a given list of magnons of the antiferromagnet.
    N = self.N
    N = self.N
    rho = self.rho
    rho = self.rho
    kappa = self.kappa
    kappa = self.kappa
    omega = self.omega
    omega = self.omega
    # Finds the number of magnons to be plotted (max 6):
    # Finds the number of magnons to be plotted (max 6):
    num = len(plotlist)
    num = len(plotlist)
    # Finds the maximal and minimal amplitude values to be plotted and sets upper and lower limits for the y-axis:
    # Finds the maximal and minimal amplitude values to be plotted and sets upper and lower limits for the y-axis:
    ulim = np.max(magnons[:,:2*N])+0.2
    ulim = np.max(magnons[:,:2*N])+0.2
    llim = np.min(magnons[:,:2*N])-0.2
    llim = np.min(magnons[:,:2*N])-0.2
    # Creates a figure or a figure of subplots based on the number of magnons to be plotted:
    # Creates a figure or a figure of subplots based on the number of magnons to be plotted:
    if (num == 1):
    if (num == 1):
        fig = pp.figure(type+'Magnons')
        fig = pp.figure(type+'Magnons')
        fig.suptitle(type+'Magnons of the Antiferromagnetic Layer\n'+r'($N = %d$, $\rho = %.2f$, $\kappa = %.3f$, $
        fig.suptitle(type+'Magnons of the Antiferromagnetic Layer\n'+r'($N = %d$, $\rho = %.2f$, $\kappa = %.3f$, $
    \omega = %.2f$)'%(N,rho,kappa,omega))
    \omega = %.2f$)'%(N,rho,kappa,omega))
    else:
    else:
            [fig,axes] = pp.subplots((num+1)//2,2,num=type+'Magnons',sharex=True,sharey=True)
            [fig,axes] = pp.subplots((num+1)//2,2,num=type+'Magnons',sharex=True,sharey=True)
            fig.suptitle(type+'Magnons of the Antiferromagnetic Layer\n'+r'($N = %d$, $\rho = %.2f$, $\kappa = %.3f$, $
            fig.suptitle(type+'Magnons of the Antiferromagnetic Layer\n'+r'($N = %d$, $\rho = %.2f$, $\kappa = %.3f$, $
    \hookrightarrow\omega = %.2f$)'%(N,rho,kappa,omega))
    \hookrightarrow\omega = %.2f$)'%(N,rho,kappa,omega))
    # Extracts the amplitude vectors and energy quantum for each magnon and plots it:
    # Extracts the amplitude vectors and energy quantum for each magnon and plots it:
    for p in range (num):
    for p in range (num):
            i = plotlist[p]-1
            i = plotlist[p]-1
            magnon = magnons[i,:2*N]
            magnon = magnons[i,:2*N]
            energy = magnons[i, 2*N]
            energy = magnons[i, 2*N]
            if (num == 1):
            if (num == 1):
                ax = fig.gca()
                ax = fig.gca()
            elif (num == 2):
            elif (num == 2):
            ax = axes[p%2]
            ax = axes[p%2]
            else:
            else:
            ax = axes[p//2,p%2]
            ax = axes[p//2,p%2]
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.plot([1,1],[llim,ulim], color='#888888',linestyle='dashed')
            ax.plot([1,1],[llim,ulim], color='#888888',linestyle='dashed')
            ax.plot([N,N],[llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([N,N],[llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([(N+1)/2,(N+1)/2],[llim,ulim], color='#888888', linestyle='dashed')
            ax.plot([(N+1)/2,(N+1)/2],[llim,ulim], color='#888888', linestyle='dashed')
            ax.plot(np.arange(1,self.N+1),magnon[:N],'-0',color='#00b80\mp@subsup{c}{}{\prime})
            ax.plot(np.arange(1,self.N+1),magnon[:N],'-0',color='#00b80\mp@subsup{c}{}{\prime})
            ax.plot(np.arange(1,self.N+1),magnon[N:],'-\mp@subsup{O}{}{\prime}, color='#ff0a1d')
            ax.plot(np.arange(1,self.N+1),magnon[N:],'-\mp@subsup{O}{}{\prime}, color='#ff0a1d')
            ax.set_title(r'Magnon Group %d ($E = %.4fJsS)'%(i+1,energy), fontsize=10)
            ax.set_title(r'Magnon Group %d ($E = %.4fJsS)'%(i+1,energy), fontsize=10)
            if (num == 1):
            if (num == 1):
                ax.set_ylabel('Amplitude')
                ax.set_ylabel('Amplitude')
                ax.set_xlabel('Plane index')
                ax.set_xlabel('Plane index')
            else:
            else:
                if (p%2 == 0):
                if (p%2 == 0):
                    ax.set_ylabel('Amplitude')
                    ax.set_ylabel('Amplitude')
            if (p//2 == (num-1)//2) or ((num%2 != 0) and ( }p==\mathrm{ num-2)):
            if (p//2 == (num-1)//2) or ((num%2 != 0) and ( }p==\mathrm{ num-2)):
                ax.set_xlabel('Plane index')
                ax.set_xlabel('Plane index')
            ax.set_ylim([1lim,ulim])
            ax.set_ylim([1lim,ulim])
            ax.set_xlim([0,N+1])
            ax.set_xlim([0,N+1])
    # Removes any extra empty plot:
    # Removes any extra empty plot:
    if (num > 2) and (num%2 != 0):
    if (num > 2) and (num%2 != 0):
            fig.delaxes(axes[num//2,num%2])
            fig.delaxes(axes[num//2,num%2])
    fig.tight_layout(rect=[0, 0, 1, 0.92])
```

    fig.tight_layout(rect=[0, 0, 1, 0.92])
    ```
```

def controlSandwichMatrix(self)
\# Calculates and plots the canonicality condition for control.
NEG = self.NEG
B = self.B
BT = self.BT
S = BT.dot (NEG).dot(B)
fig = pp.figure('Antiferromagnetic Canonicality Condition')
pp.suptitle('Canonicality Condition $B`\dagger N B$')
pp.imshow(S)
pp.colorbar()
def controlEnergyMatrix(self):
\# Calculates and plots the energy matrix E for control.
NEG = self.NEG
B = self.B
BT = self.BT
A = self.A
E = NEG\cdotdot (B)}\cdot\operatorname{dot}(NEG)\cdot\operatorname{dot}(A)\cdot\operatorname{dot}(NEG)\cdot\operatorname{dot}(BT)\cdot\operatorname{dot}(NEG
fig = pp.figure('Antiferromagnetic Energy Matrix')
pp.suptitle('Energy Matrix $E = N B N A N B^\dagger N$')
pp.imshow (E)
pp.colorbar()
def controlBogoliubovMatrix(self)
\# Plots the Bogoliubov matrix B for control.
B = self.B
fig = pp.figure('Antiferromagnetic Bogoliubov Matrix')
pp.suptitle('Bogoliubov Matrix $B$')
pp.imshow (B)
pp.colorbar()
def calcTheta(self,phi,type):
\# Calculates the frequency parameter theta for the given phi and type.
omega = self.omega
if (type == 'Surface'):
return np.arccosh(np.cosh(phi) +omega
elif (type == 'Bulk')
return np.arccos(np.cos(phi)+omega)
elif (type == 'Mixed'):
return np.arccosh(np.cos(phi)+omega)
def calcEnergyQuantum(self,phi,type):
\# Calculates the energy quantum for the given phi and type.
omega = self.omega
kappa = self.kappa
epsmax = self.epsmax
if (type == 'Surface'):
return np.sqrt(epsmax**2-(omega+2*np.cosh(phi))**2)
elif (type == 'Bulk') or (type == 'Mixed'):
return np.sqrt(epsmax**2-(omega+2*np.cos(phi))**2)
def calcRatioR(self,phi,eps,type)
\# Calculates the ratio R = -V/U = W/X for the given phi and epsilon, and the given type.
omega = self.omega
epsmax = self.epsmax
theta = self.calcTheta(phi,type
if (type == 'Surface'):
return (omega+2*np.cosh(phi))/(epsmax+eps)
elif (type == 'Bulk') or (type == 'Mixed'):
return (omega+2*np.cos(phi))/(epsmax+eps)
def calcCondition(self,phi,parity,type):
\# Calculates the condition function for the given phi, and the given parity and type
N = self.N
omega = self.omega
kappa = self.kappa
zeta = self.zeta
eta = self.eta
epsmax = self.epsmax

```
```

    theta = self.calcTheta(phi,type)
    ```
    theta = self.calcTheta(phi,type)
if (type == 'Surface'):
    fac = (omega+2*np.cosh(phi))
    if (parity ==','Symmetric'):
        cond = 0
        cond += fac*np.sinh((N+1)*theta/2)*np.cosh((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.sinh((N+1)*theta/2)*np.cosh((N-1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.sinh((N+1)*theta/2)*np.cosh((N-1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.sinh((N-1)*theta/2)*np.cosh((N-1)*phi/2)
        return cond
    elif (parity == 'Antisymmetric'):
        cond = 0
        cond += fac*np.cosh((N+1)*theta/2)*np.sinh((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.cosh((N+1)*theta/2)*np.sinh((N-1)*phi/2)
        cond += (epsmax*zeta+fac*eta)*np.cosh((N-1)*theta/2)*np.sinh((N+1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.cosh((N-1)*theta/2)*np.sinh((N-1)*phi/2)
        return cond
    elif (type == 'Bulk'):
    fac = (omega+2*np.cos(phi))
    if (parity =='Symmetric'):
        cond = 0
        cond += fac*np.sin((N+1)*theta/2)*np.cos((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.sin((N+1)*theta/2)*np.cos((N-1)*phi/2)
        cond += (epsmax*zeta+fac*eta)*np.sin((N-1)*theta/2)*np.cos((N+1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.sin((N-1)*theta/2)*np.cos((N-1)*phi/2)
    return cond 'Antisymmetric'):
        cond = 0
        cond += fac*np.cos((N+1)*theta/2)*np.sin((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.cos((N+1)*theta/2)*np.sin((N-1)*phi/2)
        cond += (epsmax*zeta+fac*eta)*np.cos((N-1)*theta/2)*np.sin((N+1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.cos((N-1)*theta/2)*np.sin((N-1)*phi/2)
        return cond
elif (type == 'Mixed'):
    fac = (omega+2*np.cos(phi))
    if (parity == 'Symmetric'):
        cond = 0
        cond += fac*np.sinh((N+1)*theta/2)*np.cos((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.sinh((N+1)*theta/2)*np.cos((N-1)*phi/2)
        cond += (epsmax*zeta+fac*eta)*np.sinh((N-1)*theta/2)*np.cos((N+1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.sinh((N-1)*theta/2)*np.cos((N-1)*phi/2)
        return cond
    elif (parity == 'Antisymmetric'):
        cond = 0
        cond += fac*np.cosh((N+1)*theta/2)*np.sin((N+1)*phi/2)
        cond += (epsmax*zeta-fac*eta)*np.cosh((N+1)*theta/2)*np.sin((N-1)*phi/2)
        cond += (epsmax*zeta+fac*eta)*np.cosh((N-1)*theta/2)*np.sin((N+1)*phi/2)
        cond += fac*(zeta**2-eta**2)*np.cosh((N-1)*theta/2)*np.sin((N-1)*phi/2)
        return cond
def calcRatioo(self,phi,theta,R,parity,type):
    # Calculates the ratio O = X/U for the given phi, theta and R, and for the given parity and type.
    N = self.N
    rho = self.rho
    zeta = self.zeta
    eta = self.eta
    inft = self.inft
    if (type == 'Surface'):
            if (parity == 'Symmetric'):
            return (np.sinh((N+1)*theta/2) +(zeta*R+eta)*np.sinh((N-1)*theta/2))/(np.cosh((N+1)*phi/2) +(zeta*R-eta)*
up.cosh((N-1)*phi/2))
            elif (parity == 'Antisymmetric'):
            return (np.cosh((N+1)*theta/2)+(zeta*R+eta)*np.cosh((N-1)*theta/2))/(np.sinh((N+1)*phi/2) +(zeta*R-eta)*
up.sinh((N-1)*phi/2))
    elif (type == 'Bulk'):
        if (parity == 'Symmetric'):
            if (rho == 5/4) and ((4*np.cos((N+1)/2*np.arccos(-omega/2))-omega*np.cos((N-1)/2\starnp.arccos(-omega/2)))
\hookrightarrow**2 < inft):
                    return 0
            else:
                    return (np.sin((N+1)*theta/2) +(zeta*R+eta)*np.sin((N-1)*theta/2))/(np.cos((N+1)*phi/2) +(zeta*R-eta)
4np.cos((N-1)*phi/2))
    elif (parity == 'Antisymmetric'):
            if (rho == 5/4) and ((4*np.sin((N+1)/2*np.arccos(-omega/2))-omega*np.sin((N-1)/2*np.arccos(-omega/2)))
4*2 < inft):
                    return 0
            else:
            return (np.
@np.sin((N-1)*phi/2))
elif (type == 'Mixed'):
            if (parity == 'Symmetric'):
            return (np.sinh ((N+1)*theta/2)+(zeta*R+eta)*np.sinh((N-1)*theta/2))/(np.cos((N+1)*phi/2)+(zeta*R-eta)*
up}\cdot\operatorname{cos}((\textrm{N}-1)*\textrm{phi}/2)
            elif (parity == 'Antisymmetric'):
            return (np.cosh((N+1)*theta/2)+(zeta*R+eta)*np.cosh((N-1)*theta/2))/(np.sin((N+1)*phi/2)+(zeta*R-eta)*
Cnp.sin((N-1)*phi/2))
```

def calcNormAmplitude (self,phi, theta, R, O, parity,type):
\# Calculates the normalised amplitude $U$ for the given phi, theta, $R$ and $O$, and for the given parity and type.
$\mathrm{N}=$ self. N
if (type =='Surface'):
par $=n p \cdot \sinh (N * t h e t a) / n p \cdot \sinh ($ theta $)+0 * * 2 \star n p \cdot \sinh (N * p h i) / n p \cdot \sinh (p h i)$
if (parity $==$ 'Symmetric'):
$\operatorname{par}+=4 * 0 *((1+R * * 2) /(1-R * * 2)) *(n p \cdot \sinh ((N+1) / 2 *$ theta $) * n p \cdot \cosh ((N-1) / 2 \star p h i)+n p \cdot \sinh ((N-1) / 2 *$ theta $) * n p$.
$\hookrightarrow \cosh ((\mathrm{N}+1) / 2 \star \mathrm{ph} i)) /(\mathrm{np} \cdot \cosh ($ theta) $+\mathrm{np} \cdot \cosh (\mathrm{ph} i))$ par $-=\mathrm{N} *(1-\mathrm{O} * * 2)$
return np.sqrt (2)((1-R**2)*par))
elif (parity $==$ 'Antisymmetric'):
par $+=4 * 0 *((1+R * * 2) /(1-R * * 2)) *(n p \cdot \cosh ((N+1) / 2 *$ theta $) * n p \cdot \sinh ((N-1) / 2 * p h i)+n p \cdot \cosh ((N-1) / 2 *$ theta $) * n p$.
$\hookrightarrow \sinh ((N+1) / 2 \star p h i)) /(n p \cdot \cosh ($ theta $)+n p \cdot \cosh (p h i))$ par $+=\mathrm{N} *(1-0 * * 2)$
return np.sqrt(2/((1-R**2) *par))
elif (type $==$ 'Bulk'):
par $=n p \cdot \sin (N *$ theta $) / n p \cdot \sin ($ theta $)-0 * * 2 * n p \cdot \sin (N * p h i) / n p \cdot \sin (p h i)$ if (parity $==$ 'Symmetric'):
par $-=4 * 0 *((1+R * * 2) /(1-\mathrm{R} * * 2)) \star(\mathrm{np} \cdot \sin ((\mathrm{N}+1) / 2 *$ theta $) * \mathrm{np} \cdot \cos ((\mathrm{N}-1) / 2 \star \mathrm{phi})+\mathrm{np} \cdot \sin ((\mathrm{N}-1) / 2 \star$ theta) $\mathrm{np} \cdot \cos$ $\hookrightarrow((\mathrm{N}+1) / 2 \star \mathrm{ph} i)) /(\mathrm{np} \cdot \cos ($ theta $)+\mathrm{np} \cdot \cos (\mathrm{ph} i))$ par $-=N *(1+0 * * 2)$
return np.sqrt(-2/((1-R**2) *par))
elif (parity $==$ 'Antisymmetric'):
par $+=4 * 0 *((1+\mathrm{R} * * 2) /(1-\mathrm{R} * * 2)) *(\mathrm{np} \cdot \cos ((\mathrm{N}+1) / 2 *$ theta $) * \mathrm{np} \cdot \sin ((\mathrm{N}-1) / 2 * \mathrm{phi})+\mathrm{np} \cdot \cos ((\mathrm{N}-1) / 2 *$ theta) *np.sin
$\hookrightarrow((\mathrm{N}+1) / 2 \star \mathrm{ph} i)) /(\mathrm{np} \cdot \cos (\mathrm{theta})+\mathrm{np} \cdot \cos (\mathrm{ph} i))$
par $+=\mathrm{N} *(1+0 * * 2)$
return np .sqrt (2/((1-R**2)*par))
elif (type $==$ 'Mixed'):
par $=n p \cdot \sinh (N *$ theta $) / n p \cdot \sinh ($ theta $)$
if (parity $==$ 'Symmetric'):
par $+=0 * * 2 \star n p . \sin (N *$ phi) $/ n p . \sin ($ phi $)$
par $+=4 * 0 *((1+\mathrm{R} * * 2) /(1-\mathrm{R} * * 2)) *(\mathrm{np} \cdot \sinh ((\mathrm{N}+1) / 2 *$ theta $) \star \mathrm{np} \cdot \cos ((\mathrm{N}-1) / 2 * \mathrm{phi})+\mathrm{np} \cdot \sinh ((\mathrm{N}-1) / 2 *$ theta $) * \mathrm{np}$.
$\hookrightarrow \cos ((\mathrm{N}+1) / 2 \star \mathrm{phi})) /(\mathrm{np} \cdot \cosh ($ theta $)+\mathrm{np} \cdot \cos (\mathrm{phi}))$
par $-=N *(1-0 * * 2)$
elif (parity $==$ 'Antisymmetric'): par $-=0 * * 2 * n p . \sin (N * p h i) / n p . \sin (p h i)$ par $+=4 * 0 *((1+R * * 2) /(1-R * * 2)) *(n p \cdot \cosh ((N+1) / 2 *$ theta $) * n p \cdot \sin ((N-1) / 2 * p h i)+n p \cdot \cosh ((N-1) / 2 *$ theta $) * n p$.
$\hookrightarrow \sin ((\mathrm{N}+1) / 2 * \mathrm{phi})) /(\mathrm{np} \cdot \cosh ($ theta $)+\mathrm{np} \cdot \cos (\mathrm{phi}))$ par $+=\mathrm{N} *(1+0 * * 2)$
return np .sqrt (2/((1-R**2)*par))
def calcCreationAmplitude (self, p, theta, phi, U, R, O, parity, type):
\# Calculates the creation amplitude $u(p)$ for the given parameters theta, phi, $R$ and 0 , and for the given parity
$\hookrightarrow$ and type.
pm $=$ self.pm
if (type == 'Surface'): if (parity $==$ 'Symmetric'):
return $U *(-1) * * p * n p . \sinh (t h e t a *(p-p m))+0 * U * n p \cdot \cosh (p h i *(p-p m))$
elif (parity $==$ 'Antisymmetric'):
return $U *(-1) * * p * n p . \cosh ($ thet $a *(p-p m))+0 * U * n p . \sinh (p h i *(p-p m))$
elif (type $==$ 'Bulk'):
if (parity $==$ 'Symmetric'):
return $U *(-1) * * p * n p \cdot \sin ($ theta* $(p-p m))+0 * U * n p \cdot \cos (p h i *(p-p m))$
elif (parity $==$ 'Antisymmetric'):
return $U *(-1) * * p * n p \cdot \cos (\operatorname{thet} a *(p-p m))+0 * U * n p \cdot \sin (p h i *(p-p m))$
elif (type $==$ 'Mixed') :
if (parity $==$ 'Symmetric'):
return $U *(-1) * * p * n p . \sinh (\operatorname{theta*}(p-p m))+0 * U * n p \cdot \cos (p h i *(p-p m))$
elif (parity $==$ 'Antisymmetric'):
return $U *(-1) * * p * n p . \cosh ($ theta* $(p-p m))+0 * U * n p . \sin (p h i *(p-p m))$
def calcAnnihilationAmplitude(self, p, theta, phi, U, R, o, parity,type):
\# Calculates the annihilation amplitude $v(p)$ for the given parameters theta, phi, $R$ and $O$, and for the given $\hookrightarrow$ parity and type.
$\mathrm{pm}=$ self.pm
if (type =='Surface'): if (parity $=$ ' Symmetric'):
return $-R * U *(-1) * * p * n p . \sinh (t h e t a *(p-p m))+R * 0 * U * n p . \cosh (p h i *(p-p m))$
elif (parity $==$ 'Antisymmetric'):
return $-R * U *(-1) * * p * n p . \cosh (t h e t a *(p-p m))+R * O * U * n p . \sinh (p h i *(p-p m))$
elif (type $==$ 'Bulk'):
if (parity $==$ 'Symmetric'):
return $-\mathrm{R} * \mathrm{U} *(-1) * * \mathrm{p} * \mathrm{np} . \sin ($ thet $a *(\mathrm{p}-\mathrm{pm}))+\mathrm{R} * \mathrm{O} * \mathrm{U} * \mathrm{np} \cdot \cos (\mathrm{phi} *(\mathrm{p}-\mathrm{pm}))$
elif (parity $==$ 'Antisymmetric'):
return $-R * U *(-1) * * p * n p \cdot \cos ($ theta $(p-p m))+R * O * U * n p \cdot \sin (p h i *(p-p m))$
elif (type $==$ 'Mixed') :
if (parity $==$ 'Symmetric'):
return $-\mathrm{R} * \mathrm{U} *(-1) * * \mathrm{p} * \mathrm{np} . \sinh ($ theta* $(\mathrm{p}-\mathrm{pm}))+\mathrm{R} * 0 * \mathrm{U} * \mathrm{np} \cdot \cos (\mathrm{phi} *(\mathrm{p}-\mathrm{pm}))$
elif (parity $==$ 'Antisymmetric'):
return $-R * U *(-1) * * p * n p . \cosh (t h e t a *(p-p m))+R * O * U * n p . \sin (p h i *(p-p m))$

```
```
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def findMagnons(self,parity,type,plotCond=False):
\# Finds and plots all magnons of the given parity and type.
\# The last boolean parameter decides whether to plot the condition function on the range of interest or not.
N = self.N
rho = self.rho
kappa = self.kappa
omega = self.omega
zeta = self.zeta
epsmax = self.epsmax
plotnum = self.plotnum
inft = self.inft
\# Sets the range of interest for phi:
if (type == 'Surface'):
phistart = 0.0
phistart = 0.0
elif (type == 'Bulk'):
if (omega > 2) or ((omega-2)**2 < inft):
print('No '+parity+' Bulk Magnons exist for this value of omega.')
return
phistart = np.arccos(1-omega)
phistop = np.arccos(-omega/2)
elif (type == 'Mixed'):
if (omega**2 < inft):
print('No '+parity+' Mixed Magnons exist for this value of omega.')
return
phistart = 0.0
if (omega > 2).
phistop = np.pi
else:
phistop = np.arccos(1-omega)
\# Calculates the condition function on the range of interest and counts the number of roots:
rootcount = 0
roots = np.repeat(-1.0,N)
phis = np.linspace(phistart,phistop,plotnum)
conds = np.zeros(plotnum)
for i in range (plotnum):
conds[i] = self.calcCondition(phis[i],parity,type)
if (i == 0) and (conds[i]**2 < inft):
if (type == 'Surface'):
(type =='
elif (type == 'Bulk'):
if (parity =='Symmetric'):
continue
elif (omega == 0) and (parity =='Antisymmetric'):
continue
elif (type == 'Mixed'):
if (parity == 'Antisymmetric'):
continue
roots[rootcount] = phis[i]
rootcount += 1
elif (i == plotnum-1) and (conds[i]**2 < inft):
if (type == 'Surface'):
continue
elif (type == 'Bulk'):
if (rho == 5/4) and (parity =='Symmetric') and ((4*np.cos((N+1)/2*np.arccos(-omega/2))-omega*np.
Cos((N-1)/2*np.arccos(-omega/2)))**2< <inft):
print('Symmetric max threshold solution found!')
elif (rho == 5/4) and (parity == 'Antisymmetric') and ((4*np.sin((N+1)/2*np.arccos(-omega/2))-omega
\hookrightarrow *np\cdotsin((N-1)/2*np.arccos(-omega/2)))**2 < inft):
print('Antisymmetric max threshold solution found!')
else:
continue
elif (type == 'Mixed'):
if (omega < 2):
continue
elif (omega >= 2) and (parity == 'Symmetric'):
\mathrm{ continue }
rootcount += 1
elif (i> >) and (conds[i-1]*conds[i] < 0):
roots[rootcount] = phis[i]
rootcount += 1
\# Prints the amount of roots found and escapes if none were found:
if (rootcount == 0):
print('Found no '+parity+' '+type+' Magnons.')
print(plotCond == True).
fig = pp.figure('Antiferromagnetic '+parity+' ''type+' Condition Function')
fig.Suptitle('Antiferromagnetic '+parity+'',type+' Condition Function\n'+r'(\$N = %dS, $\rho = %.2f$, \$
\hookrightarrow\kappa = %.3f\$, $\omega = %.2f$)'%(N, rho,kappa,omega))
pp.plot(phis,conds,color='\#338454', linestyle='solid')
pp.xlabel (r'$\varphi$')
return
elif (rootcount == 1):
print('Found %d '%(rootcount)+parity+' '+type+' Magnon.')

```
```

    else:
                            print('Found %d '%(rootcount)+parity+' '+type+' Magnons.')
    # Discards all empty slots of the root vector:
    roots = roots[roots>=0]
    # Solves each root properly with Newton's method:
    for }\textrm{n}\mathrm{ in range (rootcount):
        roots[n] = sp.newton(self.calcCondition,roots[n],args=(parity,type),maxiter=100000)
    # Plots the condition function on the range of interest:
    if (plotCond == True):
            fig = pp.figure('Antiferromagnetic '+parity+' '+type+' Condition Function')
            fig.suptitle('Antiferromagnetic '+parity+' '+type+' Condition Function\n'+r'($N = %d$, $\rho = %.2f$, $\
    < kappa = %.3£$, $\omega = %.2f$)'%(N,rho,kappa,omega))
    pp.plot(phis,conds,color='#338454',linestyle='solid')
    pp.scatter(roots, 0*roots,color='#338454')
    pp.xlabel(r'$\varphi$')
    # Constructs the matrix of magnons:
    magnons = np.zeros([rootcount, 2*N+6])
    for n in range (rootcount):
    phi = roots[n]
        theta = self.calcTheta(phi,type)
        eps = self.calcEnergyQuantum(phi,type)
        R = self.calcRatioR(phi,eps,type)
        O = self.calcRatioo(phi,theta,R,parity,type)
        U = self.calcNormAmplitude(phi,theta,R,O,parity,type)
        for i in range (N):
            p = i+1
            magnons[n,i] = self.calcCreationAmplitude(p,theta,phi,U,R,O,parity,type
            magnons[n,N+i] = self.calcAnnihilationAmplitude(p,theta,phi,U,R,O,parity,type)
            if (magnons[n,0] < 0):
                magnons[n,:2*N] *= - 1
            magnons[n, 2*N:] = [eps,theta, phi, U, R,0]
    # Here, the frequency parameters, the amplitude U and the ratios R and O are stored to the right of the
    \hookrightarrowamplitudes as well.
    # Plots all the magnons:
    all = np.arange(1,rootcount+1)
    self.plotMagnons(magnons,all,parity+' '+type+' ')
    # Returns magnon matrix
    return magnons
    def calcAnaMagnons(self,plotCond=False):
\# Calculates all the magnons "analytically" and stores them in respective magnon matrices.
self.SS = self.findMagnons('Symmetric','Surface',plotCond)
self.AS = self.findMagnons('Antisymmetric','Surface',plotCond)
self.SM = self.findMagnons('Symmetric','Mixed',plotCond)
self.AM = self.findMagnons('Antisymmetric','Mixed',plotCond)
self.SB = self.findMagnons('Symmetric','Bulk',plotCond)
self.AB = self.findMagnons('Antisymmetric','Bulk',plotCond)
def controlBulkConditions(self,magnons):
\# Calculates and prints the bulk conditions for control.
N = self.N
omega = self.omega
kappa = self.kappa
num = len(magnons[:,0])
for i in range (num):
energy = magnons[i, 2*N]
magnon = magnons[i,:2*N ]
print('Magnon %d, first bulk control: %.2f'%(i+1,(6+2*kappa-energy)*magnon[1]-magnon[N]-omega*magnon[N+1]-
magnon[N+2]))
print('Magnon %d, second bulk control: %.2f'%(i+1,(6+2*kappa+energy)*magnon[N+1]-magnon[0]-omega*magnon[1]-
\hookrightarrowmagnon[2]))
def controlSurfaceConditions(self,magnons):
\# Calculates and prints the surface conditions for control.
N = self.N
omega = self.omega
rho = self.rho
kappa = self.kappa
num = len(magnons[:,0])
for i in range (num):
energy = magnons[i, 2*N]
magnon = magnons[i,:2*N]
print('Magnon %d, first surface control: %.2f'%(i+1,(4*rho+1+2*kappa-energy)*magnon[0]-omega*rho*magnon[N]-
Magnon[N+1]))
print('Magnon %d, second surface control: %.2f'%(i+1,(4*rho+1+2*kappa+energy)*magnon[N]-omega*rho*magnon
\hookrightarrow [0]-magnon[1]))

```
```
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```
    # CLASS CONSTRUCTOR:
```

    # CLASS CONSTRUCTOR:
    def __init__(self, N, rho=0.8, kappa=0.002, omega=4.0):
    # Stores parameters:
    self.N = N
    self.pm = (N+1)/2
    self.pm = (N+1)/2
    self.rho = rho
    self.kappa = kappa
    self.eta = omega*(rho-1)
    self.zeta = 4*rho-5
    # Plot list of all magnons:
    self.all = np.arange(1,N+1)
    # Constructs matrices
    c = np.repeat (omega,N)
    c[0] = c[N-1] = omega*rho
    c2 = np.repeat (1,N-1)
    C = np.diagflat (c) +np.diagflat (c2,1) +np.diagflat (c2,-1)
    dI = 4*rho+1+2*kappa
    dB}=6+2*\mathrm{ kappa
    d = np.repeat (dB,N)
    d[0] = d[N-1] = dI
    D = np.diagflat(d)
    A = np.zeros([2*N, 2*N])
    A[:N,:N] = D
    A[:N,N:] = C
    A[N:,:N] = C
    A[N:,:N]=C
    NEG = np.zeros([2*N, 2*N])
    NEG[:N,:N] = np.identity(N)
    NEG[:N,:N] = np.identity(N)
    AN = A.dot (NEG)
    # Stores matrices:
    self.C = C
    self.epsmax = dB
    self.D = D
    self.A = A
    self.NEG = NEG
    self.AN = AN
    
## METAL SOLVER

class MetalSolver():
\# ClASS CONSTANTS:
\# Number of values for continuous functions in 1D plots
plotnum = 1000
\#Number of values in each direction for continuous functions in 3D plots:
plotnum3 = 100
\# Infinitesimal threshold:
inft = 0.000001
\# CLASS METHODS:
def calcOmega(self,mu,nu):
\# Calculates the wave parameter for given planar wave vector index fractions mu and nu.
\# Here, mu and nu must be between -0.5 and 0.5.
return 4*np.cos(mu*np.pi)*np.cos(nu*np.pi)
def calcNumElectrons(self):
\# Solves the eigenequation numerically and rescales the eigenvectors to fulfil the canonicality condition.
N = self.N
\# Finds the energy quanta and the Boym matrices:
[eps, BT] = np.linalg.eig(self.A)
B = np.conj(np.transpose(BT))
\# Sorts the energy quanta and electrons from lowest to highest:
sorted = np.argsort (eps)
sorted = sorted[::-1]
eps = eps[sorted]
eps = eps[sor
sorted = np.argsort (eps [:N])
eps[:N] = eps[sorted]
B[:N] = B[sorted]
\# Normalises the electrons:
for i in range (N):
P = np.sum(B[i,:]**2)

```
```

        B[i,:] /= np.sqrt(P)
    ```
        B[i,:] /= np.sqrt(P)
        B[N+i,:] /= np.sqrt(P)
        B[N+i,:] /= np.sqrt(P)
        if (B[i,0]<0):
        if (B[i,0]<0):
            B[i,:] *= -1
            B[i,:] *= -1
        if (B[N+i,N] > 0):
        if (B[N+i,N] > 0):
            B[N+i,:] *= -1
            B[N+i,:] *= -1
    # Here, the sign is chosen so that the first main amplitude is positive.
    # Here, the sign is chosen so that the first main amplitude is positive.
    # Constructs a matrix of electrons for storage:
    # Constructs a matrix of electrons for storage:
    numElectrons = np.zeros([N,2*N+1])
    numElectrons = np.zeros([N,2*N+1])
    numElectrons[:,:2*N] = B[:N]
    numElectrons[:,:2*N] = B[:N]
    numElectrons[:,2*N] = eps[:N]
    numElectrons[:,2*N] = eps[:N]
    # Here, the energy quantum is stored to the right of the amplitude vectors.
    # Here, the energy quantum is stored to the right of the amplitude vectors.
    # Stores the energy quanta and matrices:
    # Stores the energy quanta and matrices:
    self.eps = eps
    self.eps = eps
    self.B=B
    self.B=B
    self.BT = np.conj(np.transpose(B))
    self.BT = np.conj(np.transpose(B))
    self.numElectrons = numElectrons
    self.numElectrons = numElectrons
def plotElectrons(self,electrons,plotlist,type=''):
def plotElectrons(self,electrons,plotlist,type=''):
    # Plots a given list of electrons of the metal.
    # Plots a given list of electrons of the metal.
    N = self.N
    N = self.N
    lam = self.lam
    lam = self.lam
    omega = self.omega
    omega = self.omega
    # Finds the number of electrons to be plotted:
    # Finds the number of electrons to be plotted:
    num = len(plotlist)
    num = len(plotlist)
    # Finds the maximal and minimal amplitude values to be plotted and sets upper and lower limits for the y-axis:
    # Finds the maximal and minimal amplitude values to be plotted and sets upper and lower limits for the y-axis:
    ulim = np.max(electrons[:,:2*N])*1.2
    ulim = np.max(electrons[:,:2*N])*1.2
    llim = np.min(electrons[:,:2*N])*1.2
    llim = np.min(electrons[:,:2*N])*1.2
    # Creates a figure or a figure of subplots based on the number of electrons to be plotted:
    # Creates a figure or a figure of subplots based on the number of electrons to be plotted:
    if (num == 1):
    if (num == 1):
            fig = pp.figure(type+'Electrons')
            fig = pp.figure(type+'Electrons')
            fig.suptitle(type+'Electrons of the Metallic Layer\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$)'%(N,
            fig.suptitle(type+'Electrons of the Metallic Layer\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$)'%(N,
        lam,omega)
        lam,omega)
        else:
        else:
            [fig,axes] = pp.subplots((num+1)//2,2,num=type+'Electrons', sharex=True, sharey=True)
            [fig,axes] = pp.subplots((num+1)//2,2,num=type+'Electrons', sharex=True, sharey=True)
            fig.suptitle(type+'Electrons of the Metallic Layer\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$)'%(N,
            fig.suptitle(type+'Electrons of the Metallic Layer\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$)'%(N,
        lam,omega))
        lam,omega))
    # Extracts the amplitude vectors and energy quantum for each electron and plots it:
    # Extracts the amplitude vectors and energy quantum for each electron and plots it:
    for p in range (num):
    for p in range (num):
            i = plotlist[p]-1
            i = plotlist[p]-1
            electron = electrons[i,:2*N]
            electron = electrons[i,:2*N]
            energy = electrons[i,2*N]
            energy = electrons[i,2*N]
            if (num == 1):
            if (num == 1):
        ax = fig.gca()
        ax = fig.gca()
            elif (num == 2):
            elif (num == 2):
        ax = axes[p%2]
        ax = axes[p%2]
            else:
            else:
            se:
            se:
            ax = axes[p//2,p%2]
            ax = axes[p//2,p%2]
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.xaxis.set_major_locator(MaxNLocator(integer=True))
            ax.plot([1,N],[0,0],color='#888888',linestyle='solid')
            ax.plot([1,N],[0,0],color='#888888',linestyle='solid')
            ax.plot([1,1],[llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([1,1],[llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([N,N], [llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([N,N], [llim,ulim],color='#888888',linestyle='dashed')
            ax.plot([(N+1)/2,(N+1)/2],[llim,ulim], color='#888888', linestyle='dashed')
            ax.plot([(N+1)/2,(N+1)/2],[llim,ulim], color='#888888', linestyle='dashed')
            ax.plot (np.arange (1,self.N+1), electron[:N],'-0',color='#00b80c')
            ax.plot (np.arange (1,self.N+1), electron[:N],'-0',color='#00b80c')
            ax.plot(np.arange(1,self.N+1), electron[N:],'-0', Color='#ff0a1d')
            ax.plot(np.arange(1,self.N+1), electron[N:],'-0', Color='#ff0a1d')
            ax.set_title(r'Electron Group %d ($E = %.4fHS)'%(i+1,energy), fontsize=10)
            ax.set_title(r'Electron Group %d ($E = %.4fHS)'%(i+1,energy), fontsize=10)
            if (num == 1):
            if (num == 1):
                ax.set_ylabel('Amplitude')
                ax.set_ylabel('Amplitude')
                ax.set_xlabel('Plane index')
                ax.set_xlabel('Plane index')
            else:
            else:
                if (p%2 == 0)
                if (p%2 == 0)
                    ax.set_ylabel('Amplitude')
                    ax.set_ylabel('Amplitude')
                if (p//2 == (num-1)//2) or ((num%2 != 0) and ( }\textrm{p}===\mathrm{ num-2)):
                if (p//2 == (num-1)//2) or ((num%2 != 0) and ( }\textrm{p}===\mathrm{ num-2)):
                    ax.set_xlabel('Plane index')
                    ax.set_xlabel('Plane index')
            ax.set_ylim([llim,ulim])
            ax.set_ylim([llim,ulim])
            ax.set_xlim([0,N+1])
            ax.set_xlim([0,N+1])
    # Removes any extra empty plot:
    # Removes any extra empty plot:
    if (num > 2) and (num%2 != 0):
    if (num > 2) and (num%2 != 0):
            fig.delaxes(axes[num//2,num%2])
            fig.delaxes(axes[num//2,num%2])
    fig.tight_layout(rect=[0, 0, 1, 0.92])
    fig.tight_layout(rect=[0, 0, 1, 0.92])
def controlSandwichMatrix(self):
def controlSandwichMatrix(self):
    # Calculates and plots the canonicality condition for control.
    # Calculates and plots the canonicality condition for control.
    B = self.B
    B = self.B
    BT = self.BT
    BT = self.BT
    S = BT.dot(B)
    S = BT.dot(B)
    fig = pp.figure('Metallic Canonicality Condition')
    fig = pp.figure('Metallic Canonicality Condition')
    pp.suptitle('Canonicality Condition $B^\dagger B$')
    pp.suptitle('Canonicality Condition $B^\dagger B$')
    pp.imshow(S)
```

    pp.imshow(S)
    ```
```

    pp.colorbar()
    def controlEnergyMatrix(self):
\# Calculates and plots the energy matrix E for control.
B = self.B
BT = self.BT
A = self.A
E = B.dot(A).dot(BT)
fig = pp.figure('Metallic Energy Matrix')
pp.suptitle('Energy Matrix $E = B A B^\dagger$')
pp.imshow(E)
pp.colorbar()
def controlUnitaryMatrix(self):
\# Plots the unitary matrix B for control
B = self.B
fig = pp.figure('Metallic Unitary Matrix')
pp.suptitle('Unitary Matrix $B$')
pp.imshow(B)
pp.colorbar()
def calcXi(self,psi,type):
\# Calculates the frequency parameter xi for the given psi and type.
omega = self.omega
if (type == 'Surface'):
return np.arccosh(np.cosh(psi)+omega)
elif (type == 'Bulk'):
return np.arccos(np.cos(psi)+omega)
elif (type == 'Mixed'):
return np.arccosh(np.cos(psi)+omega)
elif (type == 'Surface Threshold'):
return np.arccosh(1+omega)
elif (type == 'Bulk Threshold'):
return 0.0
elif (type == 'Double Threshold'):
return 0.0
def calcEnergyQuantum(self,psi,type):
\# Calculates the energy quantum for the given psi and type.
omega = self.omega
if (type == 'Surface'):
return (omega+2*np.cosh(psi))
elif (type == 'Bulk') or (type == 'Mixed'):
return (omega+2*np.cos(psi))
elif (type == 'Surface Threshold'):
return omega+2
elif (type == 'Bulk Threshold'):
return 2-omega
elif (type =='Double Threshold'):
return 2
def calcCondition(self,psi,type):
\# Calculates the condition function for the given psi and the given type.
N = self.N
lam = self.lam
xi = self.calcXi(psi,type)
if (type == 'Surface'):
cond = 0
cond += np.sinh((N+1)*xi)*np.sinh((N+1)*psi)
cond -= lam**2*np.sinh (N*xi)*np.sinh(N*psi)
return cond
elif (type == 'Bulk'):
cond = 0
cond += np.sin}((N+1)*xi)*np.sin((N+1)*psi
cond -= lam**2*np.sin(N*xi)*np.sin(N*psi)
return cond
elif (type == 'Mixed'):
cond = 0
cond += np.sinh((N+1)*xi)*np.sin((N+1)*psi)
cond == lam**2*np.sinh (N*xi)*np.sin (N*psi)
return cond
def calcNormAmplitude(self,xi,psi,type):
\# Calculates the normalised amplitude Y (X) for the given xi and psi and the given type.
N = self.N

```
```

    lam = self.lam
    ```
    lam = self.lam
if (type == 'Surface'):
return \(n p . s q r t(1 /(l a m * * 2 *(n p . \sinh (N * p s i) / n p . \sinh ((N+1) * x i)) * * 2 *((n p . \sinh ((N+1) * x i) / n p . \sinh (x i)) * n p . \cosh ((N\) \(\longrightarrow+2) * x i)-n p \cdot \cosh (2 \star(N+1) * x i)-N)+((n p \cdot \sinh ((N+1) \star p s i) / n p \cdot \sinh (p s i)) \star n p \cdot \cosh ((N+2) * p s i)-n p \cdot \cosh (2 *(N+1) * p s i)-N))\) \(\hookrightarrow\) )
lif (type == 'Bulk'):
return \(n p . \operatorname{sqrt}(-1 /(1 a m * * 2 *(n p \cdot \sin (N * p \operatorname{si}) / n p \cdot \sin ((N+1) * x i)) * * 2 *((n p \cdot \sin ((N+1) * x i) / n p \cdot \sin (x i)) * n p \cdot \cos ((N+2) *\)
\(\hookrightarrow x i)-n p \cdot \cos (2 *(N+1) * x i)-N)+((n p \cdot \sin ((N+1) * p \operatorname{pi}) / n p \cdot \sin (p s i)) * n p \cdot \cos ((N+2) * p s i)-n p \cdot \cos (2 *(N+1) * p s i)-N)))\)
elif (type \(==\) 'Mixed'):
return \(n p \cdot \operatorname{sqrt}(1 /(\operatorname{lam} * * 2 \star(n p \cdot \sin (N * p s i) / n p \cdot \sinh ((N+1) * x i)) * * 2 *((n p \cdot \sinh ((N+1) * x i) / n p \cdot \sinh (x i)) * n p \cdot \cosh ((N)\)
\(\hookrightarrow+2) * x i)-n p \cdot \cosh (2 \star(N+1) * x i)-N)-((n p \cdot \sin ((N+1) * p \operatorname{si}) / n p \cdot \sin (p s i)) * n p \cdot \cos ((N+2) * p s i)-n p \cdot \cos (2 *(N+1) * p s i)-N)))\)
elif (type \(==\) 'Surface Threshold'):
return np.sqrt \((1 /((N *(N+1) *(2 * N+1)) / 3-1 \operatorname{am**} 2 * N * * 2 *(N+n p \cdot \cosh (2 *(N+1) * x i)-(n p . \sinh ((N+1) * x i) / n p \cdot \sinh (x i)) * n p\) \(\longrightarrow \cdot \cosh ((N+2) * x i)) /(n p \cdot \sinh ((N+1) * x i) * * 2)))\)
elif (type \(==\) 'Bulk Threshold'):
return np.sqrt \((1 /((N *(N+1) *(2 \star N+1)) / 3+1 \operatorname{am**} 2 * N * * 2 *(N+n p \cdot \cos (2 *(N+1) * p s i)-(n p . \sin ((N+1) * p s i) / n p . \sin (p s i)) * n p\) \(\hookrightarrow . \cos ((\mathrm{N}+2) \star \mathrm{psi})) /(\mathrm{np} \cdot \sin ((\mathrm{N}+1) \star \mathrm{psi}) * * 2)))\)
elif (type \(={ }^{\prime}\) ' Double Threshold'):
return np .sqrt \((3 /(2 * \mathrm{~N} *(\mathrm{~N}+1) *(2 * \mathrm{~N}+1)))\)
def calcUpAmplitude (self,p,xi,psi, XY, type)
\# Calculates the up amplitude \(u(p)\) for the given parameters \(x i\) and \(p s i\) and the given type.
\(\mathrm{N}=\operatorname{self} . \mathrm{N}\)
lam = self.lam
if (type == 'Surface'):
return \(-1 a m * X Y *(-1) * * p * n p \cdot \sinh (N * p s i) * n p \cdot \sinh (x i *(p-(N+1))) / n p \cdot \sinh ((N+1) * x i)+X Y * n p \cdot \sinh (p s i *(p-(N+1)))\)
elif (type \(==\) 'Bulk'):
return \(-1 a m * X Y *(-1) * * p * n p . \sin (N * p \operatorname{si}) * n p . \sin (x i *(p-(N+1))) / n p . \sin ((N+1) * x i)+X Y * n p . \sin (p s i *(p-(N+1)))\)
elif (type \(==\) 'Mixed'):
return \(-1 a m * x Y *(-1) * * p * n p . \sin (N * p s i) * n p . \sinh (x i *(p-(N+1))) / n p \cdot \sinh ((N+1) * x i)+X Y * n p . \sin (p s i *(p-(N+1)))\)
elif (type \(==\) 'Surface Threshold'):
return \(-\operatorname{lam*XY*N*(-1)**p*np.\operatorname {sinh}((p-(N+1))*xi)/np\cdot \operatorname {sinh}((N+1)*xi)+XY*(p-(N+1)),~(p)}\)
elif (type \(==\) 'Bulk Threshold'):
return \(\mathrm{XY} *(\mathrm{p}-(\mathrm{N}+1)) *(-1) * * \mathrm{p}-1 \mathrm{am} * \mathrm{XY} * \mathrm{~N} * \mathrm{np} \cdot \sin ((\mathrm{p}-(\mathrm{N}+1)) \star \mathrm{psi}) / \mathrm{np} \cdot \sin ((\mathrm{N}+1) \star \mathrm{psi})\)
elif (type \(==\) ' Double Threshold'):
return -XY* ((-1)**p-1)*(p-(N+1))
def calcDownAmplitude (self,p,xi,psi,XY,type)
\# Calculates the annihilation amplitude \(v(p)\) for the given parameters \(x i\) and psi and the given type.
\(\mathrm{N}=\) self. N
lam = self.lam
if (type == 'Surface'):
return \(-1 a m * X Y *(-1) * * p * n p . \sinh (N * p s i) * n p . \sinh (x i *(p-(N+1))) / n p . \sinh ((N+1) * x i)-X Y * n p . \sinh (p s i *(p-(N+1)))\)
elif (type \(==\) 'Bulk'):
return \(-1 a m * X Y *(-1) * * p * n p . \sin (N * p s i) * n p \cdot \sin (x i *(p-(N+1))) / n p \cdot \sin ((N+1) * x i)-X Y * n p . \sin (p s i *(p-(N+1)))\)
elif (type \(==\) 'Mixed'):
return \(-1 a m * X Y *(-1) * * p * n p \cdot \sin (N * p s i) * n p \cdot \sinh (x i *(p-(N+1))) / n p \cdot \sinh ((N+1) * x i)-X Y * n p . \sin (p s i *(p-(N+1)))\)
elif (type \(==\) 'Surface Threshold'):
return \(-\operatorname{lam*XY*N*(-1)**p*np.\operatorname {sinh}((p-(N+1))*xi)/np.\operatorname {sinh}((N+1)*xi)-XY*(p-(N+1)),~(N)}\)
elif (type \(==\) 'Bulk Threshold'):
return \(X Y *(p-(N+1)) *(-1) * * p+1 \operatorname{am} * X Y * N * n p . \sin ((p-(N+1)) \star p s i) / n p . \sin ((N+1) * p s i)\)
elif (type \(==\) ' Double Threshold'):
return \(-X Y *((-1) * * p+1) *(p-(N+1))\)
def normaliseElectron(self, electron):
\# Normalises the given electron vector and returns the normalised electron.
\(\mathrm{N}=\operatorname{self} . \mathrm{N}\)
\(P=n p . \operatorname{sum}(e l e c t r o n[: 2 * N] * * 2)\)
if ( \(P==0\) ):
nelectron \(=\) electron*0
else:
nelectron \(=\) electron/np.sqrt( \((\mathrm{P})\)
if ( nelectron \([0]<0\) ):
nelectron \(*=-1\)
return nelectron
def findElectrons(self,type,plotCond=False):
\# Finds and plots all electrons of the given type
\# The last boolean parameter decides whether to plot the condition function on the range of interest or not.
\(\mathrm{N}=\) self.N
omega \(=\) self.omega
lam = self.lam
lamB \(=\) self.lamB
lams \(=\) self.lams
plotnum \(=\) self.plotnum
inft \(=\) self.inft
\# If the wanted type is surface, bulk or mixed electrons, plot the condition function and root it if (type \(==\) 'Surface') or (type \(==\) 'Bulk') or (type \(==\) 'Mixed'):
\# Sets the range of interest for psi.
```

```
    if (type == 'Surface'):
    if (lam <= lamS):
        print('No Surface Electrons exist for this value of omega.')
        return
    psistart = 0.0
    psistart = 0.0
    elif (type == 'Bulk'):
    if (omega > 2) or ((omega-2)**2 < inft):
        print('No Bulk Electrons exist for this value of omega.')
        return
    psistart = np.arccos(1-omega)
    psistop = np.arccos(-omega/2)
    elif (type == 'Mixed'):
    if (omega**2 < inft):
            print('No Mixed Electrons exist for this value of omega.')
            return
    psistart = 0.0
    if (omega > 2):
        psistop = np.pi
    else:
        psistop = np.arccos(1-omega)
    # Calculates the condition function on the range of interest and counts the number of roots:
    rootcount = 0
    roots = np.repeat (-100.0,N)
    psis = np.linspace(psistart,psistop,plotnum)
    conds = np.zeros(plotnum)
    for i in range(plotnum):
    conds[i] = self.calcCondition(psis[i],type)
    if (i> 0) and (conds[i-1]*conds[i] <= 0):
        if (i == 1) or ( }\textrm{i}==\mathrm{ plotnum-1):
            continue
        else
            roots[rootcount] = psis[i]
                ootcount += 1
    # Prints the amount of roots found and escapes if none were found:
    if (rootcount == 0):
    print('Found no '+type+' Electrons.')
    if (plotCond == True):
        fig = pp.figure('Metallic '+type+' Condition Function')
        fig.suptitle('Metallic '+type+'Condition Function\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$
\hookrightarrow)\prime%(N,lam,omega))
            pp.plot(psis,conds,color='#369fff',linestyle='solid')
            pp.xlabel(r'$\psi$')
        return
    elif (rootcount == 1):
    print('Found %d'%(rootcount)+type+' Electron.')
    else:
    print('Found %d '%(rootcount)+type+' Electrons.')
    # Discards all empty slots of the root vector:
    roots = roots[roots>-100]
    # Solves each root properly with Newton's method:
    for n in range (rootcount):
    roots[n] = sp.newton(self.calcCondition,roots[n],args=(type,),maxiter=100000)
    # Reverses the root vector in the case of bulk and mixed electrons:
    if (type =='Bulk') or (type == 'Mixed'):
        roots = roots[::-1]
    # Plots the condition function on the range of interest:
    if (plotCond == True):
        fig = pp.figure('Metallic '+type+' Condition Function')
        fig.suptitle('Metallic '+type+' Condition Function\n'+r'($N = %d$, $\lambda = %.2f$, $\omega = %.2f$)'
%(N,lam,omega))
            pp.plot(psis,conds,color='#369fff',linestyle='solid')
            pp.scatter(roots, 0*roots, color='#369fff')
            pp.xlabel(r'$\psi$')
# If the wanted type is threshold electrons, check that the conditions are fulfilled
if (type == 'Surface Threshold'):
    if ((lam-lamS)**2 > inft or ((omega**2 < inft) and ((lam-(N+1)/N)**2<inft))):
        print('No Surface Threshold Electrons exist for these values of lambda and omega.')
            return
    else:
        rootcount = 1
            roots = np.zeros(1)
            print('Found 1 Surface Threshold Electron.')
    if (type == 'Bulk Threshold'):
    if ((lam-1amB)**2 > inft) or ((omega**2 < inft) and ((lam-(N+1)/N)**2<inft)):
        print('No Bulk Threshold Electrons exist for these values of lambda and omega.')
        return
    else:
        rootcount = 1
            roots = np.array([np.arccos(1-omega)])
            print('Found 1 Bulk Threshold Electron.')
    if (type == 'Double Threshold'):
    if (omega**2 > inft) or ((lam-(N+1)/N)**2 > inft):
```

```
            print('No Double Threshold Electrons exist for these values of lambda and omega.')
                return
            else:
                rootcount = 1
            roots = np.zeros(1)
            print('Found 1 Double Threshold Electron.')
    # Constructs the matrix of electrons:
    electrons = np.zeros([rootcount, 2*N+3])
    for }n\mathrm{ in range(rootcount):
    psi = roots[n]
    xi = self.calcXi(psi,type
    eps = self.calcEnergyQuantum(psi,type)
    XY = self.calcNormAmplitude(xi,psi,type)
    for i in range(N):
            p = i+1
            electrons[n,i] = self.calcUpAmplitude(p,xi,psi,XY,type
            electrons[n,N+i] = self.calcDownAmplitude(p,xi,psi,XY,type
        # electrons[n,:2*N] = self.normaliseElectron(electrons[n,:2*N])
    if (electrons[n,0]<0):
            electrons[n,:2*N] *= -1
    electrons[n,2*N:] = [eps,xi,psi]
# Here, the frequency parameters xi and psi are stored to the right of the amplitudes as well.
    # Plots all the electrons:
    all = np.arange (1, rootcount+1)
    self.plotElectrons(electrons,all,type+' ')
    Returns electron matrix
    return electrons
def calcAnaElectrons(self,plotCond=False):
    # Calculates all the electrons "analytically" and stores them in respective electron matrices.
    self.S = self.findElectrons('Surface',plotCond)
    self.M = self.findElectrons('Mixed',plotCond)
    self.B = self.findElectrons('Bulk',plotCond)
    self.STE = self.findElectrons('Surface Threshold',plotCond)
    self.BTE = self.findElectrons('Bulk Threshold',plotCond)
    self.DTE = self.findElectrons('Double Threshold',plotCond)
# CLASS CONSTRUCTOR:
def __init__(self, N, lam=0.8, omega=4.0):
    inft = self.inft
    # Stores parameters:
    self.N = N
    self.lam = lam
    self.omega = omega
    # Prints and stores lambda threshold values:
    if (omega**2 < inft):
        lamB = (N+1)/N
        self.lamB = lamB
    elif (omega < 2),
        psiB = np.arccos(1-omega)
        lamB2 = ((N+1)/N)*(np.sin}((N+1)*psiB)/np.\operatorname{sin}(N*psiB))
        if (lamB2 >= 0):
            lamB = np.sqrt(lamB2)
                self.lamB = lamB
            else:
                self.lamB = -1.0
    else:
        self.lamB = -1.0
    if (omega**2 < inft):
        lamS = (N+1)/N
        self.lamS = lamS
    else:
        xiS = np.arccosh(1+omega)
        lamS = np.sqrt(((N+1)/N)*(np.sinh((N+1)*xiS)/np.sinh(N*xiS))
        self.lams = lams
    # Plot list of all electrons:
    self.all = np.arange(1,N+1)
    # Constructs matrices
    c = np.repeat (-omega,N)
    c2 = np.repeat (-1,N-1)
    C = np.diagflat(c)+np.diagflat(c2,1)+np.diagflat(c2,-1)
    D = np.zeros([N,N])
    D [0,0] = lam
    A = np.zeros([2*N, 2*N])
    A[:N,:N] = D
    A[:N,N:] = C
    A[N:,:N] = C
    A[N:,N:] = -D
```

```
    # Stores matrices:
    self.C = C
    self.D = D
    self.A = A
## OTHER FUNCTIONS
def plotFrequencies(title,plotValues=False,plots=1,titles=[''],phis=[0.0],omegas=[0.0])
    # Plots a number of frequency charts with the given phi and omega values indicated.
    res = 1000
    freqs = np.linspace(0,np.pi,res)
    coshes = np.zeros(res)
    coses = np.zeros(res)
    for i in range(res):
        coshes[i] = np.cosh(freqs[i])
        coses[i] = np.cos(freqs[i])
    if (plots == 1):
        fig = pp.figure(title)
    lse
        [fig,axes] = pp.subplots(plots,1, num=title,sharex=True, sharey=True
    for p in range (plots):
        if (plots == 1):
            ax = fig.gca()
        else:
            ax = axes[p]
        phi = phis[p]
        omega = omegas[p]
        ax.set_xlim([-0.2,np.pi+0.2])
        ax.set_ylim([-1.5,5.5])
        ax.plot(freqs, coshes,color='#000000',linestyle='solid', zorder=1)
        ax.plot(freqs,coses,color='#ff0000',linestyle='solid',zorder=2)
        if (plotValues == True)
            ax.set_title(titles[p],size=10)
            if (phis[p] < 0):
                phicos = np.cosh(-phi
                    ax.scatter(-phi,phicos,color='#000000',zorder=3)
                    ax.text(-phi+0.04,phicos-0.2,r'$\varphi$',size=12,verticalalignment='center',zorder=4)
            else:
                phicos = np.cos(phi)
            ax.scatter(phi,phicos,color='#ff0000',zorder=3)
            ax.text(phi+0.04,phicos-0.2,r'$\varphi$',size=12,verticalalignment=' center',zorder=4)
            thetacos = phicos+omega
            if (thetacos > 1)
                theta = np.arccosh(thetacos)
                    ax.scatter(theta, thetacos,color='#000000',zorder=5)
            else:
                    theta = np.arccos(thetacos)
                    ax.scatter(theta, thetacos,color=' #ff0000', zorder=5)
            ax.add_patch(pat.Rectangle([-0.3,phicos],np.pi+0.6,omega,color='#f48000', alpha=0.3,zorder=0))
            ax.text (theta+0.04, thetacos-0.2,r'$\vartheta$',size=12,verticalalignment='center',zorder=6
            ax.text(np.pi-0.2,phicos+omega/2, r'$\omega$',size=12,verticalalignment=' center',zorder=7)
    fig.tight_layout()
def plotMagSpectrum(N,rho=0.8,kappa=0.002)
    # Plots the antiferromagnetic energy spectrum over all possible values of omega for the given values of N, rho and
         kappa
    res = 1000
    omegas = np.linspace (0,4, res)
    energies = np.zeros([N,res])
    zeta = 4*rho-5
    epsmax = 6+2*kappa
    epsbulks = np.zeros(res)
    epssurfs = np.zeros(res)
    epslims = np.zeros(res)
    for i in range(res):
            mag = MagnetSolver(N,rho,kappa,omegas[i])
            epsbulks[i] = np.sqrt(epsmax**2-(omegas[i]-2)**2)
            epssurfs[i] = np.sqrt(epsmax**2-(omegas[i]+2)**2)
            mag.calcNumMagnons()
            energies[:,i] = mag.eps[:N]
    fig = pp.figure('Antiferromagnetic Energy Spectrum'
    ax = fig.gca()
    fig.suptitle('Energy Spectrum of the Antiferromagnetic Layer\n'+r'($N = %d$, $\rho = %.2f$, $\kappa = %.3f$)'%(N,
        rho,kappa))
    pp.xlabel(r's\omegas')
    pp.ylabel('Energy [Js]')
    ax.set_xlim([0,4])
    for n in range(N):
        ax.plot(omegas,energies[n,:],color='#fdce0b',linestyle=' solid'
    ax.plot([0,2],[epsmax,epsmax],color='#dd6337',linestyle='solid')
    ax.plot(omegas,epsbulks, color='#dd6337',linestyle='solid')
    ax.plot (omegas,epssurfs,color='#dd6337',linestyle='solid')
    sxpos = 1.5
    sypos = epssurfs[int(sxpos*res/4)]/2
    mxpos = 2.5
    mypos = (epsbulks[int(mxpos*res/4)]+epssurfs[int(mxpos*res/4)])/2
    bxpos = 0.0
    bypos = (epsbulks[int(bxpos*res/4)]+epsmax)/2
```
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    ax.text(sxpos,sypos,'SURFACE', size=10,color=' #dd6337',verticalalignment=' center')
    ax.text (mxpos,mypos,'MIXED',size=10,color=' #dd6337',verticalalignment=' center')
    ax.text(bxpos,bypos,'BULK',size=10,color='#dd6337',verticalalignment=' center')
def plotMagSurfTruncCondition(rhos):
    # Plots the surface truncation condition for the semi-infinite antiferromagnetic layer for the given values of rho
    res = 1000
    omegas = np.linspace (0,4, res)
    num = len(rhos)
    conds = np.zeros([num,res])
    for }n\mathrm{ in range (num):
        zeta = 4*rhos[n]-5
        for i in range(res):
            eta =omegas[i]*(rhos[n]-1)
            conds[n,i] = (omegas[i]+2)*((1-eta)*(np.exp(np.arccosh(1+omegas[i]))+eta)+zeta**2)+6*zeta*(np.exp(np.
        @arccosh(1+omegas[i]))+1)
    fig = pp.figure('Surface Truncation Conditions')
    ax = fig.gca()
    fig.suptitle('Surface Truncation Condition of the Semi-Infinite Antiferromagnetic Layer')
    pp.xlabel(r'$\omega$')
    ax.set_xlim([0,4])
    pp.plot ([0,4],[0,0], color=' #000000'
    for }\textrm{n}\mathrm{ in range (num):
        pp.plot (omegas,conds[n,:],color='#808284')
        ipos = int(2.1*res/4)
        ax.text(omegas[ipos],conds[n,ipos]-0.5, r'$\rho = %.3£$'%(rhos[n]), size=10,verticalalignment='center')
def plotMagSurfAmps(N,kappa=0.002,omega=4.0,plotList=[1,2,3])
    # Plots the three lowest-energy magnonic surface amplitudes over rho values beween 0 and 1 for the given values of
        N, kappa and omega.
    res = 100
    rhos = np.linspace (0,1.0,res)
    camps = np.zeros([3,res])
    aamps = np.zeros([3,res])
    for }n\mathrm{ in range (3):
        for i in range(res):
            m = plotList[n]
            mag = MagnetSolver(N,rhos[i],kappa,omega)
            mag.calcNumMagnons()
            camps[n,i] = mag.numMagnons[m-1,0]
            aamps[n,i] = mag.numMagnons[m-1,N]
    fig,axes] = pp.subplots(1,3,num='Antiferromagnetic Surface Amplitudes (Magnon Groups %d, %d and %d)'%(plotList[0],
    \hookrightarrow plotList[1],plotList[2]), sharex=True,sharey=True)
    fig.suptitle('Antiferromagnetic Surface Amplitudes\n'+r'($N = %d$, $\kappa = %.3f$, $\omega = %.2f$)'%(N,kappa,
        @omega))
    or n in range (3):
        axes[n].set_title('Magnon Group %d'%(plotList[n]),fontsize=10)
        axes[n].set_xlabel(r'$\rho$')
        axes[n].plot (rhos,camps[n,:],' -',color='#00b80c')
        axes[n].plot(rhos,aamps[n,:],'-', color='#ff0a1d')
    fig.tight_layout(rect=[0, 0, 1, 0.92])
def plotMetSpectrum(N,lam=0.8,whole=False)
    # Plots the metallic energy spectrum over all possible values of omega for the given vaues of N and lambda.
    res = 1000
    omegas = np.linspace (0,4,res)
    energies = np.zeros([N,res])
    for i in range(res):
        met = MetalSolver(N,lam,omegas[i])
        met.calcNumElectrons()
        energies[:,i] = met.eps[:N]
    fig = pp.figure('Metallic Energy Spectrum')
    ax = fig.gca()
    fig.suptitle('Energy Spectrum of the Metallic Layer\n'+\mp@subsup{r}{}{\prime}($N = %d$, $\lambda = %.2f$)'%(N,lam))
    pp.xlabel(r'$\omega$')
    pp.ylabel('Energy [H]')
    ax.set_xlim([0,4])
    ax.set_ylim([0,6])
    for. n in range(N):
    for n in range (N):
        ax.plot (omegas, energies[n,:],color='#fdce0b',linestyle='solid')
            if (whole == True):
                ax.plot (omegas,-energies[n,:], color=' #fdce0b',linestyle=' solid')
    ax.plot([0,2],[2,0],color='#dd6337',linestyle='solid')
    ax.plot([2,4],[0,2],color='#dd6337',linestyle='solid')
    ax.plot([0,4],[2,6],color='#dd6337',linestyle='solid')
    sxpos = 1.0
    sypos = 5.0
    mxpos = 1.8
    mypos = 2.0
    bxpos = 0.2
    bypos = (2-bxpos)/2
    ax.text(sxpos,sypos,'SURFACE', size=10, color='#dd6337',verticalalignment='center')
    ax.text(mxpos,mypos,'MIXED', size=10, color='#dd6337',verticalalignment='center')
    # Plots the whole spectrum (not only the positive half) if specified:
    if (whole == True):
        ax.set_ylim([-6,6])
        ax.plot([0,2],[-2,0],color='#dd6337',linestyle='solid')
```

```
N = 6
omega = 3.98
rho = 0.8
kappa = 0.002
plotMagSpectrum(N, rho, kappa)
# plotMagSurfAmps (N, kappa,omega, [1, 2, 3])
# mag = MagnetSolver(N,rho, kappa,omega)
# mag.calcNumMagnons()
# mag.plotMagnons(mag.numMagnons, [1,2,3,4,5,6],'Low Energy ')
# mag.plotMagnons(mag.numMagnons,[7,8,9,10,11,12],'High Energy ')
# mag.calcAnaMagnons()
# plotFrequencies('Magnon Types',True, 3, ['Surface Magnons','Bulk Magnons','Mixed Magnons
    C'],[-1.3,2.6,1.3],[1.6,1.6,1.6])
# plotMagSurfTruncCondition([1.105,1.13,1.209])
lam = 3.2
plotMetSpectrum(N, lam, True)
# met = MetalSolver(N,lam,omega)
# met.calcNumElectrons()
# met.plotElectrons(met.numElectrons, [1,2,3,4,5,6])
# met.calcAnaElectrons(False)
## STOP
toc = time.clock()
# Prints the calculation time of the execution:
print('Calculation time: %.3f seconds.'%(toc-tic))
1347
1348 ## SHOWTIME
350 pp.show()
```

