
Doctoral theses at NTNU, 2018:168

Doctoral theses at N
TN

U, 2018:168

Rubén Mocholí Montañés

Rubén M
ocholí M

ontañés

Transient performance of combined
cycle power plant with absorption
based post-combustion CO2 capture:
dynamic simulations and pilot plant
testing

ISBN 978-82-326-3126-1 (printed version)
ISBN 978-82-326-3127-8 (electronic version)

ISSN 1503-8181

NT
NU

N
or

w
eg

ia
n 

Un
iv

er
si

ty
 o

f
Sc

ie
nc

e 
an

d 
Te

ch
no

lo
gy

Fa
cu

lty
 o

f E
ng

in
ee

rin
g

De
pa

rt
m

en
t o

f E
ne

rg
y 

an
d 

Pr
oc

es
s 

En
gi

ne
er

in
g



Norwegian University of Science and Technology

Thesis for the degree of Philosophiae Doctor

Rubén Mocholí Montañés

Transient performance of combined
cycle power plant with absorption
based post-combustion CO2 capture:
dynamic simulations and pilot plant
testing

Trondheim, June 2018

Faculty of Engineering
Department of Energy and Process Engineering



NTNU
Norwegian University of Science and Technology

Thesis for the degree of Philosophiae Doctor

ISBN 978-82-326-3126-1 (printed version)
ISBN 978-82-326-3127-8 (electronic version)
ISSN 1503-8181

Doctoral theses at NTNU, 2018:168

© Rubén Mocholí Montañés

Faculty of Engineering
Department of Energy and Process Engineering

Printed by Skipnes Kommunikasjon as



i

Preface

The thesis is submitted in partial fulfillment of the requirements for the degree of philoso-
phiae doctor (Ph.D.) at the Norwegian University of Science and Technology (NTNU).
The work was carried out at the Department of Energy and Process Engineering at the
Faculty of Engineering, with Associate Professor Lars Olof Nord as main supervisor. Pro-
fessor Magnus Korpås from Department of Electric Power Engineering at NTNU was
co-supervisor. The research was funded by the Department of Energy and Process Engi-
neering at NTNU.





iii

Abstract
The thesis presents transient performance analysis of chemical absorption processes

for reducing CO2 emissions from natural gas combined cycle power plants (NGCCs),
which can contribute to reduce greenhouse gas emissions to the atmosphere and mitigate
climate change. Objectives focused on understanding process dynamics of NGCC with
post-combustion CO2 capture (PCC) with an amine based chemical absorption process.
Contributions comprised development and validation of high fidelity dynamic process
models and evaluation of process dynamics of commercial scale NGCC with PCC power
plant, including analysis of the performance of decentralized control structures for PCC
units. In addition, experimental transient testing was conducted at a large-scale state-of-
the-art pilot plant for the evaluation of control structures applied to the chemical absorp-
tion process. Additional contributions included design of validation cases for dynamic
process models of chemical absorption processes. The main methods employed were dy-
namic modeling and simulation and experimental transient testing. The thesis results
include five peer-review research articles.

High efficiency thermal power plants using novel solutions for operational flexibility
improvements and CO2 emission reductions will be needed now and in the future to bal-
ance the variable renewable energy within decarbonized power systems. Carbon capture
and storage (CCS) technologies can significantly reduce the carbon intensity of thermal
power plants. The carbon intensity of state-of-the-art combined cycle power plants is
around 365 g CO2/kWh, while for NGCC with PCC it is calculated to be around 50 g
CO2/kWh. A 600 MW NGCC with PCC was designed and evaluated. The process con-
figuration selected included one heavy-duty gas turbine and a triple-pressure reheat heat
recovery steam generator in the combined cycle power plant, and a chemical absorption
post-combustion CO2 capture unit with 30 wt% MEA as chemical solvent. The resulting
net LHV electric efficiency of the integrated process was 52.8% and the specific reboiler
duty at design point was 3.73 MJ/kgCO2.

In order to identify scenarios for flexible operation of thermal power plants with CCS,
a study on power markets and technical requirements was conducted. Technical grid re-
quirements and frameworks for power units to provide ancillary services and bidding in
balancing markets in four different power areas in EU were identified. In order to assess
the transient performance of the NGCC with PCC, it was required to develop high fidelity
physical dynamic process models. The selected tool for dynamic process modeling was
the open physical modeling language Modelica. The focus of the study was to evaluate
flexible operation of the chemical absorption process when integrated with power plant
operations, with focus on power plant load variations.

A detailed literature review proved necessary to validate dynamic process models of
post-combustion chemical absorption of CO2 with large-scale pilot plant data for flue gas
with low CO2 content characteristic of GT flue gas. However, the availability of suitable
data sets for validation was scarce. Therefore, a set of validation cases for dynamic pro-
cess model of the post-combustion CO2 capture process with chemical absorption using
30 wt% MEA was designed with data from operations of the large-scale amine plant at
Technology Centre Mongstad. The plant can capture 80 ton CO2/day when operated
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with flue gas with a CO2 content of around 3.7 vol%. The data consisted of ten data sets
representing a wide range of steady-state operating conditions with a slipstream of flue
gas from a natural gas fueled power plant. The data included three transient tests for
dynamic process model validation under transient conditions representing the main dis-
turbances applied to the process. The validation results of a dynamic process model of the
pilot plant showed capabilities of dynamic process modeling applied to large-scale exper-
imental tests of the chemical absorption process with aqueous MEA. The validation of the
thermal power plant model was conducted with steady-state design and off-design data
from simulations. The software-to-software validation showed the proper implementa-
tion and development of the dynamic process model of the thermal power plant.

The evaluation of process dynamics of a state-of-the-art PCC pilot plant was done via
dynamic process model simulations and experimental transient testing. Results showed
that, when the plant was operated at part load, it took a longer time to stabilize the main
process variables in response to open-loop step changes in the main inputs of the process,
namely solvent flow rate, flue gas flow rate and reboiler duty. Circulation times and
solvent hold-up distribution through the equipment of the chemical absorption process
showed to be a key aspect for process dynamics. It was found that the desorption rate
stabilized faster than the absorption rate for set-point step changes in solvent flow rate
and reboiler duty.

An evaluation of performance of decentralized control structures of the PCC pilot
plant was done via dynamic process model simulations. Simulation results showed that
the best performance was obtained with the control structure in which capture rate is con-
trolled by manipulating reboiler duty, and stripper bottom temperature controlled by ma-
nipulating solvent flow rate. Experimental transient tests for fast load change scenarios
were conducted at the pilot plant. Testing results revealed that the process can reject fast
disturbances in flue gas flow rate and could bring the process towards desired off-design
steady-state conditions within 60 min by means of decentralized control structures. These
tests provided empirical evidence at large-scale that combined cycle power plants with
post-combustion CO2 capture can keep similar operational procedures as equivalent un-
abated power plants, considering fast load changes driven by GT load change. However,
fast and large changes in solvent flow rate as a control measure can cause instabilities due
to the interaction between the stripper temperature and the capture rate control loops.

The transient performance of NGCC with PCC was studied by co-simulating and link-
ing the dynamic process model of the power plant and the dynamic process model of the
scaled-up PCC unit. Tests on load change driven by changes in GT load were conducted
for variable ramp rates and for different control structures in the PCC unit. Based on
these simulations, it was concluded that the addition of the PCC unit to the NGCC plant
should not impose any constraint on, or problem for, stable power plant operation un-
der scheduled load changes, even for aggressive ramp rates. The control structure where
liquid-to-gas ratio in the absorber column was kept constant and reboiler temperature
controlled by the steam throttle valve, showed similar part-load off-design performance
as found in control structures with controlled capture rate. This control structure resulted
in relatively faster total stabilization time of the steam turbine power output and CO2
product flow rate.
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Areas for future work include: i) studying the transient performance of the system
with higher levels of process integration; ii) assessment of transient performance of PCC
with other chemical solvents; iii) development of reduced order models for faster numer-
ical solution of dynamic process model simulations; iv) economic evaluation of flexible
operation strategies including lifetime reduction due to thermal stresses in critical com-
ponents of the process; v) optimization of start-up sequence of the integrated processes.
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Chapter 1

Introduction

1.1 Background and motivation

Anthropogenic greenhouse gas emissions have raised substantially since the pre-industrial
era, and that has led to increased atmospheric concentrations of carbon dioxide CO2,
methane CH4 and nitrose oxide N2O. Anthropogenic greenhouse gas emissions are con-
sidered the main factor contributing to accelerate global warming during the 20th century
(IPCC, 2014). The European Union is committed towards a future energy system with re-
duced greenhouse gas emissions to 80-95% below 1990 levels by 2050. According to the
European Commission, a secure, competitive and decarbonized energy system in 2050 is
possible (European Commission, 2012). In decarbonized scenarios, electricity will play
an increased role, together with renewable energy sources. Investment models to iden-
tify the most cost-effective route towards a decarbonized European power system have
been developed by the Zero Emissions Platform. Their results show the requirement of
an energy mix combining hydro, wind and solar power, together with a progressive in-
troduction, between 2030 and 2050, of lignite, coal, gas and biomass power plants with
Carbon Capture and Storage (CCS) (Zero Emissions Platform, 2013). Nevertheless, the
mentioned target will exert intensive pressure on energy systems.

In the particular context of the power system, an expected and promoted higher pen-
etration of variable renewable energy sources (VRE) such as wind and solar, will accen-
tuate the challenge of power system balancing. Fluctuations in net load, i.e. the demand
curve after subtracting the power generation by variable renewables, are expected to be
more frequent and have stronger uncertainty impacts (IEA, 2012). Therefore, deployment
of new power market design, system operation principles, grid extensions and flexible
resources are being considered in order to enhance the flexibility of power systems and
ensuring security of supply. With the high penetration of solar and wind power, reduc-
tion in load or increase of renewable production can be handled by different means, such
as demand side management and response, energy storage facilities, grid reinforcement,
part load operation of thermal units, stopping thermal units or wind curtailment. Under
scenarios with high penetration of VRE, thermal power units with high start-up costs and
high minimum load (base load units) will be less utilized. However, there still will be a
need for capacity to supply the net load during times with poor wind and solar conditions
(Chalmers, 2014). Therefore, within power systems with high penetration of VRE there
will be a need for flexible fossil fueled (e.g. coal and natural gas) thermal power plants
with low CO2 emissions. This means, high efficiency thermal power plants using novel
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solutions for operational flexibility improvements and CO2 emission reductions will be
needed now and in the future to balance the variable renewable energy in the power
system.

In recent years, there has been an increased concern of the role that power generation
with CCS might have in future power systems with high penetration of VRE. Thermal
power plants equipped with CO2 capture systems might be operated as mid-merit plants
due to new power market conditions. Increasing interest has grown in the field of op-
erational flexibility of thermal power plants with carbon sequestration technologies. A
report from IEAGHG summarizes several aspects of operational flexibility of different
power plant technologies with and without CCS (IEAGHG, 2012). In addition, the Car-
bon Capture and Storage 2014 update (Boot-Handford et al., 2014) concluded that:

"The financial case for CCS requires that it operates in a flexible manner, load-following abil-
ity is extremely important to the long-term economics".

Post-combustion CO2 capture (PCC) from fossil-fueled power plants using aqueous mo-
noethanolamine (MEA) solvent is often considered as a mature technology. The addition
of process equipment for CO2 capture increases the complexity and cost of the plant, and
imposes a reduction in net power plant output and therefore a lower efficiency. This is
mainly due to the energy required to operate the post-combustion plant, which is pro-
vided by steam from the steam turbine (to feed the reboiler duty), electrical power for
auxiliaries, and shafts of the blower, compressor train and pumps. Process integration
between the power plant and the post-combustion capture plant can reduce the cap-
ture penalty, at the expense of increasing the complexity of the plant. There is a need
to study the flexible operation of thermal power plants with CCS, and its process feasibil-
ity and controllability during transient performance for different events such as start-up,
load changes and shut-down. The scarcity of existing large scale thermal power plants
with CCS and published transient performance data of such plants, claims for an interest
within the research community of the development of dynamic process simulation mod-
els (Bui et al., 2014) that can assist on developing the learning curve for flexible operation
of thermal power plants with CCS. Such process models must be validated against pilot
plant data to the furthest extent possible, in order to obtain trustworthy and meaningful
results. In addition, transient testing in pilot plants can provide data for dynamic process
model validation and experience on flexible operation of PCC systems.

When considering the full-integrated power plant and post-combustion capture pro-
cess, the limiting factor for transient performance will be the capture plant, since it has
a slower response. There is a need to understand the performance of such plants during
transient operation. Several technical challenges remain in order to make this technology
attractive (Jordal et al., 2012):

“Understanding part load operation and behavior of a power plant with integrated post-combustion
capture of CO2”.

“Understanding the dynamic interaction between the capture process unit and the power plant
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during start-up, load change and shut-down”.

1.2 Objectives

New knowledge within this Ph.D. work was on understanding part load operation and
behavior as well as the dynamic performance of natural gas combined cycle power plants
with post-combustion CO2 capture (PCC) based on chemical absorption process. In order
to achieve the main objective of this Ph.D. work, the following subtasks are presented:

• Identification of operational requirements for flexible CCS power plants in power
systems with high penetration of renewables.

• Development of a high fidelity physical dynamic process model of a combined cy-
cle power plant with post-combustion CO2 capture in the open physical modeling
language Modelica.

• Dynamic process model validation.

• Evaluate the transient performance of the post-combustion CO2 capture process
with MEA via dynamic process model simulation and pilot plant testing.

• Selection of control structures for the PCC unit.

• Evaluate the performance of decentralized control structures of the PCC unit at a
pilot plant via dynamic process modeling and transient testing.

• Evaluate the performance of decentralized control structures for the PCC unit when
integrated with the combined cycle power plant via dynamic process model simu-
lation.

1.3 Contributions

The main contributions contained in this Ph.D. thesis can be summarized to:

• Identification of operational requirements for flexible CCS power plants in future
energy systems within the European power system.

• Design of validation cases for dynamic process model of the post-combustion CO2
capture process with chemical absorption using MEA. The data consisted of ten data
sets representing a wide range of steady-state operating conditions with flue gas
from a natural gas fueled thermal power plant. The data included three transient
tests for dynamic process model validation under transient conditions representing
the main disturbances applied to the process.

• Validation of dynamic process models of the power plant and post-combustion CO2
capture process in Modelica language.
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• Evaluation of process dynamics of a state-of-the-art PCC pilot plant. The evaluation
was done via dynamic process model simulation and via transient testing at the
pilot plant.

• Implementation and evaluation of transient performance of decentralized control
structures applied to the PCC process at a state-of-the-art PCC pilot plant. The eval-
uation was done via dynamic process model simulation and via transient testing at
the pilot plant.

• Development of dynamic process models for a three-pressure reheat (3PRH) natural
gas combined cycle power plant with post-combustion CO2 capture in Modelica
language.

• Evaluation of process dynamics of the PCC unit of combined cycle power plant at
commercial scale, via dynamic process model simulation.

• Evaluation of decentralized control structures applied to the PCC process when it is
scaled-up and integrated to a commercial scale combined cycle power plant.

• Evaluation of the transient performance of a combined cycle power plant with PCC
for fast load changes and variable ramp rates.

1.4 Thesis structure

This Ph.D. thesis is structured in five chapters and a collection of five research papers.
Chapter 1 includes an introduction to the area of research and motivation of the work,
followed by a description of objectives, contributions and exposition of research results
of this Ph.D. work. The research is presented in scientific publications in international
journals and also was disseminated in international conferences, seminars and technical
meetings. Chapter 2 includes the technical background exposing the potential role of CCS
that can significantly contribute to climate change mitigation, with focus on the power
sector. In addition, the balancing problem and the need for flexible thermal power plants
are described. Furthermore, different aspects of the natural gas combined cycle power
plant with post-combustion CO2 capture and its operational flexibility are exposed. This
chapter also includes a description of the modeling paradigm employed in this work.
Chapter 3 describes the methodologies employed in order to assess the objectives of the
thesis. Chapter 4 includes a summary of the results and findings of the research papers
presented in this thesis and discussions. Finally, the main conclusions of this Ph.D. thesis
are exposed and further work is proposed in Chapter 5. The research papers subject to
evaluation in this Ph.D. thesis are presented in Appendix A.
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1.5 Publications and scientific dissemination

1.5.1 Publications included in the thesis

The following list of publications, I to V, are included in the appendix A of this thesis and
are subject to evaluation. All publications went through a peer-review process. Publi-
cations I and IV are part of conference proceedings on international conferences, while
papers II, III and V were published in international journals. Rubén M. Montañés is the
principal author of the five publications and the corresponding author. The contribution
by the co-authors of the publication is explained for each of the papers included in the
thesis.

Paper I. International conference proceedings, first author, peer-review

Rubén M. Montañés, Magnus Korpås, Lars O. Nord, Stefan Jaehnert, Identifying oper-
ational requirements for flexible CCS power plant in future energy systems, Energy Proce-
dia, January 2016; 86, pp. 22-31.

Rubén M. Montañés conducted the research and review on technical requirements and
wrote the paper. Magnus Korpås reviewed the manuscript and participated in discus-
sions. Lars O. Nord reviewed the manuscript; participated in discussions; and supervised
the work. Stephan Jaehnert participated in discussions and provided the simulation re-
sults from the day-ahead multi-area power market simulator.

Paper II. International journal publication, first author, peer-review

Rubén M. Montañés, Nina E. Flø, Lars O. Nord, Dynamic process model validation and
control of the amine plant at CO2 Technology Centre Mongstad, Energies, October 2017;
10, 1527.

Rubén M. Montañés contributed to the selection of experimental data; processed the
experimental data; developed the dynamic process models; carried out the calibration,
validation and simulation of the dynamic process models; defined and carried out the
case studies; analyzed the results; and wrote the manuscript. Nina E. Flø contributed
to the experimental data selection; contributed to the critical analysis of the results; and
reviewed the manuscript. Lars O. Nord contributed to the critical analysis of the results;
reviewed the manuscript; and supervised the work.

Paper III. International journal publication, first author, peer-review

Rubén M. Montañés, Nina E. Flø, Lars O. Nord, Experimental results of transient test-
ing at the amine plant at Technology Centre Mongstad: open-loop responses and perfor-
mance of decentralized control structures for load changes, International Journal of Green-
house Gas Control Technologies, June 2018; 73, pp. 42-59.
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Rubén M. Montañés defined the case studies; conducted the test planning; conducted
dynamic process simulations to prepare the test matrix; proposed the test matrix; post-
processed the experimental data; analyzed the results; and wrote the manuscript. Nina
E. Flø contributed to the development of the test matrix; contributed to the critical anal-
ysis of the results; and reviewed the manuscript. Lars O. Nord contributed to the critical
analysis of the results; reviewed the manuscript; and supervised the work. The three co-
authors were present at Technology Centre Mongstad during the transient tests on July
2017.

Paper IV. International conference proceedings, first author, peer-review

Rubén M. Montañés and Lars O. Nord, Dynamic Simulations of the Post-combustion
CO2 Capture System of a Combined Cycle Power Plant, Proceedings of the 12th Interna-
tional Modelica Conference, Prague, Czech Republic, May 15-17, 2017, Issue 132, pp. 111-119.

Rubén M. Montañés developed the dynamic process models; defined the objectives of
the analysis; conducted dynamic process simulations; post-processed the simulation re-
sults; analyzed the results; and wrote the manuscript. Lars O. Nord contributed to the
critical analysis of the results; reviewed the manuscript; and supervised the work.

Paper V. International journal publication, first author, peer-review

Rubén M. Montañés, Stefania Osk Gardarsdottir, Fredrik Normann, Filip Johnsson, Lars
O. Nord, Demonstrating load change transient performance of a commercial scale natural
gas combined cycle power plant with post-combustion CO2 capture, International Journal
of Greenhouse Gas Control Technologies, August 2017; 63, pp. 158-174.

Rubén M. Montañés developed the dynamic process models of the combined cycle power
plant and the post-combustion CO2 capture system; implemented and selected the con-
trol structures; conducted the simulations of Modelica models; post-processed the simu-
lation results; analyzed the results and wrote the manuscript. Stefania Osk Gardarsdottir
participated in discussions; provided the design data of the PCC unit in Aspen Plus; and
reviewed the manuscript. Fredrik Normann participated in discussions and reviewed the
manuscript. Filip Johnsson participated in discussions. Lars O. Nord participated in dis-
cussions; provided the plant design with Thermoflow Inc.; reviewed the manuscript; and
supervised the work.

1.5.2 Other publications

The following list of publications are research articles incuded in journal publications or
conference proceedings. Those are not included in the thesis because they are out of the
scope of the project or because they overlap with some of the content included in the list
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of publications in Appendix A.

Paper VI. International journal publication, first author, peer-review

Rubén M. Montañés, Johan Windahl, Jens Pålsson, Marcus Thern, Dynamic modeling
of a parabolic trough solar thermal power plant with thermal storage using Modelica,
Heat Transfer Engineering, January 2018; 39, Issue 3, pp. 277-292.

Paper VII. International journal publication, coauthor, peer-review

Stefania Osk Gardarsdottir, Rubén M. Montañés, Fredrik Normann, Lars O. Nord, Filip
Johnsson, Effects of CO2-Absorption Control Strategies on the Dynamic Performance of
a Supercritical Pulverized-Coal-Fired Power Plant. Industrial & Engineering Chemistry Re-
search, March 2017; 56 (15), pp. 4415-4430.

Paper VIII. Conference proceedings, first author, non peer-review

Rubén M. Montañés, Nina E. Flø, Rohan Dutta, Lars O. Nord, Olav Bolland, Dynamic
process model development and validation with transient plant data collected from an
MEA test campaign at the CO2 Technology Center Mongstad, Energy Procedia, July 2017;
114, pp. 1538-1550.

Paper IX. International journal publication, coauthor, peer-review

Inés Encabo Cáceres, Rubén M. Montañés, Lars O. Nord, Flexible operation of combined
cycle gas turbine power plants with supplementary firing, Journal of Power Technologies,
Accepted 2017.

Paper X. Conference proceedings, coauthor, peer-review

Jairo Rua Pazos, Rubén M. Montañés, Luca Riboldi, Lars O. Nord, Dynamic modeling
and simulation of an offshore combined heat and power (CHP) plant, Proceedings of the
58th Conference on Simulation and Modelling (SIMS 58), Reykjavik, Iceland, September 2017;
138, pp. 241-250.

Paper XI. International journal publication, coauthor, peer-review

Lars O. Nord and Rubén M. Montañés, Compact steam bottoming cycles: model valida-
tion with plant data and evaluation of control strategies for fast load changes, Submitted.
Applied Thermal Engineering.
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1.5.3 Conference and seminar presentations

This section includes a list of presentations conducted in international conferences and
seminars. These are presented in chronological order, and include two presentations in
seminars (A and D), five presentations in international conferences (B, C, E, F and H) and
two presentations at the COMPACTS project technical meetings (G and I). All the presen-
tations were on oral format, but presentation E which consisted of a poster presentation.

A. Dynamic process simulation of decarbonized thermal power generation. PhD Sem-
inar, Department of Electric Power Engineering NTNU-Norwegian University of Science and
Technology. Trondheim, Norway, April 2015.

B. Dynamic simulation of combined cycle power plant with post-combustion CO2 cap-
ture. The 8th Trondheim Conference on CO2 Capture, Transport and Storage. Trondheim, Nor-
way, June 2015.

C. Identifying operational requirements for flexible CCS power plants in future energy
systems. The 8th Trondheim Conference on CO2 Capture, Transport and Storage. Trondheim,
Norway, June 2015.

D. CO2 Capture at Technology Center Mongstad: Validation of a dynamic process model
of the amine plant at CO2 Technology Center Mongstad. Climit PhD Seminar, Hamar,
Norway, October 2016.

E. Dynamic process model development and validation with transient plant data col-
lected from an MEA test campaign at the CO2 Technology Center Mongstad. 13th Inter-
national Conference on Greenhouse Gas Control Technologies, Lausanne, Switzerland, Novem-
ber 2016.

F. Dynamic Simulations of the Post-Combustion CO2 Capture System of a Combined Cy-
cle Power Plant. 12th International Modelica Conference, Prague, Czech Republic, May 2017.

G. Dynamic and steady-state simulations of steam bottoming cycle for offshore oil and
gas installation. COMPACTS Technical Meeting number 6, Trondheim, Norway, May 2017.

H. Power plant dynamics with post-combustion CO2 capture – A comparison between
a supercritical coal fired power plant and a natural gas combined cycle power plant. The
9th Trondheim conference on CO2 capture, transport and storage, Trondheim, Norway, June
2017.

I. Dynamic and steady-state simulations of steam bottoming cycle for offshore oil and
gas installation. COMPACTS Technical Meeting number 7, Trondheim, Norway, December
2017.
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Chapter 2

Technical background

2.1 Climate change and CCS

Atmospheric concentrations of CO2 have increased by 40% relative to pre-industrial lev-
els, primarily from fossil fuel emissions, and there is unequivocal base evidence that it
is one of the major drivers of climate change (IPCC, 2013)(IPCC, 2014). Limiting climate
change would require maintained and substantial reductions of anthropogenic green-
house gas (GHG) emissions during the next decades and near zero GHG emissions by
the end of the 21st century (IPCC, 2014). Therefore there is a need to find the right path-
ways towards sustainable energy systems and implementeing low-carbon technologies
in order to meet energy access and air quality targets (IEA, 2015b). The challenge should
be addressed considering the increassed primary energy demand with a population that
is expected to grow from 7.4 billion in 2017 to 9 billion by 2040. In any case, it is expected
that coal and natural gas, together with renewables, will play an important role in power
generation by 2040 (IEA, 2015b).
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FIGURE 2.1: Methods for separation of CO2 from thermal power plants using
fossil fuels: post-combustion, pre-combustion and oxy-combustion.
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Carbon capture and storage (CCS) is a group of technologies that can significantly re-
duce the CO2 emissions from thermal power plants in the power sector. In addition, CCS
is the only available technology to achieve deep CO2 emission reductions in other in-
dustrial processes including iron and steel manufacturing, refining, petrochemical, pulp
and paper, and cement manufacturing (IEA, 2016b). According to modeling from the
International Energy Agency (IEA), CCS could provide 13% cumulative CO2 emissison
reductions in a 2oC scenario, which account to 6 billion tonnes of CO2. That would be fol-
lowing end-use fuel and electricity efficiency (38%) and renewables (30%) (IEA, 2015a).

The concept of CO2 capture and storage consists of a group of the methods for cap-
turing and permanently storing CO2 that would have been emitted to the atmosphere
and contributed to global climate change. As shown in Figure 2.1, there are three main
methods for capturing CO2 from fossil fueled thermal power plants:

• Post-combustion. The fossil fuel or biomass is combusted with air and the exhaust
gasses are treated to selectively separate the CO2 from the rest of the components in
the exhaust gas. The rich CO2 stream is sent for compression and conditioning.

• Pre-combustion. The main idea is to convert the heating value of the fuel into heat-
ing value of H2. The fuel molecule is split into H2 and CO (syngas) by partial oxida-
tion. CO2 and H2 are obtained in the presence of steam and the CO2 is afterwards
separated from the H2. The H2 is used as fuel in the power plant.

• Oxy-combustion. Air is replaced by O2 as oxidizer for combustion. In the ideal case
the exhaust gas consists only of CO2 and H2O. Water is removed from the exhaust
gas by condensation. It requires a source of oxygen, which is generally provided by
air separation.

To be consistent with a 2oC climate pathway, the carbon intensity in the power sector
should achieve a global average of 100 kg CO2/MWh by 2040 (IEA, 2017). While the
carbon intensity of sub-critical coal fired power plants are at the high end of the carbon
intensity scale with around 955 kg CO2/MWh, supercritical coal fired power plants can
already provide a significant reduction in emissions due to their higher fuel efficiency and
lower carbon intensity of around 755 kg CO2/MWh, by simply replacing subcritical coal
fired power plants at the end of their lifetime with supercritical technology. However,
these technologies are above today’s average of 540 kg CO2/MWh (IEA, 2017). Natural
gas combined cycle power plants are regarded as low carbon alternatives today with
a carbon intensity of 400 kg CO2/MWh, however in the mid-to-long term it might be
required to further decarbonize natural gas combined cycle power plants by building new
power plants with CCS or retrofitting existing units with post-combustion CO2 capture,
obtaining around 50 kg CO2/MWh (Adams and Dowell, 2016), and enlarging the lifetime
of existing units. Boundary Dam, the first coal fired power plant with post-combustion
CO2 capture and storage of CO2 combined with enhanced oil recovery (EOR) in Canada,
has proven that CCS can significantly reduce the carbon intensity of coal fired units with a
facility that can capture 1.3 million tonnes CO2 per year with a carbon intensity of around
130 kg CO2/MWh. In the lower end of the carbon intensity scale, wide deployment
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of renewables such as wind and solar can significantly reduce the carbon intesity and
decarbonize the power sector.

According to the Global CCS Institute (Global CCS Institute), there are 21 large-scale
CCS integrated projects (>800 000 tonnes CO2 stored per year for coal power plants and
>400 000 tonnes CO2 stored per year for other industrial processes) operating or under
construction in 2017. Most of the projects are dedicated to industrial separation and the
main storage option is EOR. When it comes to thermal power plants, the post-combustion
CO2 capture method with chemical absorption is the most developed and commercialy
available technology for near-term deployment of CCS. It has been technically proven
at commercial scale in coal-fired power plants at Boundary Dam in Canada (Singh and
Stéphenne, 2014), and at Petra Nova project in Texas, USA (W.A. Parish Post-Combustion
CO2 Capture and Sequestration Project). However, the IEA highlights that the CCS tech-
nology deployment is not on track with the 2 oC climate pathway. If all the projects at
large-scale that are being considered to be build were successful, it would mean that by
2025 the annually captured CO2 would be below 70 Mt, which is around 15% of the ex-
pected deployment in the 2 oC scenario by 2025 (IEA, 2016a).

Due to the highly important role of renewables towards a low carbon economy and the
incentives towards deployment of renewables, CCS should be seen as a tool that comple-
ments the deployment of renewables towards achieving climate change targets. Within
this regard, the Carbon Capture and Storage Update (Boot-Handford et al., 2014) con-
cludes that the financial case for CCS requires that it operates in a flexible manner.

2.2 The balancing problem

2.2.1 Operational flexibility in the power sector

Flexibility in the power system refers to the extent to which the power system can vary
electricity production or consumption in response to variability, expected or not (IEA,
2012). Variability has traditionaly been driven by variability of electricity demand. The
system needed to adapt its generation patterns to balance the variability in power de-
mand, and this balance was traditionally provided by cycling thermal power units (IEA,
2012). However, with the higher penetrations of variable renewable energy sources (VRE),
variability is added to the generation side of the power system.

Variable renewable energy sources mainly refer to wind turbines and solar photo-
voltaic (PV). These are variable in nature since their output is dependent on weather
conditions such as suitable wind speeds and suitable levels of solar irradiation. The net
load curve is defined as the demand curve minus the production by variable renewables.
The demand curve presents a regular pattern, following daily variations that correlate
with human activity for electricity consumption. However, the net load follows a pattern
with larger variability requiremens. Some clashing effects between power demand and
VRE production lead to increased needs for flexibility to be provided by the rest of the
power system actuators. For example, the VRE output could decrease while the demand
increases towards the early hours of the day, causing a sharp increase in net load. On the
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other hand, the demand decreases towards the end of the day while production by VRE
could increase, creating even a negative net load.

It is important to mention that balancing at power system level can be provided by
different flexible resources within the system, including dispatchable power plants, de-
mand side management and response, energy storage facilities and interconnection with
adjacent markets (Chalmers, 2014). Another option is curtailment of VRE. Balancing in
the power system needs to be provided at different time scales, and it implies the coor-
dination of power market operation, system operation and grid hardwar in combination
with the flexible resources employed to balance the variability of net load and contingen-
cies within the power system. Three main time scales are considered for the balancing
problem in the power system, to make sure that there is balance between supply and
demand at all time scales:

• ms to s: voltage and frequency control (stability).

• min to hour: scheduled production meets demand and electricity production meets
the load (balancing).

• Weeks to seasons: production and transmission capacity to meet the demand the
whole year (adequacy).

The requirements for flexibility in a power system depend on various aspects which
include the energy mix, capacity (size of the system) and the penetration of renewables.
More ramping and flexibility is required in smaller power systems and systems with
higher penetrations of VRE (Huber, Dimkova, and Hamacher, 2014). In addition, higher
penetration of renewables result in different impacts on daily operation of power sys-
tems (Brouwer et al., 2013): increased demand for reserves, displacement of thermal
power units in the merit order, efficiency of thermal power generation and wind cur-
tailment. The increased penetrations of variable renewable energy sources within Europe
have impacted the operational patterns of fossil-fueled thermal power plants, with strong
decreases in average full load hours since 2006 and decreased energy efficiency (Groot,
Crijns-Graus, and Harmsen, 2017).

In power systems with large shares of variable renewables, it might be needed to have
installed capacity of thermal power plants providing regulation capacity (variable power
output for balancing) and back-up capacity for the periods of time in which poor wind
and solar conditions reduce power output from VREs Chalmers, 2014)(Gonzalez-Salazar,
Kirsten, and Prchlik, 2018). These aspects increase the need for flexible thermal power
plants.

2.2.2 Operational flexibility of thermal power plants

Current and future thermal power plants, initially designed for base load, should be op-
erated on a load following basis. Considering aspects of operational flexibility in the de-
sign of thermal power plants is becoming an important design criterion. Thermal power
plants need to cycle (on and off) and to provide fast rump-up and ramp-down more fre-
quently, and more cost-effectively and rapidly (Gonzalez-Salazar, Kirsten, and Prchlik,
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2018). The characteristics of operational flexibility of thermal power plants vary from
technology to technology and types of fuel. Key aspects of operational flexibility of ther-
mal power plants can be summarized as follows (SIEMENS AG, 2011):

• Part load efficiency. A thermal power plant within power markets with high pen-
etration of VREs, might be operated at part load during a significant amount of its
lifetime. In addition, it should be capable to be operated over its full operational
load range. Therefore, design and operation philosofies for high part load efficiency
are of importance. That improves the operational efficiency, reduces fuel consump-
tion and CO2 emissions.

• Low minimum compliant load (turndown). For cyclic operation it is of importance
that the plant can be operated at as low load as possible. This increasses the opera-
tional window of the power plant. However, minimum compliant load is normally
constrained by part load emissions, which should be compliant with regulations.
Normally high NOx or CO formation at part load are the limiting factors for gas
turbine based power plants.

• High cycling capability. Frequent start-up and shut-down, load change and fast
load ramps, low start-up emissions, and high start-up reliability. Fast load ramps
and reserve capacity are of importance for grid stabilization services.

• Start-up times. High start-up efficiency or short start-up times are desired features
in thermal power plants. Minimizing start-up costs and times can help to provide
power on demand and be more competitive in the day-ahead power market.

A recent review work by Gonzalez-Salazar et al. evaluates state-of-the-art technolgies
for gas and coal-fired conventional thermal power plants (Gonzalez-Salazar, Kirsten, and
Prchlik, 2018). Their review work shows that combined cycles (NGCCs) are more efficient
(average LHV efficiency for NGCC at 58%) than for coal plants (average LHV efficiency
range from 31% to 43% depending on technology) at full load and minimum compliant
load. However, the efficiency range is larger and minimum compliant load is higher
for gas based power plants (40-50% of full load for heavy duty gas turbines) than for coal
fired power plants (10-20% of full load, although it can be very high for some technologies
reaching 60-70 % of full load). An exception is aeroderivative GTs (10-20% of full load). It
is expected that NGCC could reduce the value to 30% of full load in the future.

Ramp rates are higher in gas power plants than coal fired power plants. Defining the
ramp rate as the rate of change in %/min of power plant load from minimum compliant
load to full load, Gonzalez-Salazar et al. (Gonzalez-Salazar, Kirsten, and Prchlik, 2018)
states that combined cycle power plants ramp rates are 5.4 %/min on average and are
expected to double in the future.

The cyclic operation of thermal power plants have impacts on the thermal power plant
unit, since cycling has a degenerative effect on power plants. During ramp-up or down,
or during start-up or shut-down of the unit various components of the power plant are
subject to large temperature and pressure stresses (NREL, 2012). These stresses reduce the
lifetime of components of the thermal power plant due to combined effects of creep and
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thermal fatigue (EPRI, 2001). Cyclic operation can potentially provide larger income in
the short term for the power plant, but the reduction in equipment lifetime will inccur ad-
ditional costs associated with mantainance and availability (Stoppato et al., 2012). In ad-
dition, cycling results in degraded performance and higher emissions over time (NREL,
2012).

2.3 Combined cycle power plants with CCS

2.3.1 Gas and steam turbine combined cycles

A basic principle to increase the efficiency of a thermodynamic cycle is to add heat at a
high temperature and reject heat at low temperature. This is the principle behind com-
bined cycles, which combine a thermodynamic cycle with high temperature heat addi-
tion (such as the Brayton cycle with gas turbine) and a thermodynamic cycle with lower
temperature of heat addition and also low temperature of heat rejection (like the steam
Rankine cycle). In combined cycles with gas and steam turbines, the remaining hot gas
from the gas turbine exhaust is as a heat source to produce the steam in a bottoming
steam cycle by means of a heat recovery steam generator (HRSG) (Kehlhofer et al., 2009).
The basic thermodynamic principles of thermodynamic cycles and heat engines can be
found in basic thermodynamics books (Moran et al., 2012). For a good overview of the
technology the reader is encouraged to read the book by Kehlhofer et al. (Kehlhofer et al.,
2009).

Natural gas combined cycle power plants have moderate capital costs, short construc-
tion times, and high efficiency and flexibility (IEAGHG, 2012). State-of-the art large-
scale natural gas combined cycle power plants with three-pressure reheat configurations
(3PRH) have recently reached lower heating value (LHV) fuel efficiencies of above 60%
by different vendors. This LHV fuel efficiency is higher than most efficient coal-based
power plants with up to 47% LHV fuel efficiency. In addition, at 350-450 kgCO2/MWh,
combined cycle power plants are less carbon intense than their coal-based counterparts at
750-1000 kgCO2/MWh (IEA, 2017). As of today, combined cycle power plants represent
a mature technology that is part of the generation capacity of power systems throughout
the world. In addition, combined cycle power plants show better operational flexibil-
ity charachteristics than coal fired thermal power plants (Gonzalez-Salazar, Kirsten, and
Prchlik, 2018). This may lead to implementation of combined cycle natural gas-fueled
power plants in the transition towards future low-carbon energy systems in different ar-
eas of the world.

2.3.2 Post-combustion CO2 capture

The post-combustion route towards CO2 capture from thermal power plants englobes a
group of process and technologies that have in common that CO2 is selectively separated
from the rest of the components of the flue gas after combustion has occured in the power
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plant. Comparing with the other technologies like membranes, it is clear that the post-
combustion route with chemical absorption is the most mature method and the technol-
ogy most likely to be implemented in the near future (Wang et al., 2017)(Boot-Handford
et al., 2014). In the following, a description of the chemical absorption process of CO2 is
presented. A similar description was included in paper IV (Montañés and Nord, 2017).
For details on the process the reader is referred to dedicated literature.
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FIGURE 2.2: Simple process flow sheet of chemical absorption process for
post-combustion CO2 capture.

Figure 2.2 shows the process flow sheet for the simple absorber-desorber chemical
absorption process. The process of CO2 capture by chemical absorption is a two-step re-
generative process; one involves the absorption of CO2 into a solvent, while the other
involves the desorption or stripping of CO2 from the solvent and the regeneration of the
solvent. The process conditions change in the absorption and desorption process, being
main changes temperature and pressure, and also solvent concentrations and pH. In ad-
dition, the volumetric flow in the absorber is larger than in the stripper, as well as the fluid
composition differs significantly. The absorption process is exothermal while the desorp-
tion process is endothermal. For absorption, low temperature and high partial pressure
of CO2 are desired, while for desorption, high temperature and low partial pressure of
CO2 are desired.

When the process is utilized for flue gas treatment from a power plant, the exhaust
gases are normally cooled down in a direct contact cooler (DCC), that reduces the flue
gas temperature and the water content. A fan overcomes the gas pressure drop in the ab-
sorber, which is operated slightly above atmospheric pressure, and at around 40 oC; refer
to Figure 2.2. In the absorber column, the exhaust gas flowing upwards meets the chemi-
cal solvent flowing downwards. Packing material allows having a thin film of liquid with
high surface contact area for heat and mass transfer between the gas and liquid phases,
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and the exothermal chemical absorption process. Depleted flue gas leaves the absorber at
the top through a stack, normally after flowing through a water wash section that allows
keeping the water mass balance of the process and reduces chemical solvent emissions
due to solvent droplets or solvent vapor carry over. The rich solvent, i.e., solvent with a
lot of bounded CO2, accumulates in the absorber sump and is then pumped towards the
top of the stripper. An intermediate heat exchanger allows for heat integration between
the absorber and stripper columns. The rich solvent is heated up by the lean solvent com-
ing from the stripper bottom and then enters the stripper at the top of the column. This
heat integration allows reducing reboiler and cooling duties. A mixing tank allows for
accumulation of the solvent at different operating conditions of the plant. The location
of the mixing tanks differs from plant to plant, and the most common location is in the
recycle loop. At some pilot plants the absorber sump can have the function of mixing
tank.

The desorption process normally occurs at around 100 to 130 oC. Steam supplied from
the power plant provides the reboiler duty required to regenerate the solvent (endother-
mal desorption process), and to generate the stripping vapors flowing upwards in the
stripper column, consisting mainly of H2O and CO2. The regenerated lean solvent is
sent to the absorber inlet via the heat exchanger and a lean amine cooler that controls the
temperature of the solvent at the inlet of the absorber to around 40 oC. At the top of the
stripper there is a condenser and a cooler where the solvent and steam condenses. The
condensate is recycled to the column. The product CO2 rich flow at the top of the stripper
is compressed for transport and storage purposes.

Most of the published work on chemical absorption of CO2 from thermal power plants
have been carried out with 30 wt% MEA as chemical solvent. The typical specific reboiler
duty for capturing 90% of CO2 with MEA is around 3.5 MJ/kg CO2 captured (Boot-
Handford et al., 2014). Several efforts in research are being done in order to develope
solvents and process configurations that can reduce the required regeneration energy, and
hence reduce the efficiency penalty associated with the regeneration stage of the process
when integrated with the power plant (Rochelle, 2009). An interesting non-proprietary
option is the chemical absorption process with concentrated aqueous piperazine with a
lower heat requirement of 2.6 MJ/kg CO2, which also allows higher temperature of regen-
eration of 150 oC without significant thermal degradation, has less volatility than MEA
and is not corrosive to stainless steel (Rochelle et al., 2011).

2.3.3 Process integration

The thermal power plant and the chemical absorption process of CO2 are not independent
units. Low levels of process integration would consist of the basic retrofit case, in which
flue gas from the exhaust of the HRSG must be sent to the PCC unit for gas separation and
a steam extraction from the power plant is utilized to feed the reboiler of the chemical ab-
sorption process, together with electrical power to drive the auxiliary and cooling systems
of the PCC unit and compressor train. This results in an efficiency penalty of the power
plant with CCS compared with a reference NGCC power plant without CCS. Jordal et al.
reviewed published work on power plant designs and the respective efficiency penalty
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of NGCC with PCC based on MEA solvent and a capture rate of 90% (Jordal et al., 2012),
with different configurations and heat integration options between the power plant and
the PCC unit. The typical efficiency of base case NGCC (without CCS) varies from 56.3%
to 59.4%, while the efficiency for the corresponding desings with integrated PCC unit
varies from 47.9% to 51.8%. The efficiency penalty due to CO2 capture ranges from 6.2%-
point to 9.6%-point, and specific reboiler duty varies from 3.4 MJ/kg CO2 to 4.04 MJ/CO2
(Jordal et al., 2012). By increasing levels of process integration, the efficiency penalty of
CO2 capture can be reduced. For combined cycle power plants with post-combustion
CO2 capture several process integration alternatives have been studied and propossed.

Some work in the literature has put emphasis on design of the PCC unit and increas-
ing the level of process integration within the different components of the PCC unit itself
to reduce the specific reboiler duty (SRD). Several process configurations have been pro-
posed. They include absorber inter-cooling, solvent split-flow to stripper, and lean vapor
recompression (Amrollahi et al., 2012)(Amrollahi, Ertesvåg, and Bolland, 2011). Amrol-
lahi et al. find that with the modified chemical absorption process configuration with
a combination of lean vapor recompression with absorber inter-cooling, the specific re-
boiler duty can be reduced from the base case chemical absorption process configuration
with 3.7 MJ/kg CO2 down to 2.7 MJ/kg CO2 (Amrollahi et al., 2012).

In addition, a technique called exhaust gas recirculation (EGR) is studied in the litera-
ture (Finkenrath et al., 2007)(Sipöcz and Tobiesen, 2012)(Luo, Wang, and Chen, 2015)(Alcaráz-
Calderon et al., 2017). The principle consists of recirculating a fraction of the CO2 rich
mass flow in order to increase the CO2 concentration of the exhaust gas from the GT. That
results in smaller equipment size in the PCC unit, which can lead to significant reduction
in capital and operational costs (Sipöcz and Tobiesen, 2012). Another means of increasing
CO2 concentration in the exhaust gas is by including supplementary firing in the HRSG
(Díaz et al., 2016), which utilizes excess oxygen from lean combustion in the GT to burn
more fuel in HRSG integrated burners. That allows producing more steam in the HRSG
and increasing CO2 concentration in the exhaust gas.

Higher levels of heat integration between the power plant and the PCC unit are stud-
ied in (Chinn et al., 2005)(Jonshagen, Sammak, and Genrup, 2011)(Jordal et al., 2012). Jon-
shagen et al. evaluated the benefits of coupling the economizer and reboiler in a specially
designed NGCC, with the main finding being that utilizing this concept similar efficiency
of the NGCC with PCC can be obtained with one-pressure level (drum) in the HRSG as
with three-pressure levels (three drums)(Jonshagen, Sammak, and Genrup, 2011). Chinn
et al. suggest partial integration of the reboiler duty within the HRSG (Chinn et al., 2005).

The coupling between the thermal power plant and the chemical absorption process
occurs both at steady-state and during transient operations. In this Ph.D. thesis the focus
was on dynamic performance and control of the integrated power plant with PCC. This
first attempt was done for the process integration method suggested by (Biyouki, 2014),
with a three-pressure reheat configuration in the NGCC and the basic absorber-desorber
process in the PCC with two absorbers and one stripper unit as proposed by Jordal et al.
(Jordal et al., 2012). Steam is partly extracted from the IP-LP crossover. For further details
refer to Section 3.2 and paper V.
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2.3.4 Operational flexibility of NGCC with PCC

Thermal power plant operation is tightly coupled to the operation of the power sys-
tem and power markets. As discussed in Section 2.2.2, thermal power plants within
power systems with high penetration of renewables are being operated in cycling mode
(Gonzalez-Salazar, Kirsten, and Prchlik, 2018). This causes dynamic interactions between
power plant and the power system (Welfonder, 1999). From a power system perspective,
the thermal power plant can be seen as an actuator to balance the variabilities in net load
and to provide ancillary services for frequency control (Rebours et al., 2007).

As illustrated in Figure 2.3, thermal power plants with post-combustion CO2 capture
are integrated systems, in which thermal integration and recirculations of flows of matter
between the power plant and the chemical absorption process are of importance in order
to reduce the efficiency penalty due to CO2 capture; refer to Section 2.3.3. Therefore, the
power plant and the chemical process operation are coupled under steady-state and tran-
sient conditions. Work by Boot-Handford et al. concludes that CCS thermal power plants
need to be flexible, and that load following capability of these systems is of paramount
importance for the long term economics (Boot-Handford et al., 2014). Operational flexi-
bility of thermal power plants with CCS has become an important area of research within
the CCS comunity (IEAGHG, 2012).
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FIGURE 2.3: Thermal power plant with post-combustion CO2 capture inte-
grated in a power system.

Several reasearch articles have assessed the steady-state part load performance of nat-
ural gas combined cycle power plants with chemical absorption CO2 capture using 30%
MEA as chemical solvent, and for different power plant designs. Jordal et al. studied
the part load performance of NGCC with 3PRH configuration with a PCC unit with 2
absorber columns in parallel and 1 stripper column. Their study concludes that there is
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enough steam available at the intermetiade pressure and low pressure (IP-LP) crossover
to feed the reboiler duty at part loads down to 40% GT load to keep 90% capture rate at
part load. Their study shows that reference unabated NGCC power plant has a reduction
of LHV efficiency from 58% at design load of 100% GT load to 50% LHV efficiency at 40%
GT load, while their design with PCC unit presents a LHV efficiency of 50% at design load
down to 42% at 40% GT load (Jordal et al., 2012). This means that the capture penalty in
%-points is close to constant at full load and at part load. Rezazadeh et al. (Rezazadeh
et al., 2015) include an study of the part load performance of the NGCC with PCC with
a similar process configuration and integration. Their study includ operability aspects
of the PCC unit at part loads. Their work shows an increased specific reboiler duty at
part load operation to keep a capture rate of 90%. Their main results show that at 60% GT
load there is a risk of under-wetting in the absorber column due to reduced solvent flow to
keep CO2 capture rate at 90%. Under-wetting can result in poor mass transfer in packed
segments, due to uneven flow distribution within the packing (Rezazadeh et al., 2015).
They also highlight that there are other aspects that can affect the operabilty of the PCC
unit at low loads, such as the increase in O2 concentration which can result in enhanced
thermal degradation of the solvent and corrosion issues (IEAGHG, 2012). The work by
Vaccarelly et al. (Vaccarelli et al., 2016) showed the steady-state part load performance of
the NGCC with PCC for different HRSG configurations, and other works have assessed
steady-state off-design performance of the system for NGCC with PCC including EGR
(Alcaráz-Calderon et al., 2017)(Adams and Dowell, 2016).

Several strategies have been proposed to provide flexibility with thermal power plants
with CCS. The main idea is to change the power output of the power plant by changing
the operating contidions of the integrated process. The goal is to obtain flexibile opera-
tional strategies that can be utilized by power plant owners in order to increase profitabil-
ity and in turn provide flexibility to the power system. The four main strategies proposed
can be summarized as follows (IEAGHG, 2012):

• Varying the CO2 capture rate, depending on electricity prices and CO2 costs.

• Turning on and off the CO2 capture unit or exhaust gas by-pass (Gibbins and Crane,
2004). When by-passing the exhaust gas to the capture unit, the power plant oper-
ates with partial or no CO2 capture, by venting part of the gas directly to the atmo-
sphere. That allows reduction of the energy required for solvent regeneration, and
the steam can be utilized to produce power in the steam turbine.

• Providing solvent storage to decouple plant operation (boiler or GT) from the CO2
capture (Gibbins and Crane, 2004). The CO2 capture rate is kept constant and sol-
vent is stored in tanks (lean and rich). In this way, the regeneration energy is shifted
towards times when electricity prices are low.

• Allowing the power plant to increase or decrease load, following its own ramp up
or down rates.

A study on flexible operation of coal- and gas-CCS power plants by Mechleri et al.
(Mechleri, Fennell, and Dowell, 2017) showed that the option of exhaust gas by-pass is
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highly dependent on CO2 emissions costs, and therefore it is only profitable in scenarios
when carbon prices are very low. The viability of solvent storage is highly dependent on
the capital expenditure to build the infrastructure to store the solvent, and might also be
profitable in scenarios where CO2 costs are relatively high (Versteeg et al., 2013). Another
option called variable stripper regeneration (VSR) (Dowell and Shah, 2015), consisting
of varying the amount of steam sent to the reboiler, and utilizing that steam to produce
additional power. In other words, decreasing solvent regeneration when electricity prices
are low and increasing when electricity prices are high. The key limitation for this option
is the availability of steam from the power plant. CO2 is stored within the chemical sol-
vent, and is regenerated when electricity prices are low. However, the profitability of this
option depends on the compromise between the peak electricity prices (characteristic of
power markets with high penetration of renewables) and the CO2 prices.

The chemical absorption process is characterized by slow process dynamics, i.e. it
takes hours to stabilize the process when a large disturbance is applied. However, the
thermal power plant load change is generally considered relativelly fast, in the order of a
few minutes. The focus in this Ph.D. work has been on the assessment of time dependent
performance of the system when the power plant increases or decreases load with fast
ramp rates, as required in power systems with high penetration of renewables (Gonzalez-
Salazar, Kirsten, and Prchlik, 2018). When including the power plant in the analysis,
several recent works have highlighted the need for studies on the transient performance
of the power plant with integrated PCC by linked dynamic process models (Adams and
Dowell, 2016)(IEAGHG, 2016)(He and Ricardez-Sandoval, 2016)(Mechleri, Fennell, and
Dowell, 2017), since these works did not include the process dynamics of the power plant
in their analyses. In addition to not including power plant process dynamics, the study
by (Mechleri, Fennell, and Dowell, 2017) is limited to very slow ramp rates on the thermal
power plant load for their base case. In addition, most of the work published on process
dynamics and has focused on the PCC unit, and mostly for coal fired power plants (Bui et
al., 2014), with limited validation of the dynamic process models. For a literature review
on dynamic process model validation of the chemical absorption process refer to paper
II in this thesis. In addition, transient testing at a demonstration scale post-combustion
CO2 capture plant provides empirical evidence on the observations gained via dynamic
process simulation on transient performance of the process, as well as gives insight into
practical implementation of flexible operational strategies that go beyond the output from
the simulations.

2.4 Dynamic process modeling and simulation

2.4.1 Steady-state and transient operation of systems

In a power plant or any industrial process, relevant process variables for the operation
of the unit are measured. Figure 2.4 shows the evolution over time of a generic process
variable. This process variable could be any process variable monitored or calculated
at the plant: a pressure, a temperature, a composition, power output, heat duty, etc. In
continuous processes under normal operation it would be typical to observe a constant
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value of most process variables, the actual value is dynamic, and the average over time
of the actual value is what we call steady-state values. Note that some processes perform
with intrinsic dynamics such as batch processes.
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FIGURE 2.4: Generic process variable trajectory over time in an industrial
plant: steady-state and transient trajectory.

Instrumentation and control are normally required to have safe and stable operation of
the process and a regulatory control layer for consistent inventory control is implemented
at the plant to avoid excessive drifting of some process variables from target set-points.
That ensures stable operation of the process. The process can be operated close to its
design conditions, but it might also be operated at different loads or under ambient con-
ditions far from design specifications. This is normally called off-design operation. In
thermal power plants, typical steady-state off-design conditions are driven by variations
in ambient conditions (temperature, pressure, humidity) since the performance of ther-
mal engines is greatly affected by ambient conditions (Kehlhofer et al., 2009). In addition,
off-design operating conditions are obtained when the plant is operated at part-load or
when employing strategies for flexible operation of the process.

When the load of the plant is changed, the process variables will evolve over time,
describing an output trajectory and eventually reach steady-state again. The so called
floating variables will reach a different steady-state value than the initial one, if the pro-
cess can be brought to new operating conditions and reach stabilization. Other tran-
sient events that drive transient performance of the process besides load changes include
start-up/shut-down sequences, failures or equipment trips and changes in the process
upstream or downstream.

The dynamic process models are developed for a purpose of application, and they
should describe the steady-state behaviour (off-design) and process dynamics (output
trajectories) considering the time scales and physical phenomena of the transient events



22 Chapter 2. Technical background

of interest. The main applications of dynamic process modeling applied to the chemical
absorption process include:

• Understand transient performance of the CO2 capture plant.

• Study various transient events for flexible plant operation.

• Develop plantwide control strategies.

• Understand dynamic interactions between the capture plant and the power plant,
and other components of the CCS chain.

• Utilize for real plant operations: Operator training and decision support tool.

• Implement within optimal control strategies, such as model predictive control (MPC)
(Skogestad and Postlethwaite, 2006).

2.4.2 Modeling paradigm

There are several tools that enable the development of dynamic process models and al-
low to conduct dynamic simulations of thermal power plants (Alobaid et al., 2017) and
for the chemical absorption process. These include ProTRAX R© (ProTRAX, Trax LLC, En-
ergy Solutions, Lynchburg, VA.), Aspen HYSYS R© (Aspen HYSYS, 2018), Unisim R© (Unisim,
Honeywell), Apros (Apros, Process Simulation Software, Fortum Power Solutions, Fortum, Fin-
land), gPROMS R© (gPROMS, Process Systems Enterprise). A generic tool is Matlab Simulink
(Matlab Simulink, Mathworks, Natick, MA), which is widely applied in transient simulation
and control of dynamic systems. In recent years, a modeling language called Modelica
has been used by academia and industry for modeling and simulation of the transient
performance of thermal power plants.

In this work, the tool employed to develop the dynamic process models was the Mod-
elica language within Dymola simulation environment. Modelica is an object-oriented
and open physical modeling language developed by the non-profit Modelica Association
(Modelica and the Modelica Association). The Modelica language enables the development
of systems of differential and algebraic equations that represent the physical phenomena
of multi-domain systems (Fritzson, 2003). In addition, Modelica is a-causal and equation-
oriented, which allows a component to be utilized in different contexts and a model to be
used in different studies.

Multi-domain engineering means that Modelica can simulate systems from different
engineering fields in the same tool. That helps to develop high fidelity models of different
fields of engineering, such as, in this case thermo-hydraulic models of thermal power
plants and the CO2 absorption process of the chemical engineering domain. This feature,
togheter with the Modelica modeling flexibility and capabilities to work with the source
code, were the main reasons behind selecting Modelica/Dymola as the tool to develop the
dynamic process models in this thesis. In other words, Modelica is a powerful tool that
enables the development of high fidelity physical models of complex integrated systems.
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Physical models means that the models developed are based on physical principles,
such as energy, mass and momentum balances in thermodynamic systems. Typical prin-
ciples in process models separate the typical equipment in process systems in two main
types: large systems and small systems.

• In large systems, storage of energy and mass is considered important from the sys-
tem level perspective. These equipments include tanks, reactors, and some heat ex-
changers. When considering system’s level modeling, these models are described as
volume type models. Volume type models are described as large, with well-mixed
homogeneous properties. In these models, storage of mass and energy are consid-
ered in the balance equations which result in systems of differential equations.

• For small systems, storage of mass and energy is negligible, those include valves,
pumps, compressors, and some heat exchangers. From a system’s level modeling
perspective, these are described by flow type models. In flow type models vol-
umes are negligible and the models describe resistances. The models describe large
gradients of properties over short distances. The resulting system of equations are
algebraic and often non-linear. These models normally define the relations between
driving forces and flows.

Publications and applications of Modelica technology in the modeling and simula-
tion of thermal power plants ara available in the literature. In addition, there are sev-
eral open-source libraries available for modeling thermal power plants, such as Ther-
moPower, ClaRa, ThermoSysPro, and SiemensPower. In the Master Thesis work by Gule
(Gule, 2016), a comparison of these open-source libraries is presented. However, in this
work a commercial library was chosen for developing the thermal power plant model.
ThermalPower (Modelon Thermal Power Library) developed by Modelon AB. The Modelica
language has been employed to model coal fired power plants (Huebel et al., 2014)(Chen,
Zhou, and Bollas, 2017)(Hübel et al., 2017), combined-cycle power plants (Benato, Stop-
pato, and Mirandola, 2015), nuclear power plants (Cammi et al., 2011) and concentrated
solar thermal power plants (Hefni, 2014)(Montañés et al., 2018). Other works include
the modeling of integrated gasification combined cycle (IGCC) power plants (Casella and
Colonna, 2012). Recent works include the integration of thermal power plants with CCS
from natural gas combined cycle power plant (Montañés et al., 2017a) and from coal fired
power plants (Wellner, Marx-Schubach, and Schmitz, 2016)(Garðarsdóttir et al., 2017).
The works with Modelica technology include methodologies for life-time reduction es-
timation for components due to thermal stresses induced by flexible operation of ther-
mal power plants (Benato, Stoppato, and Mirandola, 2015)(Hübel et al., 2017), and new
methodologies for implementing transient operation as a design criteria in organic Rank-
ine cycles (Pierobon et al., 2014).

Despite of the widespread application of Modelica in several engineering fields, such
as, the automotive industry or thermal power plant applications, the application of Mod-
elica in the process industry is still limited. The library utilized in this work, was the
GasLiquidContactors library (Modelon Gas Liquid Contactors Library), also provided by
Modelon AB. Publications of the chemical absorption process with Modelica technology
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include the works by (Prölß et al., 2011)(Garðarsdóttir et al., 2015)(Haar et al., 2017)(Mon-
tañés, Flø, and Nord, 2017). The publications included in this thesis regarding dynamic
simulations of the chemical absorption process contribute to the application of Modelica
technology in the process industry. The transient estimation and analysis of state-of-the
art thermal power plants, such as, 3PRH combined cycle power plant, is complicated.
The full solution of the resulting system of equations is a challenging task, since devel-
oping these high-fidelity models require large amount of model development hours, the
knowledge of multi-engineering disciplines and programming tools (Can Gülen and Kim,
2013). The development and validation of these models is normally complicated due to
the steep learning curves to dominate the tool and understand the system.
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Chapter 3

Methodology

3.1 Identifying operational requirements for thermal power
plants with CCS

Results from a day-ahead multi-area power market simulator (EMPS) used for the TWEN-
TIES EU project were utilized in paper I (Montañés et al., 2016). These results were used
to illustrate wind power production and the market-based electric generation dispatch of
three different thermal power plants in the Nordic and Continental Europe region.

The European Commission has stated the goal of integrating European power mar-
kets for making efficient use of energy across national borders. The Network Codes,
developed by the European Network of Transmission System Operators for Electricity
(ENTSO-E) (ENTSOE, 2012), are meant to overcome the challenge of integrating VRE
into the future pan-European power system by 2030. These network codes describe regu-
lations that power system participants will have to follow in the european system. They
include power system operation, market related codes, and grid connection codes. The
technical requirements that can be found in these codes are described as general guide-
lines. Since each power system has its own flexibility requirements (IEA, 2012), there is
room for decision to be made at national level and local transmission system operators
(TSO)s can define specific requirements within the frameworks defined by ENTSO-E.

With the purpose of identifying the technical requirements for grid connection of ther-
mal power plants in current and future power systems, the grid codes of four selected
European countries were studied. In addition, requirements for power plants to be able
to bid in balancing markets are exposed in Table 1 of paper I. The selected countries were
Spain, Germany, Great Britain (GB), and Denmark, since these are areas of interest when
it comes to flexibility and renewable energy production.

3.2 Modeling of combined cycle power plant with PCC

The methodology to develop the dynamic process models of the combined cycle power
plant with post-combustion CO2 capture was based on three main steps: i) defining the
process configuration and design of the process; ii) developing dynamic process models
in Modelica; iii) dynamic process simulations of the linked dynamic process models. Fig-
ure 3.1 summarizes the three steps and presents the software tools employed for design



26 Chapter 3. Methodology

of the combined cycle power plant configuration with post-combustion CO2 capture and
the tools to develop the dynamic process models and carry out simulations and post-
processing of simulation results.

i) Defining the process configuration and design of the process

The process was designed with the aim of obtaining a combined cycle power plant with
PCC with the process integration method presented by (Biyouki, 2014). The reason be-
hind selecting this process configuration was to conduct a first assessment of the dynamic
performance of NGCC with PCC with detail dynamic process models of the power plant,
therefore a process configuration with relative low levels of process integration was se-
lected for the first approach. The resulting system is a three pressure reheat combined cy-
cle power plant with post-combustion CO2 capture presented in paper V. The flow sheet
of the full power plant (without compression stages) is presented in Figure 3.2. The gas
turbine selected was the Mitsubishi 701 JAC, burning 100 vol% CH4 and with an exhaust
gas flow of 887 kg/s and an exhaust CO2 concentration of 4.33 vol% at design point of
100% GT load at ISO ambient condtions of 1.013 bar and 15 ◦C.

The configuration consists of a three-pressure reheat combined cycle power plant and
a post-combustion CO2 capture unit with two absorbers and one stripper column, as sug-
gested by (Jordal et al., 2012). The power plant has a net power output of 613 MW (452
MW from the GT and 161 MW from the steam turbine) and an LHV efficiency of 52.8%
with CCS. The three pressure levels heat recovery steam generator at design conditions
was a 145/30/3.69 bar configuration with 591 ◦C live steam and reheat temperature. The
tool employed for design of the process flow sheet and sizing of equipment of the com-
bined cycle was GT PRO (Thermoflow Inc.). This tool was selected because it is widely
used in industry for design of gas turbine based power plants, and allows to obtain detail
sizing of components, including equipment size, geometry, materials and fluid invento-
ries. This is required for the detailed parameterization of dynamic process models. In
addition, the tool allows to carry out off-design steady-state simulations which can be
seen as reference performance data of combined cycle power plants (Jordal et al., 2012).
In addition, the steady-state off-design data was useful for validation of the steady-state
off-design performance of the dynamic process model; refer to Section 3.3.

The post-combustion CO2 capture system had two absorber columns (16.3 m in diam-
eter and 23.2 m height) and one stripper column (9.7 m diameter and 10 m height), and
utilizes 30% aqueous MEA as chemical solvent. The tool employed for detailed design
and sizing of the post-combustion CO2 capture system was Aspen Plus (Aspen Plus V8.6.
2014).

Process integration of the system was based on the methodology developed in (Biy-
ouki, 2014). The resulting steam mass flow extraction from the power plant to feed the
reboiler of the PCC unit consisted at design point of:

• Steam from the IP/LP crossover of the steam turbine (3.7 bar), 71% of total steam to
reboiler mass flow rate.

• Steam from LP superheater, 14% of total steam to reboiler mass flow rate.
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i) Process configuration 

Process integration between power 

plant and post-combustion system 

ii) Dynamic process models 

Detailed dynamic process models of 

power plant and PCC unit 

iii) Dynamic process 

simulations 

Simulation of linked process models 

GT PRO for combined cycle with PCC process 

rating and sizing of equipment of power plant 

 

Aspen Plus for post-combustion CO2 capture 

system process rating and sizing of equipment 

Modelica language and Dymola environment: 

 

Thermal Power Modelica library package for 

combined cycle power plant models 

 

Gas Liquid Contactors Modelica library for 

post-combustion CO2 capture system models 

Linked models simulated in Dymola 

 

Excel for post-processing of simulation results 

FIGURE 3.1: Methodology steps and software tools employed for the devel-
opment of the design of the power plant with post-combustion CO2 capture
and the development of the dynamic process models of the integrated sys-

tem.
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• Steam from HP water extraction for temperature control, 15% of total steam to re-
boiler mass flow rate.

The resulting specific reboiler duty at design point was 3.73 MJ/kgCO2. Further de-
tails on the design of the process can be found in paper V.

ii) Development of dynamic process models

The dynamic process models of the power plant configuration in Figure 3.2 were de-
veloped by means of the Modelica language (Modelica and the Modelica Association) and
the Dymola process simulation environment (Dymola systems engineering). The thermo-
hydraulic models of the power plant steam cycle were obtained from a commercial library
called Thermal Power Library (Modelon Thermal Power Library). The library contains base
models of power plant components such as recuperators in HRSG, drums, feedwater
heaters, steam expansion sections, condenser, deaerator, pumps, valves, flow resistances
and regulation elements (including PIDs, blocks, multipliers and ramps). These sub-
models from the library were used as a base to develop the dynamic process model of the
steam cycle. The sub-models were parameterized, modified and combined to model the
power plant steam cycle. The main purpose of application was estimating load change
transient performance of the power plant. Further details on the dynamic process models
of the power plant are explained in Section 3.2.1 and paper V.

The dynamic process model of the post-combustion CO2 capture system configura-
tion were developed by means of Modelica language with Dymola environment. The
chemical absorption process models were obtained from a library called Gas Liquid Con-
tactors (Modelon Gas Liquid Contactors Library). The library contains process sub-models of
the post-combustion CO2 capture process with MEA, including absorber column models,
stripper column models, reboiler, internal heat exchanger, condensers, transport delay
pipe models, pumps, valves, flow resistances and regulation elements. For further details
on the development of the dynamic process model refer to paper V. The dynamic pro-
cess model of the PCC unit in paper V was calibrated against the design data obtained
from Aspen Plus simulations, with a similar methodology as explained in Section 3.4.2.
In addition, this model was employed in paper IV for the analysis of the open-loop per-
formance of the PCC system at different power plant loads. The dynamic process model
was validated with experimental data in paper II; refer to Section 3.4.2.

iii) Dynamic process model simulations

The simulations of the integrated dynamic process model of the plant were conducted in
Dymola simulation environment, and results were exported to Excel as .csv files for post-
processing. The dynamic process models employed and developed in this Ph.D. thesis
resulted in complex DAE systems which are solved numerically by Dymola by means of
a selected numerical method, in this case the DASSL numerical method. These models
represent physical phenomena of the equipment and the interactions between different
subsystems under transient operation due to disturbances applied to the process. The re-
sulting systems of equations are relatively large and require a significant computational
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TABLE 3.1: Dynamic process models structure for process models employed
in this thesis. The indicators presented are number of equations (Neq), num-
ber of unknowns (Nun), number of states (Ns), number of parameters (Npa),

and number of variables (Nva).

Dynamic process model Neq Nun Ns Npa Nva

TCM amine plant 13931 13931 343 31361 11783
PCC unit of the NGCC plant 29851 29851 740 69726 25116
Combined cycle power plant 26248 26248 400 10456 24396
Integrated NGCC with PCC model 56219 56219 1141 80217 49613

effort which results in relatively slow simulations for each transient test. In Table 3.1 and
Table 3.2 an overview of the size of the resulting system of equations and the required
CPU simulation times is presented. The time needed to solve the system of differential
equations is dependent on the events simulated and simulation setup. The simulation
statistics are presented here to give the reader an overview of the complexity of the for-
mulation in hand, and not to perform a detailed analysis of the numerical performance of
the models or on model verification. The simulations presented in Table 3.1 and Table 3.2
are for the following events:

• TCM amine plant model: open-loop transient response to step change of 10% sol-
vent flow rate.

• PCC unit of the NGCC plant: open-loop transient response to step change of 10%
solvent flow rate.

• Combined cycle power plant model: GT deloading of combined cycle power plant
transient event from 100% to 85% GT load with a ramp rate of 2.5%/min.

• Integrated NGCC with PCC model: GT deloading of combined cycle power plant
transient event from 100% to 85% GT load with a ramp rate of 2.5%/min and L/G
ratio control structure in PCC unit.

It can be seen that physical models of combined cycle power plants and PCC units in
Modelica/Dymola results in large systems of equations that require long CPU times to
be computed, ranging from the order of a few minutes to 6-8 hours. Therefore perform-
ing simulations of the process can result in a tedious process that requires a significant
amount of time employed only in conducting the simulations. In this work CPU time
was not a constraint and it was not the objective of this work to obtain fast simulations.
However, there are applications in which simulation time can be of importance, for ex-
ample for optimization or model predictive control (MPC). Efforts should be done to de-
velop reduced order models with faster simulations without significantly compromising
the accuracy of model predictions.
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TABLE 3.2: CPU and simulation times for process models employed in this
thesis. Simulations were carried out with DASSL solver, with tolerance 10-4.

Dynamic process model tsim (s) tCPU (s)
TCM amine plant 40000 81.3
PCC unit of the NGCC plant 40000 246
Combined cycle power plant 40000 884
Integrated NGCC with PCC model 100000 22900 (6.36 h)

3.2.1 Dynamic process modeling of combined cycle

Gas turbine model

Gas turbines are to be considered as compact engines built from different subcomponents,
including compressor, combustion chamber and turbine. The formulation for calculating
simple gas turbine cycles can be found in literature for gas turbine theory (Saravanamutto
et al., 2009) and fundamentals of thermodynamics (Moran et al., 2012). The calculations
are based on energy and mass balances over components of the system and concepts of
isentropic or politropic efficiencies for compressor and turbine components. These calcu-
lations allow to calculate optimal design point for gas turbines knowing the process con-
figuration, power plant load and ambient conditions (pressure and temperature), power
demand, design conditions and maximum firing temperature. As described in (Sara-
vanamutto et al., 2009), the performance of the individual components of a gas turbine,
such as, compressors and turbine components can be obtained based on previous design
experience by manufacturers or by performance tests.

For a given gas turbine cycle configuration, the performance of the integrated engine
is limited by the balanced performance of the different units, which impose restrictions
on the operating points for the different components. Chapter 9 in (Saravanamutto et
al., 2009) describes the calculation of the equilibrium running points, lines and diagrams
over a compressor map for steady-state off-design performance of gas turbines based
on equilibrium principles of compatibility of flow, work and rotational speed between
components, to form the named matching calculations. These calculations are based on
compressor and turbine charachteristics. These allow engineers to understand the basic
thermodynamics and fluidmechanics behind off-design performance of gas tubine, and
these physical models allow to calculate the off-design performance of the unit for differ-
ent loads.

Knowledge of the transient performance of gas turbines can be useful when design-
ing the gas turbine control system, specially when designing new gas turbines concepts
where there is no previous experience or significant amount of testing hours on transient
performance. Dynamic process models are based on off-design performance models by
the additon of charachteristic curves that can be tuned afterwards in the development
phase of the engine, and used for control purposes. It is normally done by assuming flow
compatibility in the off-design models. Note that this is a good assumption if consider-
ing fast pressure dynamics for fast transients (Saravanamutto et al., 2009). These models
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are normally developed by including phenomena of rotor dynamics and acceleration of
the rotor due to the related increase of net torque with increased fuel flow, and result-
ing change in rotational speed. Such transient effects are of importance for rotor stability
and frequency control problems (Glover, Sarma, and Overbye, 2012), which are normally
associated with fast transients in the order of a few seconds. Can Gülen and Kim (Can
Gülen and Kim, 2013) included a literature review of commercial software for combined
cycle power plants, and emphasize that transient gas turbine modeling and simulation in
the literature are normally limited to the study of governor controls via the block diagram
approach (Rowen, 1983). In addition, Shin et al. found that for fast load changes in gas
turbine combined cycles, the GT load stabilizes within 5 seconds (Shin et al., 2002) for a
step load change of 100 to 90%, and other process variables of the GT also stabilize within
a few seconds, which is significantly faster compared to process variables of the steam
cycle, which is in the order of a few minutes (Shin et al., 2002).

The dynamic process models in this work focus on the performance of the steam cycle
for transient load changes. Therefore it is of importance to capture the process dynamics
within the minutes time scales, and focus on the bottoming steam cycle transient per-
formance. The gas turbine models are employed here to define the dynamic boundary
conditions for the exhaust gas from the GT outlet to the heat recovery steam generator,
and the quasi-static performance of the gas turbine for load changes is assumed. Note
that when the quasi-static assumption for transient performance is assumed, the GT sys-
tem is considered in equilibrium at each point in time, and that the transient performance
is a succession of steady off-design results (Dechamps, 1994). The exhaust mass flow rate
of the gas tubine and the exhaust temperature of the gas turbine were defined as dis-
turbances to the steam cycle dynamic process model. The exhaust charachteristics were
based on simulations from validated gas turbine models from GTPRO (Thermoflow Inc.).
The calculations were obtained for the selected GT (in this case Mitsubishi 701 JAC) with
ISO ambient conditions of 15 ◦C and 1 atm; refer to paper V. The focus was on steady-
state part load off-design, and not on aspects of off-design GT performance due to varying
ambient conditions such as ambient temperature, pressure or humidity. The models from
Thermoflex are based and developed on performance data from GT manufacturers and
considering simplified physical models including turbine and compressor maps. GT con-
trollers try to keep constant TIT, which is normally achieved by controlling the turbine
exhaust temperature (TET) to a target value that will keep TIT constant, since TIT cannot
be measured in modern GTs (Thermoflow Inc.).

Simulations of the off-design performance of the selected GT at different GT loads are
conducted to obtain the equilibrium off-design performance points for GT composition,
exhaust temperature and exhaust mass flow rate; refer to Figure 3.3a and Figure 3.3b. The
exhaust characteristics for a given GT will depend on the GT controls, and will differ for
different GT technologies. However, a common trend is to observe a reduction in exhaust
mass flow rate and it is desired to obtain high TIT for high GT efficiency while high TET
is desired for good heat recovery in the HRSG and high efficiency of the steam cycle. The
variability in exhaust gas composition was not considered for simulations in this work,
because for the range of GT loads tested it was found rather small. CO2 composition
ranged from 4.33 vol% to 4.17 vol%; refer to Figure 3.3b. This assumptium should be
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FIGURE 3.4: Transient simulation of exhaust mass flow for Mitsubishi JAC
701 gas turbine from 100% to 80% GT load in 4 min (5% GT load reduction

per minute).

revised if the models were to be run at lower GT loads where exhaust gas compositions
change more significantly compared to the design point.

Assuming a GT load change ramp rate, the disturbance applied on the boundary con-
ditions of the heat recovery steam generator was defined. Intermediate points between
the reference off-design steady-state points were obtained by linear interpolation. This
was implemented with time series data table blocks in Dymola. Figure 3.4 shows the
evolution of GT exhaust mass flow rate over time for a ramp rate of 5%/min and a GT
load change from 100% to 80%. This trajectory for GT load change is comparable to the
load change transient data for a heavy duty gas turbine presented by Kim et al. (Kim
et al., 2000).

Steam turbine model

In this work, an approach to steam turbine modeling based on section rather than detailed
models of steam turbine stages was selected. This approach is common in system level
modeling. The sections considered were HP, IP and LP steam turbine sections, with one
steam extraction from the IP/LP crossover. The steam turbine section models are quasi-
static models, with static mass balance for the expansion within one section. Considering
that the main focus of modeling was load change transient estimation of combined cycles
during power plant online operation, the rotordynamics and thermal inertia phenome-
nas of the steam turbine were disregarded, as in the modeling approach by (Shin et al.,
2002) and (Benato, Stoppato, and Mirandola, 2015). Other modeling approaches might
be required if start-up procedure of the steam turbine is to be simulated (Birnbaum et al.,
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2009).
The model consists of a constant dry step isentropic efficiency for all sections and the

calculation of mechanical power based on energy balance over each turbine section; refer
to Eq. 3.1 and Eq. 3.3. Note that at part load operation of the steam turbine, the pressure
drop in the last stages (LP section) will change, leading to a change in dry isentropic
efficiency. However, constant dry isentropic efficiency was assumed for dynamic process
simulations. The generator model is a simplified model in which the power supply is
equal to the power demand, meaning that the rotating frequency is constant. A constant
generator and mechanical efficiency ηmech-el of 0.99 was applied. The condensing section
LP dry efficiency was corrected by the Baumann’s formula in Eq. 3.2, where xm is the
steam quality and β is the Baumann factor that varies from 0.4 to 0.9 (Bolland, 2014), and
was set to 0.8 based on calibration process with reference software data.

ηdry,is =
hi − ho

hi − ho,is
(3.1)

ηwet,is = ηdry,is − β (1− xm) (3.2)

Pmech,i = ṁsteam(hi − ho) (3.3)

Pel = ηmech−elPmech (3.4)

Kt =
ṁn√

pi,nρi,n(1− (
po,n

pi,n
)2)

(3.5)

ṁt = Kt

√
piρi(1− (

po

pi
)2) (3.6)

For off-design calculations, the flow charachteristics is defined by Stodola’s law of
cones, refer to Eq. 3.5 and Eq. 3.6, where Kt is the flow area coefficient, and n, i and o
stand for nominal, inlet and outlet, respectively.

Heat recovery steam generator model

During load change transient events, the main inertia to the process for load changes
is added by the heat recovery steam generator of the combined cycle power plant (Shin et
al., 2002). The heat recovery steam generator is composed of different heat exchanger re-
cuperator components (economizers, evaporators and superheaters) and cylindric drums.
Auxiliary components for operation of the HRSG include variable speed pumps and
valves, including control valves for drum level control and feedwater cooling of super-
heated and reheated steam streams. The recuperators consist of tube bundles in which
the exhaust gas heats up the water/steam circulating within the tubes. Details on the
dynamic process model of the heat recovery steam generator developed in this work can



36 Chapter 3. Methodology

be found in paper V. The paper includes a description of the heat exchanger recuperator
models, and further details on the formulation for thermohydrulic models implemented
in Modelica can be found in (Tummescheit, 2002). Details on formulation for heat ex-
changer modeling in the object-oriented based language Modelica based on the Finite
Volume Method (FVM) can be found in (Schiavo and Casella, 2007). In the following
a summary of the heat exchanger recuperator model from TPL (Modelon Thermal Power
Library) is presented.

The recuperator model consisted of a of a shell and tube heat exchanger with gas on
primary side (shell), single or two-phase medium on secondary side (tube) and a wall
model. Figure 3.5 shows the dymola implementation of the recuperator model, with
main subcomponents being gas side flow model, metal wall model and water/steam side
model.

 

FIGURE 3.5: Heat exchanger dynamic process model, as seen in the Dymola
modeling object-oriented display window with ThermalPower library (Mode-
lon Thermal Power Library). The process model consists of base models for pip-
ing hot side (primary), piping cold side (secondary) and heat transfer wall.

The pipe models are based on the finite volume method.

A discretized 1-D pipe model with lumped pressure was employed for the gas side.
Static mass, mass-fraction, and energy balance equations are discretised in n volume seg-
ments with the finite volume method. Static mass and energy balances can be assumed on
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the gas side because at high gas velocities the exhaust gas exchanges significantly more
heat than it accumulates (Dechamps, 1994). The state variables were n temperatures, one
pressure p (lumped) and mass fractions. In order to calculate the heat transfer coefficient
for each volume, a convective heat transfer correlation for gas flow over tube bundles αg
is utilized; refer to Eq. 3.7, where dhyd is the hydraulic diameter of the pipe, Fa is a tube ar-
rangement factor, and λ is the thermal conductivity of the gas. The Nusselt number Nuo
for each volume is calculated by Reynolds dependent correlations from (VDI-Värmeatlas,
9th edition, section Gg 1997). The pressure drop model is lumped at the outlet.

αg =
FaNuoλ

dhyd
(3.7)

For the one phase and two-pase flow in water/steam side pipe, a similar modeling
approach is considered. In this case dynamic energy and mass balances are considered.
The general mass balance is presented in Eq. 3.8, where p is pressure, h is the specific
enthalpy and ρ is density. The general energy balance is shown in Eq. 3.9. Note that in
the model, the energy and mass balances are also discretized in the longitudinal direction
of the pipe in n volumes. Large discretization (number of voulmes n) will increase the
number of states of the system, increasing the complexity of the resulting system of equa-
tions and contributing to slower simulations in terms of CPU time of the final model. In
general, large number of volumes gives more accurate results with less need for calibra-
tion of the model heat transfer correlations, and is normally desired for large recuperators
with large temperature drops from inlet to outlet ports in a heat exchanger side. A default
number employed for most heat exchangers was four, which was increased for large heat
exchagers to up to ten volumes such as in the intermediate pressure economizer.

dm
dt

= V
(

dρ

dh
dh
dt

+
dρ

dp
dp
dt

)
(3.8)

Vρ
dh
dt

= ṁinhin − ṁouthout + V
dp
dt

+ Q (3.9)

The radial heat transfer is calculated with Eq. 3.11. For the steam/water side a heat
transfer correlation has been considered for estimating convective heat transfer coefficient
for superheaters, αs , for 1-phase, see Eq. 3.10. A similar formulation is employed for the
economizer. Reynolds number dependent correlations from (VDI-Värmeatlas, 9th edition,
section Gg 1997) are utilized to calculate mean Nusselt number Num.

αs =
Numλ

dhyd
(3.10)

Q = αs Aheat
(
Twall − Tf luid

)
(3.11)

A common modeling approach for two-phase flow in system level simulations is to
assume that the boiling process is reduced to the saturated boiling regime (Hoppe, Got-
telt, and Wischhusen, 2017). For the two-phase flow in the boiler section, a constant heat
transfer coefficient for the cold side of 120 kW/m2K was considered. The solid wall model
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is utilized for considering transient conductive heat transfer where the heat capacity is
lumped at the center of the wall. Note that other wall formulations allow to calculate
the temperature gradients within the walls, by discretizations of the wall in the radial
direction, for estimation of thermal stresses and lifetime reduction of equipment due to
thermomechanical fatigue phenomena (Benato, Stoppato, and Mirandola, 2015).

The drum models formulation and validation can be found in Casella et al. (Casella
and Leva, 2003), and details on drum dynamics and implementation within Modelica
thermohydraulic libraries can be found in the work by Eborn (Eborn, 2001).

The dynamic process model of the three pressure level horizontal heat recovery steam
generator was built by parameterizing, testing and calibrating each of the unit models
separately (recuperators, deaerator, valves, pumps and drums). Controllers were added
to each subsection of the system while developing the full HRSG model by joining step-
by-step different subsections of the HRSG. This method, called step-by-step approach is
explained in detail for the post-combustion CO2 capture model in Section 3.4.2. Figure 3.6
shows the Dymola implementation of the heat recovery steam generators. The green
ports represent the flue gas source and sink ports (physical interfaces) for the flue gas,
while the blue ports are physical ports for i) output: low pressure superheated steam,
intermediate reheat steam and high pressure superheated steam, high pressure water
extraction from high pressure water line for feed water cooling of low pressure steam
ii) inputs: feedwater from condenser and condensate return, and intermediate pressure
steam to reheaters.

The HRSG model includes a process control unit which was designed in an integrated
manner. It means that a control unit model was built with interfaces for control measure-
ments and control action signals. There, the decentralized control structure for HRSG
operation and consistent inventory control was implemented. The control loops included
three-element controllers for drum level control, pressure control of the deaerator, and
temperature desuperheating for superheated steam and reheated steam. The control
strategy implemented for HRSG operation at different loads was sliding pressure opera-
tion mode, which is the common method of operation of HRSG units in combined cycle
power plants from mid-to-high loads (Kehlhofer et al., 2009). Further details on control
loops of the steam cycle and regulatory control layer are presented in paper V.

3.2.2 Dynamic process modeling of chemical absorption process for
CO2 capture

The dynamic process models of the chemical absorption process were obtained from GLC
library (Modelon Gas Liquid Contactors Library). Paper II includes a literature review on
dynamic process models and validation work presented in the literature. The main rea-
son for selecting Modelica/Dymola for the PCC unit dynamic process models was to
be capable of linking the dynamic process model of the power plant with the dynamic
process model of the post-combustion CO2 capture system in the same tool (Dymola)
for co-simulation of the integrated system models within the same simulation environ-
ment. The dynamic process models employed were based on the two-film theory for heat
and mass transfer phenomena in the absorber and stripper column, with thermodynamic
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equilibrium at the gas-liquid interface. Interface mass transfer in packed sections was
modeled with a rate-based approach with enhancement factor, which takes into account
the mass transfer due to chemical reactions. The dynamic process models were validated
with large scale experimental data from Technology Centre Mongstad in paper II, and de-
tails on the models were presented in the paper. For further details refer to publications
from the model developers (Prölß et al., 2011)(Akesson et al., 2012).

3.3 Dynamic process model validation

Model validation is a complicated task. A model is developed for a given purpose, to
capture physical phenomena that occurs at specific time and spatial scales. Therefore,
it is of importance to define the application and objective of modeling and simulations
of the model to understand the needs for validation. The key with model validation is
to define a set of reference data that represents the performance of the real world. With
dynamic process models, we want to capture both the steady-state phenomena (steady-
state off-design performance and process variability in the presence of disturbances) and
the process dynamics at the time scales of the transient events of interest of the study.
Therefore, it is key to design validation cases that will test the main process steady-state
variation and dynamics. With validation, the model is simulated and its capabilty to
represent the performance of the real system is tested (Cellier, 1991).

The concept of model validation is sometimes confused or used interchangeably with
model verification. Generally speaking, model validation tries to assess the capability
of the resulting system of equations to represent the behaviour of the real system, while
model verification tries to assess the validity of the coded mathematical model in a given
modeling language to represent the reference mathematical model. In general the tasks
are to answer the following questions (Tummescheit, 2002):

• Model validation Am I solving the right system of equations? Does my model
correspond to the real system?

• Model verification Am I solving the system of equations right? Have I imple-
mented the mathematical model in the modeling language right?

When employing dynamic process models included in libraries, one assumes that the
models have been intensivelly verified by the model suppliers. This is sometimes con-
sidered as an added value of using commercial libraries, since they have been further
verified and tested than open source libraries. However, models developed within li-
braries are normally flexible in their modeling objective and applications (Tummescheit,
2002), i.e. there is flexibility available to the modeller to select a set of assumptions for the
given application since the model contained in the library does not represent any specific
real system. Therefore, it is difficult for library developers to ensure the validity of dy-
namic process models for a wide range of applications. Even when employing dynamic
process models included in libraries, the modeller should still carry out validation for its
own objective and application.
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The task of adapting model parameters to obtain a better match between model simu-
lation outputs and reference data is called calibration. Model calibration is often needed
when developing process models. The process of model calibration of physical mod-
els that result in non-linear systems of algebraic and differential equations is often ap-
proached by hand-tuning of selected model parameters by a process based on trial and
error or on physical insight. The process of parameter tuning is often unavoidable when
dealing with complex high fidelity physical models (Tummescheit, 2002). On another
note, the need for model calibration and the presence of uncertain parameters in a pro-
cess model is sometimes considered a big challenge when scaling up technology and
when employing process models for design calculations of equipment at larger scales
than the reference data for model validation. Generally speaking, the accuracy required
for a process model that is to be employed in control design is lower than that for process
design.

Deviations between model predictions and the experimental data are because the
model is a simplified representation of reality. The perfect model simply does not exist.
In addition, there is uncertainty related to the validity of the experimental data, which is
based on instrumentation that need to be calibrated and certain process conditions need
to be achieved for ensuring the suitability of the data sets. Uncertainties related to exper-
imental data are mainly due to instrument bias error and the precision error associated
with reading variability for same operating conditions.

Another challenge related to dynamic process model validation is the availability of
experimental data for process model validation purposes. This is related to the lack of
published transient experimental data from commercial scale power plants and PCC pro-
cesses. The data is normally considered as proprietary and is rarely published from com-
mercial facilities and industrial actors, at least to the extent of detail needed for process
model validations. An alternative to using experimental data is to use process simulation
softwares with process models that have been validated with experimental data. Simu-
lations from these models can be employed to assess the validity of process models, in a
method sometimes called software-to-software validation.

In order to assess the validity of the process models employed in this work, the fol-
lowing method was employed. First, the capability of the process models to predict
the steady-state operating conditions was evaluated. If calibration was required, mod-
els were calibrated against design process conditions of the reference data. Simulations
were compared with model ouputs by calculating absolute percentage errors (AP) with
Eq. 3.12 and mean absolute percentage errors (MAP) with Eq. 3.13. Note that x refers to
the process variable, n to the number of steady-state data cases, subscript s refers to the
steady-state value predicted from simulation of the process model and subscript r to the
reference steady-state value.

AP = 100|xs − xr

xr
| (3.12)

MAP = 100
n

∑
i=1
|xs,i − xr,i

xr,i
| (3.13)
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Once the dynamic process model is validated for steady-state off-design conditions,
validation transient test cases were employed to validate dynamic process models. This is
normally done by applying set-point step changes in main inputs of the process (reference
pilot plant or reference process model) and logging the output trajectories from the refer-
ence system. Then, the same disturbance was applied to the dynamic process model to
be validated by means of input trajectories or step changes. Output trajectories of interest
for validation were plotted in graphs and the capability of the dynamic process model to
predict the trends was assessed. Trends here mean the capability to reproduce dead times
and stabilization times oberved at the real experimental facility or the reference model,
and result in similar trajectories.

Validation of dynamic process models included in this work was considered sepa-
rately for the different subsystems. In paper II, process models in Modelica language for
the post-combustion CO2 capture process with chemical absorption and 30 wt% aque-
ous MEA was validated with experimental data from Technology Centre Mongstad, with
steady-state and transient plant data; refer to Section 3.4. In paper V results from the
validation of the Modelica model for the 3PRH configuration developed are presented.
The steady-state data for various off-design GT load operating conditions of the com-
bined cycle were obtained with simulations from GT PRO (Thermoflow Inc.). This tool
is developed with experimental data from various industrial facilities and is considered
as reliable models representing state-of-the-art performance of power cycles based on
gas turbine. GT PRO (Thermoflow Inc.) has been employed in the literature for steady-
state off-desing analyses of thermal power plants with post-combustion CO2 capture with
chemical absorption (Jordal et al., 2012)(Rezazadeh et al., 2015). In addition to this work,
dynamic process models of a combined cycle power plant for off-shore oil and gas in-
stallations based on once-through boiler technology were validated with a software-to-
software approach. The Modelica process models were validated for both steady-state
and transient data cases generated with GT PRO; refer to paper XI. The results of paper
XI include validation of reference steady-state off-design models with industrial power
plant data, which provides confidence in the use of GT PRO simulations as a reference
for steady-state off-design performance of GT based thermal power plants.

3.4 Pilot plant testing at Technology Centre Mongstad

The Technology Centre Mongstad (TCM DA) is considered the world’s largest technology
centre dedicated to testing and improving CO2 capture technologies. The test centre is
located next to the Statoil’s refinery Mongstad in Norway. TCM DA is a joint venture
of different companies, currently: Gassnova (representing the Norwegian State), Statoil,
Shell and Total. The facility contains two pilot plants for post-combustion CO2 capture
and available site for potentially installing other capture facilites. Currently there is an
amine plant designed by Aker Solutions and a chilled ammonia process plant designed
by Alstom (now General Electric).

The main objectives of the TCM DA facility include to reduce technical, environmen-
tal and financial risk associated with full-scale CO2 capture (Koeijer et al., 2009). The
facility is built in a flexible manner so that the pilot plants can treat a variety of flue gas



3.4. Pilot plant testing at Technology Centre Mongstad 43

compositions in terms of CO2 content. The pilot plants can treat a slipstream of flue gas
comming from the residue fluid catalityc cracker of the refinery with a CO2 content of
around 13 vol%, typical of flue gas from coal-fired power plants; and a slipstream of flue
gas with around 3.5 vol% CO2 from the cogeneration Statoil’s combined heat and power
plant (CHP) that supplies heat and power to the refinery. In addition, when the plant is
configured with the CHP stripper, a stream of CO2 rich product flow could be recircu-
lated and hence intermediate compositions of flue gas CO2 vol% could be tested. That
would represent flue gas compositions found in different applications from other indus-
trial sources or even on power plant process configurations with exhaust gas recirculation
(EGR) (Gjernes et al., 2017). This provides with capabilities of testing the performance of
the process and a variety of solvents (proprietary or non-proprietary) for a wide range of
flue gas compositions representing different industrial applications of the CO2 chemical
absorption process with amines at demonstration scale.

Together with the size, it is the capabilty of the test centre to operate the process with
a slipstream of flue gas coming directly from a natural gas fueled combined cycle power
plant what makes this facility more unique compared to other test centres throgout the
world, since the rest can test the process for flue gas coming from coal fired power plants.
According to data from the Global CCS Institute (Global CCS Institute) there are five test
centres focusing on capture technologies including TCM DA: the National Carbon Cap-
ture Centre (NCCC) in the US (National Carbon Capture Centre NCCC); CSIRO’s Post Com-
bustion Capture Centre (PCC) in Australia (CSIRO PCC); Shand Carbon Capture Test
Facility (CCTF) in Canada (Saskpower Shand Carbon Capture Test Facility); and UKCCSRC
Pilot-scale Advanced Capture Technology (PACT) in the United Kingdom (UKCCSRC
Pilot-scale Advanced Capture Technology (PACT)).

Among the different activities conducted at TCM DA, one of them is the performance
of MEA campaigns in the chemical absorption plant. The main purpose of the MEA cam-
paigns is to develop knowledge of the process at demonstration scale when utilizing the
non-propietraty chemical solvent aqueous monoethanolamine (MEA) and the scientific
dissemination of some of the data generated during the MEA campaigns. In other words,
to produce data and information that can be relevant to the realization of full-scale CO2
capture (The Third MEA Campaign at the CO2 Technology Centre Mongstad). The amine
plant came on-line in 2012 and first operational results were presented by (Andersson et
al., 2013). A first MEA campaign (MEA1) was conducted from December 2013 to Febru-
ary 2014, with the main objectives of generating results from the CHP plant operations
with CO2 capture and developing an independently verified TCM DA amine plant base
case with CHP flue gas (around 3.5 vol% CO2) with 30 wt% aqueous MEA solvent sys-
tem (Brigman et al., 2014)(Thimsen et al., 2014)(Hamborg et al., 2014). A second MEA
campaign (MEA2) was conducted from July to October 2015 with the main objectives in-
cluding the verification of mass balances and the revision of the verified baseline (Gjernes
et al., 2017)(Faramarzi et al., 2017). In addition, a third MEA campaign (MEA3) was con-
ducted mainly during summer 2017 (The Third MEA Campaign at the CO2 Technology Centre
Mongstad). During the MEA3 test campaign objectives included the development of con-
trol schemes and the impact of dynamic operations.

In the context of this Ph.D. project a collaborative framework was developed in order
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to utilize and diseminate sets of data generated during MEA2, and to propose a set of
transient tests that were conducted during July 2017 in MEA3. Data from MEA2 was se-
lected, processed and employed for dynamic process model development and validation
purposes. That work lead to publications included in Paper II (Montañés, Flø, and Nord,
2017) and Paper VII (Montañés et al., 2017b) as well as scientific disemination in presen-
tations D and E (refer to Section 1.5.3). In Section 3.4.2, the methodology is explained and
complementary information to paper II is presented. In addition, two sets of 48 hours of
testing were suggested and performed at the amine plant at TCM DA during MEA3 test
campaign, consisting on dynamic operation of the process and implementation of decen-
tralized control structures. These results are presented in paper III (Montañés, Flø, and
Nord, 2018). Section 3.4.3 shows the methodology followed for the proposal of tests and
complementary information to the work conducted within this Ph.D. thesis in the context
of the MEA3 test campaign.

3.4.1 Pilot plant description

The amine pilot plant installed at Technology Centre Mongstad has the capacity to cap-
ture 80 ton CO2/day (29200 ton CO2/year) with a flue gas volumetric flow capacity in
the absorber column of around 60000 Sm3/hr. A picture with a view of the amine plant
installed at TCM DA is shown in Figure 3.7. In addition, a simplified flow diagram of
the amine plant at TCM DA is shown in Figure 3.8. The pilot plant has two stripper
columns to accomodate the different CO2 concentrations of flue gas coming from the
catalitic cracker or from the CHP plant. In this section the pilot plant is described for the
process configuration that treats CHP flue gas.

The power plant located next to the TCM DA and the Statoil refinery is a combined
heat and power plant. The process configuration consists of two gas turbines which feed
with exhaust gas to two heat recovery steam generators (HRSGs), which generate the
process steam for the refinery and the steam for one steam turbine. The power plant has
a capacity of around 280 MWel of electricity and 350 MWth of heat. The GTs are two GE
9001E and the typical composition contains around 3.5-3.7 vol% CO2. At full volumetric
flow capacity of the absorber column, a slipstream of around 3% of the total exhaust gas
mass flow rate generated by the GTs is fed to the amine pilot plant at TCM DA with a flue
gas blower. The blower has variable speed drives that allow the manipulation of mass
flow rate sent to the inlet of the absorber column. The flue gas volumetric flow rate at
the inlet of the absorber can be specified by means of the set-point of a PI feedback flow
cascade controller; refer to FT1 in Figure 3.8. The flue gas is cooled down in the direct
contact cooler (DCC), where the flue gas flows upwards while it meets a countercurrent
stream of cooling water. The flue gas leaves the DCC saturated with water at the desired
temperature. Then it is conducted towards the inlet of the absorber column. The CHP
DCC consists of a packing material of Koch Glitsch Flexipack 3X with a cross-section of 3
m diameter and 3.1 m of height, and 16 m total height (Hamborg et al., 2014).

The absorber column consists of a 64 m absorber column. The column has a total of 24
m of absorber packing material divided in three packed sections: 12 m at the bottom, 6 m
in the middle and 6 meters at the top. In addition, at the top of the absorber column there
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FIGURE 3.7: Amine pilot plant at Technology Centre Mongstad. Image ob-
tained from (The Third MEA Campaign at the CO2 Technology Centre Mongstad).
To the right the direct contact coolers. In the centre the absorber column (64-

m-height) and to the left the two stripper columns.

are two waterwash packing sections (3 m and 3 m) that allow reducing solvent emissions
and control the water mass balance of the plant. The absorber packing material consists
of Koch Glitsch Flexipac 2X and has rectangular cross-section. The water wash sections
consist of Koch Glitsch Flexipac 2Y HC. Table 3.3 shows data on the absorber column
materials and geometry. It is possible to change the total packing height of the column
by injecting all the mass flow of solvent at different heights by opening and closing the
feed valves at different column heights, i.e. resulting in 12 m, 18 m or 24 m of packing
height; refer to Figure 3.8. The chemical solvent is collected in the absorber sump at the
bottom of the absorber column, and it acts as an integrated buffer tank during pilot plant
operations. Liquid re-distributors, collectors and mesh mist eliminators are located at
different locations along the absorber column (Hamborg et al., 2014). The depleted flue
gas leaves the absorber column through the stack located at the top of the column.

The pilot plant has two main solvent circulation pumps with variable speed, the rich
amine pump located downstream of the absorber sump and the lean amine pump located
downstream of the stripper sump. An integration heat exhanger is placed in between the
stripper and absorber column, in which the main stream of lean amine flow coming from
the stripper sump heats up the main rich solvent stream. This helps to recover heat from
the lean stream. It is a plate-and-frame heat exchanger with a total heat transfer area of
308 m2. In addition, an amine cooler allows to control the lean solvent temperature at the
fed to the inlet of the absorber column, by a stream of cooling water. It has a total heat
transfer area of 78.8 m2.

The CHP stripper column with reboiler and overhead condenser system allows the
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TABLE 3.3: Direct contact cooler and absorber column of TCM DA amine
plant: materials and geometry.

Direct contact cooler
Column diameter [m] 3
Packing height [m] 3.1
Total height [m] 16
Packing material Koch Glitsch Flexipack 3X
Absorber column
Column Cross Sectional Area [m2] 3,55x2
Packingh height (12+6+6) [m] 24
Water Wash section height (3+3) [m] 6
Absorber packing type Koch Glitsch Flexipac 2X
Absorber Washer packing type Koch Glitsch Flexipac 2Y HC

process of CO2 recovering and to return the lean solvent flow towards the absorption sec-
tion of the process. It consists of a column with a total of 30 m height and a diameter of
1.3 m. The packing material consists of Koch Glitsch Flexipack 2X structure stainless steel
of 8 m height. In the upper section of the stripper column a water wash section with Koch
Glitsch Flexipac 2Y HC structured stainless-steel packing material of 1.6 m of height. A
liquid collector, re-distributor and mesh mist eliminator are located at different heights of
the stripper column. A thermosifon steam-driven reboiler is located at the bottom of the
stripper column. It has a size of 142 m2 total heat transfer area. It allows to generate the
stripping vapors and to regenerate the solvent. Lean amine accumulates in the stripper
sump. A reflux drum, condenser and pumps are utilized to dry the CO2 product com-
ing from the overhead condenser. Data on materials and geometry of stripper column,
reboiler, lean-rich heat exchanger and amine cooler are summarized in Table 3.4.

3.4.2 Selection of experimental data for dynamic process model devel-
opment and validation

Data generated during the MEA2 test campaign at the amine plant at Technology Cen-
tre Mongstad was employed for dynamic process model validation purposes. The main
steps of the methodology followed are presented in Figure 3.9 and described in this sec-
tion.

I. Study of P&IDs and engineering drawings

The first step involved the detailed study of the P&IDs and the engineering drawings
of the amine pilot plant at Technology Centre Mongstad. Piping and instrumentation di-
agrams (P&IDs) are common diagrams employed in the process industry to describe the
main piping, equipment and vessels in the process flow, together with the instrumenta-
tion and controllers. The enginering drawings define the requirements and specifications
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TABLE 3.4: CHP stripper, reboiler and heat exchangers at the amine plant at
Technology Centre Mongstad: materials and geometry.

Stripper column
Column diameter [m] 1.3
Packing height [m] 8
Water Wash section height [m] 1.6
Total height [m] 30
Stripper packing type Koch Glitsch Flexipac 2X
Stripper Washer packing type Koch Glitsch Flexipac 2Y HC
Reboiler
Total heat transfer area [m2] 142
Material SS 316L
Lean/Rich heat exchanger
Total heat transfer area [m2] 308
Material SS 316L
Lean amine cooler
Total heat transfer area [m2] 78.8
Material Titanium
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FIGURE 3.9: Methodology followed for data selection and dynamic process
model development and validation with data from MEA campaigns at the

amine plant at CO2 Technology Centre Mongstad.
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for the equipment at the pilot plant. The study of the P&IDs allowed to identify the main
components of the system and to develop a simplified process flow sheet as the one in
Figure 3.8. The actual pilot plant is more complex and contains several subsystems which
might not be operated under normal operation (for example the carbon filter or the re-
claiming unit) or that are not important from a dynamic process modeling perspective
(passive safety controllers or valves for start-up or shut-down sequences). These are not
included in the simplified flow diagram. In addition, the study of P&IDs allowed to un-
derstand the process configuration when the pilot plant is employing CHP flue gas (CHP
stripper) and to identify the size, geometry and materials of different equipment, as pre-
sented in Table 3.3 and Table 3.4.

II. Selection of instrument tags and main controllers

The amine pilot plant at TCM is designed and operated for R&D purposes. This im-
plies that the pilot plant is fully equiped with instruments for detailed evaluation and
analysis of the process. Andersson et al. reported that the pilot plant is equiped with
more than 1000 instruments (Andersson et al., 2013). This also involves the multiplicity
of instruments for same process variables. An example of that is the gas analyzers for
flue gas composition located at the inlet of the absorber column (GA1 in Figure 3.8), at
the outlet of the absorber column (depleted flue gas GA3 in Figure 3.8) and rich product
CO2 flow; refer to GA2 Figure 3.8. As described in Faramarzi et al. there are multiple in-
struments for measuring the flue gas composition at the amine plant at the ground level
instrument house (Faramarzi et al., 2017). These include non dispersive infrared units
(NDIR), Fourier transform infrared (FTIR) and gas chromatographs (GC). These can mea-
sure the flue gas compositions in a near simulatenous fashion at the three locations and
with the three methods. Measuring gas composition at different locations is a desired
feature during dynamic operations of the process. Initially all the tags were selected and
acquired, and then the instrumentation was selected based on published work from TCM
DA such as (Faramarzi et al., 2017) and (Gjernes et al., 2017) or by conversations with
TCM DA staff. In this work, at first a list of tags was suggested for data adquisition.
The list contains around 300 tags, involving process variables of the process including
(Montañés et al., 2017b):

• Gas analyzers at the inlet of the absorber, outlet of the absorber, and CO2 rich to
stack.

• Main liquid and gas flow rates.

• Main process temperatures, including absorber and stripper temperatures.

• Pressures and pressure drops at different components of the plant.

• Online solvent analysis measurements include pH, density and conductivity, at the
inlet and outlet of the absorber (lean and rich solvent).

• Liquid hold-ups distribution at different components of the plant.
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• Main active controller set-points and tuning parameters.

As described in Section 3.5.1, the main function of the regulatory control layer of a
chemical plant is to stabilize the process and provide smooth operation (Skogestad and
Postlethwaite, 2006). Basically the main objetives are to keep measured values at desired
setpoints and to avoid excessive drifting of process variables in the presence of distur-
bances. It is a bottom layer in the hierarchy, and it is normally a decentralized control
structure which can include cascaded control loops; refer to Section 3.5.1 . The regulatory
control layer normally involves the control of inventories (pressures and levels) and the
control of temperatures and specification of flows. The main controllers of the regulatory
control layer at TCM DA are shown in Figure 3.8. Following the methodology described
by Aske and Skogestad on consistent inventory control (Aske and Skogestad, 2009), the
rich solvent mass flow rate can be considered a throughput manipulator (TPM) that de-
fines the solvent flow network, since the setpoint of rich solvent flow rate is specified
manually by the operator in the control room thanks to the FT5 controller; refer to Fig-
ure 3.8. The lean solvent flow rate is then automatically manipulated by the stripper level
feedback controller. The flue gas volumetric flow rate is specified by means of the cascade
controller FT1, and a temperature cascade controller allows to control the temperature of
the flue gas fed to the absorber column TFG by means of the DCC system. In addition, the
stripper overhead pressure can be controlled with a feedback control loop that manip-
ulates the product CO2 valve opening and the condensing temperature of the overhead
condenser can be specified with the setpoint of the respective controllers. The lean amine
temperature at the inlet of the absorber column is also specified with a feedback controller
that manipulates a flow of cooling water in the lean amine cooler. In addition, stripper
bottom temperature TSTR measured at the stripper sump, can be controlled by means of
a cascaded controller in which the steam pressure is specified. The steam pressure cor-
relates quite well with the steam mass flow rate and it is normally used by operators to
manipulate the reboiler duty of the plant.

III. Selection of experimental data from test campaign

The data presented in paper II for dynamic process model validation was obtained from
tests conducted at the amine plant of TCM DA with CHP flue gas operations during the
test campaign MEA2. For steady-state dynamic process model validation, the objective is
to find suitable sets of data that represent a wide range of steady-state operating condi-
tions of the process. The steady-state data was logged with the IP21 system at TCM DA.
Data was logged and data files were generated with data points every 30 seconds from
the data acquisition system. Note that the time scales of operation that were of interests
from a dynamic perspective were in the order of min-hours, so there was no need to gen-
erate data files for shorter time steps. Steady-state data sets involved periods of around
4-8 hours of steady-state operation. The data logged were the ones mentioned in point II
of this methodology.

During MEA2, test series were conducted with parameter variations in terms of ab-
sorber packing, stripper bottom temperature and solvent flow rate, resulting in different
capture rates ranging from 84.7% to 68.1%, when the plant was operated with CHP flue
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gas and full flue gas volumetric flow rate capacity in the absorber column. These data
sets correspond to tests 1 to 5 in paper II. As presented by Gjernes et al. (Gjernes et al.,
2017), one of the objectives of MEA2 was to develop the so called u-curves (SRD vs TSTR)
and (SRD vs Llean), in which optimal conditions of the process (in terms of specific reboiler
duty), for a given flue gas volumetric capacity and for a specified capture rate target (of
85%) are researched. For that, the stripper bottom temperature is specified (changed for
creating different points) and the solvent flow rate is modified (tuned) to achieve the de-
sired target capture rate. From these tests, tests 6 to 10 in Table 3 of paper II were selected.
That would represent a variability in terms of L/G ratio in the absorber column and
stripper bottom temperature for same target CO2 capture rate (85%) and flue gas capacity
of around 47000 Sm3/hr. The reported minimum specific reboiler duty at the pilot plant
with 30% aq. MEA, CHP flue gas and 85% capture rate is 3.60 MJ/kgCO2 at 47000 Sm3/hr
flue gas volumetric flow rate capacity (Gjernes et al., 2017) and 3.62 MJ/kgCO2 with 59000
Sm3/hr flue gas flow rate capacity (Faramarzi et al., 2017). Therefore, the resulting sets of
steady-state data represented a wide range of steady-state operating conditions in terms
of: flue gas volumetric flow rate, L/G ratio in absorber column (or solvent flow rate),
packing height, stripper bottom temperature TSTR and CO2 capture rate. In addition,
detailed distribution of solvent inventory though the plant was logged at steady-state
process conditions and presented in paper II.

For dynamic process model validation, sets of transient data representing the main dy-
namics of the process are required. The open-loop step-change method is desired because
it reduces data variability and allows the study of the effect of a disturbance/input change
to the process on the rest of process variables, and also facilitates the task of dynamic pro-
cess model validation. Transient tests were obtained from the MEA2 test campaign and
presented in paper II for dynamic process model validation. The tests included changes
in flue gas volumetric flow rate: ramp-down and ramp-up, solvent flow rate ramp-down
and step-changes in steam pressure (reboiler duty).

IV. Post-processing of experimental data

A way for assessing the validity of industrial experimental data in thermodynamic and
chemical systems is the use of data reconciliation methods. In this work a detailed data
reconciliation method was not employed, however several measures were taken in order
to reduce random errors in the data. The instrumentation quality is normally considered
by: i) accuracy or bias error, which is the error associated between the measurement read-
ing and the true value; or ii) the precision error which is associated with the variability
of the instrument reading when process conditions do not change (random error). While
in practise, data reconciliation methods focus on reducing the bias error, there are ways
of reducing the random error, for example by carrying out time average of measurement
readings. In this work the steady-state data presented in paper II and expanded (includ-
ing more data) in this section was calculated based on 1 hour steady-state operating data
for each of the steady-state cases presented. This helps to reduce the random error associ-
ated with measurements reading. In addition, CO2 mass balance was checked during the
data selection process during the steady-state performance of the plant with the selected
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method presented in Gjernes et al. (Gjernes et al., 2017). Note that Gjernes et al. considers
satisfactory CO2 mass balance during steady-state operation of the process being close
to 100% during the verification test series coducted during MEA2 (Gjernes et al., 2017).
When a variable was giving non realistic values for a certain period of time, the averaged
value during the previous 10 minutes of operation was given for that period of time. In
addition, each of the process variables were plotted before calculating steady-state val-
ues. This allowed to identify failures in measurement readings due to recalibration of
the instruments or data transfer stochastic errors. For example, a temperature measure-
ment within the absober column was giving constantly zero measurement reading, it was
discarded from the averaged values in the radial plane.

The data logged was post-processed and prepared for dynamic process model valida-
tion purposes. The steady-state values of the process variables and caculated values were
obtained by a time average of the variable during 1 hour of steady-state operation (with
data points generated in data files every 30 seconds). The sets of data were presented in
paper II, consisting of ten stedy-state cases. A more complete set of steady-state data with
more process variables than the one presented in paper II is presented in Table 3.5 and Ta-
ble 3.6. Refer to Figure 3.8 to identify the location of the process variables included in the
tables. It should be noted here that these sets of steady-state data were selected from the
MEA2 campaign at TCM DA, and calculated with 1 hour of steady-state operation, which
differ from the comprehensive data sets for baseline operating conditions in Hamborg et
al. (Hamborg et al., 2014) and Faramarzi et al. (Faramarzi et al., 2017), which included
third party verifiaction protocols and larger number of operating hours.

Reboiler duty Qreb was calculated considering the steam and condensate reboiler prop-
erties of enthalpy and steam mass flow rate, as expressed in Equation 3.14. Note that it
has been reported in the literature (Bui et al., 2016) that the calculation of reboiler duty
as in Equation 3.14 does not truly represent the regeneration energy due to effects from
external factors such as fluctuating ambient temperature and heat losess through non-
insulated pipes and equipment. However, it was decided to use this calculation method
to be consistent with previous work at TCM DA (Hamborg et al., 2014)(Faramarzi et al.,
2017)(Gjernes et al., 2017). The actual regeneration duty could be calculated considering
the CO2 desorption energy, sensible heat that brings the CO2 absorbent to the reboiler
solution temperature and the required heat to evaporate the water which is equivalent to
latent heat of water condensation at the condenser (Bui et al., 2016).

Qreb =
(

h(Tsteam,psteam)-hsat(psteam)
)

Fsteam (3.14)

The composition measurements shown in Table 3.5 were measured at GA1 and GA3
with the gas cromatographs gas analyzers, which report wet values of composition; refer
to Figure 3.8. At the inlet of the absorber column yi,in for supply flue gas at GA1 and for
depleted flue gas at the outlet of the absorber column yi,dep at GA3.

The temperature profiles within the absorber column packed segments were used for
dynamic process model validation. The temperature profiles at TCM DA absorber col-
umn can be measured both in the axial and radial directions. Figure 3.10 shows the distri-
bution of temperature measurements within absorber packing segments in the absorber
column. The absorber has multiple temperature measurements in the same radial plane at
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a given axial position within the column absorber packing material. There is a total of 96
temperature measurements within packing segments in the absorber column, with four
temperature measurements distributed within the radial plane per meter of absorber col-
umn. Some of the measurements within the same radial plane are closer to the geometric
center of the absorber packing, while others are closer to the wall, which leads to different
readings in temperature measurements within a given radial plane. Note that the mod-
els employed for dynamic processs modeling of the heat and mass transfer phenomena
within the absorber column are based on the two-film theory approach with discretiza-
tion in n volumes in the axial direction. Therefore, in order to generate the temperature
profiles, averaged values of the four measurements readings at each axial position were
employed. This means that each of the data points in the Figure 3.10 are averaged over
time during steady-state conditions (1 hour of steady-state), of the averaged 4 temper-
ature measurements radially distributed within the absorber column at the given axial
position of the column. The temperature profiles along the absorber column shown in
Figure 3.10 are for Case 1 and Case 6 in Table 3.5 and Table 3.6, and were employed for
dynamic process model validation in paper II. One temperature sensor was not working
during these tests and was giving a zero value of the measurement, therefore the reading
of that value was discarded during calculation of temperature profiles.

The temperature profiles at TCM DA stripper column were also utilized for dynamic
process model validation. At the pilot plant, as for the absorber column, these can be
measured both in the axial and radial directions. Figure 3.11 shows the distribution of
temperature measurements within the stripper packing segment in the stripper column.
There is a total of 28 temperature measurements within packing segments in the absorber
column, with four temperature measurements distributed within the radial plane per me-
ter of absorber column. Some of the measurements are located closer to the center and
some others closer to the wall. This means that each of the data points in the Figure 3.11
are averaged over time during steady-state conditions, of the averaged 4 temperature
measurements radially distributed within the stripper column at the given axial position
of the column. The temperature profiles along the stripper column shown in Figure 3.10
are for Case 1 and Case 6 in Table 3.5 and Table 3.6, and were employed for dynamic
process model validation in paper II.

V. Development of dynamic process model

The dynamic process models of process equipment for the chemical absorption process
with MEA were obtained from the GasLiquidContactors library (Modelon Gas Liquid Con-
tactors Library). The dynamic process models are described in paper II. The dynamic pro-
cess model of TCM DA amine plant was developed following a step-by-step approach.
The process plant was divided in three main subsections:

• Absorber column with sump and rich pump.

• Lean rich heat exchanger and amine cooler.

• Stipper column with overhead condenser, reboiler and lean amine pump.
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FIGURE 3.10: Temperature sensors distribution within absorber packing seg-
ments at the absorber column at CO2 Technology Centre Monstad amine pilot
plant. There are four temperature sensors (elements) per meter of absorber
column packed segments. This results in 12 elements in the 12 m bottom
packing with temperatures from Tap1 to Tap12; 6 temperature elements in the 6
m middle packing segment with temperatures from Tap13 to Tap18; and 6 tem-
perature elements in the 6 m top packing segment with temperatures from

Tap19 to Tap24.

The models of the different subsections were developed separately by initializing, pa-
rameterizing, calibrating and testing each of the submodels. In addition, proper bound-
ary conditions were specified for each of the submodels. Data parameterization involved
the selection of flow media, materials and geometries of different equipment. In addition,
initial values were given considering the reference data for process model calibration. In
this case, the steady-state operating conditions from case 1 in paper II were utilized as
reference data for model development and calibration, and for specifying the boundary
conditions of the submodels. This process conditions were selected because they repre-
sent close to design conditions (full volumetric flow rate capacity of the absorber column
with target CO2 capture rate of 85%), and it also corresponds with the baseline case pre-
sented by Faramarzi et al. (Faramarzi et al., 2017).

For the absorber column subsection, the main tuner for model calibration was a pre-
multipying factor for enhancement factor; refer to paper II. The model was tested by
carrying out simulations and comparing the outputs from the simulation of the dynamic
process model under final and stable steady-state operating conditions and the reference
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FIGURE 3.11: Temperature sensors distribution within stripper packing segt-
ments in the CHP stripper column at CO2 Technology Centre Monstad amine
pilot plant. There are four temperature sensors (elements) per meter of strip-
per column packed segment. This results in 7 elements in the 8 m packing

with temperatures from Tsc1 to Tsc7.

data. The process variables checked included CO2 absorption rate, rich loading, absorber
temperature profile and pressure drop. By modifying Cef the model was fine tuned to get
a good compromise between model outputs and reference data.

The lean-rich heat exchanger was modeled with the ε-number of transfer units ap-
proach; refer to literature on heat exchanger modeling for detailed formulation (Shah and
Sekulić, 2003). It was necessary to fine tune the overall heat transfer coefficient by a pre-
multypiying factor in order to match the four terminal temperatures in the lean-rich heat
exchanger. So again, an iterative process on model tuning was employed. It was found
during dynamic process model validation with transient plant data that it was required to
add pure transport property delay models within piping to properly predict dead times
within the recycle loops. These models were included with lumped volume for heat ex-
changer piping and piping of lean and rich solvent with data from TCM amine plant. The
resulting dead time is equivalent to the residence time within the pipes.

The stripper column with reboiler and overhead condenser subsection was also tested
separatedly. The main tuner for model calibration was a pre-multipying factor for en-
hancement factor. The model was tested by carrying out simulations and comparing
the outputs from the simulation of the dynamic process model under final and stable
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stady-state operating conditions and the reference data. The process variables checked
included CO2 desorption rate, lean loading, stripper temperature profile, stripper bottom
temperature and pressure drop. By modifying Cef the model was fine tuned to get a good
compromise between model outputs and reference data.

The step-by-step approach allows to isolate different parts of the system model and re-
duces the propagation of deviations in prediction from some process submodels to other
process submodels. The subcomponents of the system are then joint to develop the fi-
nal dynamic process model of the amine plant at TCM, also implementing the equivalent
regulatory control layer of the process and closing and tuning control loops for stabiliza-
tion of liquid levels and process variables. In addition, it is of importance for dynamic
process simulation results to properly parameterize and implement the solvent inventory
(hold-up) distribution within the process.

VI. Validation: Steady-state and dynamic operating conditions

The methodology presented in Section 3.3 was employed. Simulations of the dynamic
process model were conducted in Dymola software. Simulated results in Dymola (Dy-
mola systems engineering) were then exported to Microsoft Excel environment and plotted
against the experimental data. Note that in paper VIII another tool was employed. The
dynamic process model of TCM DA amine plant was exported as a Functional Mockup
Unit (FMU) via the Functional Mockup Interface (FMI) technology export capabilities of
Dymola. Then the FMU was imported and simulated in a Microsoft Excel Add In. That
allowed to carry out batch simulations (for the different steady-state cases) and automa-
tize a spreadsheet or dynamic process model validation.

The calibrated model against the Case 1 steady-state operating conditions in Table 3.5
and Table 3.6 was then simulated for the different process conditions in cases 1 to 10. In
paper II the deviations between the process experimental data and the predictions by the
dynamic process model were calculated for steady-state operating conditions, by means
of absolute percentage errors and mean absolute percentage errors. The main process
variables considered were rich loading Lrich, lean loading Llean, CO2 product flow Fprod,
specific reboiler duty SRD and stripper bottom temperature TSTR. Details on the results
can be found in paper II.

In addition, dynamic process model validation of the model with transient plant data
was conducted. In the work, input trajectories were employed for dynamic process model
validation purposes. The input trajectories measured at the pilot plant in terms of i) flue
gas volumetric flow rate Fgas, ii) solvent mass flow rate Frich and iii) reboiler duty Qreb,
were utilized as time series inputs/disturbances to the dynamic process model. The tran-
sient response of the dynamic process model was ploted together with the measured tran-
sient responses of the pilot plant during the transient tests. Refer to paper II for details
on the results. The dynamic process model was employed for carry out two test studies
at this plant scale: open-loop step responses and performance of decentralized control
structures; refer to paper II. In addition, the dynamic process model was employed for
preparing the test matrixes and the dynamic tests during MEA3 testing presented in pa-
per III.
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3.4.3 Transient testing at Technology Centre Mongstad

During MEA3 testing at Technology Centre Mongstad two sets of 48 hours of testing were
employed for dynamic testing. The tests were conducted during the week of 17 to 23 July
2017. One set of tests was dedicated to open-loop testing while others to the evaluation of
performance of decentralized control structures. The results from the tests are presented
in paper III. The tests were prepared by simulating the process conditions by means of
the validated dynamic process model; refer to Section 3.4.2. The initial steady-state con-
ditions for the tests were selected to have the process being operated at full load (flue
gas volumetric flow of 60000 Sm3/hr) with close to optimal operating conditions with a
CO2 capture rate of 85%, which would correspond with the baseline process conditions
presented by Faramarzi et al. (Faramarzi et al., 2017).

The advantages of carrying out simulations to prepare tests are multiple. It allows to
plan properly the desired process conditions and do an estimation of required times for
each test. In addition, it helps to illustrate and explain the purpose of the tests to the plant
operating staff and process engineers working at the plant, before the tests are conducted.
It can also assist on doing a preliminary analysis of the process performane to select the
most interesting tests to be conducted at the plant. In addition, it can help to provide a
starting point for tuning of controllers if there is not time to do controller tuning at the
process plant.

There were several challenges associated with planning the tests at the amine pilot
plant. First of all, the desired process conditions can be different than the ones achievable
at the process plant during the process planning. It happened that during a significant
amount of time of the testing week from 17 to 23 July 2017 the fuel utilized at the gas
turbines of the upstream CHP power plant at Mongstad contained refinery gas, which
lead to higher CO2 concentration than expeced (ca. 4.1 vol% CO2 instead of ca. 3.6 vol%
CO2). That lead to different resulting process conditions at the beginning of the tests. In
addition, each set of 48 hours of testing was conducted during two days in a row. Dur-
ing a 24-hour period, engineers are available 8 hours at the facility. This means that only
during those 8 hours significant disturbances could be applied to the plant, while smaller
disturbances could be applied during the rest of the hours. In addition, shift between
operators were happening during different part of the tests. Other challenges related to
process operating conditions are related to the difficulty to predict the total solvent in-
ventory of the process, and that is of importance for transient performance of the process,
specially when doing tuning of controllers based on dynamic process simulation.

Therefore the methodology followed the steps of i) defining the objectives of the tran-
sient tests; ii) developing the test matrix with support of the dynamic process model;
iii) proposal of test matrix for open-loop testing and decentralized control structures; iv)
attending at the pilot plant during tests; v) post-processing of experimental results and
analysis.

Planning of open-loop tests with dynamic process simulation

The purpose of the dynamic tests was to investigate the transient performance of the
amine PCC pilot plant by implementing open-loop set-point changes. The idea with
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open-loop transient testing is to change one input/disturbance to the process at a time, in
order to observe the transient response of important process variables to the disturbances
applied. This approach helps to minimize the impact of control on the transient response
of the process, so that the main process dynamics can be studied and explained. It also
reduces data variability; refer to Section 3.5.2. The main input selected for this analyis
was the rich solvent flow rate change and the flue gas volumetric flow rate. It was done
for different flue gas capacities (100% and 78% Fgas) and different L/G ratios of the plant.

Figure 3.12 shows the results of the open-loop tests applied to the dynamic process
model of the amine plant. The vertical line shown at time 1 hour shows the begin-
ning of the tests. Flue gas flow rate and solvent flow rate are considered the main in-
put/disturbances; refer to Figure 3.12a. Six tests were conducted, and results of the tests
applied to the amine plant are presented in paper III. In addition, Figure 3.12b shows
the simulation results for CO2 absorbed and CO2 desorbed and Figure 3.12c shows the
transient results for CO2 lean loading and CO2 rich loading.

During the open-loop at the pilot plant it became clear that the regulatory control layer
of the amine pilot plant at TCM was tuned conservatively with slow responses. The main
purposes of previous testing during MEA1 and MEA2 was on steady-state performance
of the process, for example to find u-curves or stablishing baselines for plant operation
with aqueous monoethanolamine (Gjernes et al., 2017). This could be observed for the
very slow closed-loop response of the flow cascade controllers for flue gas volumetric
flow rate (FT1 in Figure 3.8) and rich solvent flow rate FT5 in Figure 3.8. Even if the
set-point of FT1 and FT5 was changed in a step manner, the resulting measured changes
in flow rate was slower and with oscillations over the final set-point. This is due to the
tuning parameters of the PI controllers implemented in the regulatory control layer for
the cascade flow controllers. There was no time to fine tune these controllers before con-
ducting the transient tests presented in this work.

Planning of decentralized control structure tests with dynamic process model simu-
lation

The purpose of this study was to analyze the performance of decentralized control struc-
tures of the TCM DA amine plant, during load changes of the power plant. This was
performed at TCM by changing the flue gas volumetric flow rate with the blower (up-
stream DCC), at a given rate of change. The rate of change (ramp rate) was defined in
order to represent realistic operation of the power plant. It consisted of 10%/min load
reduction (refer to paper III for details on ramp rate and magnitude of the load change).
The plant was initially operated at steady-state under baseline conditions of MEA-2. Flue
gas volumetric flow rate was ramped down and up.

Two decentralized control structures were tested. Control structure A was tested dur-
ing the initial 24 hours of testing for flue gas volumetric flow ramp down and ramp up,
while control structure B was tested from test hour 24 to test hour 48 for flue gas volumet-
ric flow ramp down and up. The tests were simulated with a validated dynamic process
model.

The key manipulated variables (MVs) were (i) mass flow rate of rich solvent and (ii)
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a) Flue gas flow rate and solvent flow rate during open-loop testing planning simulations. 

 
b) CO2 absorbed and CO2 desorbed during open-loop testing planning simulations. 

 
c) Lean and rich CO2 loadings during open-loop testing planning simulations. 
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FIGURE 3.12: Dynamic process simulations for open-loop testing planning at
the amine plant at CO2 Technology Centre Mongstad.
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steam to reboiler. The controlled variables (CVs) were (i) CO2 capture rate; (ii) stripper
bottom temperature; and (iii) liquid-to-gas ratio in the absorber column.

• Control structure A: implemented from 0 h to 24 h of testing. The main pairings
consist of: i) mass flow rate of rich solvent (MV) to control L/G ratio in absorber col-
umn. Note: This is implemented by ramping down (and up) solvent mass flow rate
to a new set-point, that will keep the L/G ratio constant at steady-state conditions.
Solvent flow rate is ramped down and up simultaneously as the flue gas flow rate
is ramped down and up. ii) steam mass flow rate (MV) to control stripper bottom
temperature.

• Control structure B: implemented from hour 24 to hour 48 of testing. The main
pairings consist of: i) mass flow rate of rich solvent (MV) to control CO2 capture
rate (refer to Eq. 3.15). Note: This control loop had to be added in the plant control
system. ii) steam mass flow rate (MV) to control stripper bottom temperature.

For these tests to be conducted, it was needed to include one additional control loop in
control structure B (capture rate controller), to the typical control structure utilized at the
amine plant. The controller for stripper bottom temperature is not normally activated,
and the steam flow rate is manually changed by the operators by changing the steam
pressure set-point. Since there was limited time for preliminary tests to tune the capture
rate controller, it was decided to utilize the validated dynamic process model to provide
preliminary values for feedback controller tuning. Capture rate was defined with Method
1 in Faramarzi et al. (Faramarzi et al., 2017). The capture rate was calculated for the
controller as the ratio between product CO2 flow rate and the CO2 supply flow rate, as in
Eq. 3.15:

Capa =
CO2product
CO2supply

(3.15)

The idea was to use the set-point of the rich pump mass flow rate (which is already on
cascade control with FT1 in Figure 3.8) as a manipulated variable to control the calculated
Capa. This means that there was a series cascade controller:

• Slave: pump speed to control rich solvent flow rate.

• Master: set-point of rich solvent flow rate of FT1 controller to control Capa.

The controller was tuned using the SIMC tuning rules (Skogestad and Postlethwaite,
2006) and simulations with the validated dynamic process model. An open-loop step
change of 10% in solvent flow rate was done applied to the dynamic process model, and
based on the open-loop response in the control variable Capa, the tuning parameters were
calculated considering the following formulas 3.16, 3.17 and 3.18, where θ is the dead
time, y is the response of Capa, u is the input (Frich rich solvent flow rate), τ1 is the time
from which the process variable y starts to respond until it reaches yo+∆y * (1-1/e). The
subscript f stands for final while the subscript o stands for initial. The controller tuning
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TABLE 3.7: Calculated tuning parameters for controller Capa. Resulting con-
troller values for tight, middle, smooth and conservative values of tuning

parameter τc

Tuning parameters Tight Middle Smooth Conservative
τc (min) 5 10 15 25
Kc [%/%] 0.4 0.2 0.14 0.08
τI (min) 8 8 8 8

parameters are Kc and τI. Note that τc denotes the desired closed-loop time constant,
which has to be decided.

K =
∆y
∆u

=
yf − yo

uf − uo
(3.16)

Kc =
1
K
· τ1

θ + τc
(3.17)

τI = min
{

τ1, 4 · (τc + θ)
}

(3.18)

From open-loop testing responses to set-point change in solvent flow rate at the amine
pilot plant, it was observed a time constant of 3-5 min in the actual response of solvent
flow change to the set-point change. This is the slave controller in this cascade (inner).
Normally, it is desired to have a good time scale separation in terms of closed-loop time
constant between slave and master (this is basically τc in the outer controller that is being
used as a tuning parameter). A rule of thumb is a larger value by a factor of at least five
(Skogestad and Postlethwaite, 2006). Therefore, it was decided to start with a value of
τc of 15-25 min. The Table 3.7 shows the resulting values for proportional and integral
tuning values Kc [%/%] and τI min.

Figure 3.13 and Figure 3.14 show the responses of controlled vaiables and manipulated
variables to disturbances in flue gas flow rate for the following scenario: at time t = 0, flue
gas flow rate is ramped down from 100 % volumetric flow capacity (60000 Sm3/hr) to
80% (47000 Sm3/hr), in 2 minutes. At time t = 480 min, the flue gas fow rate is ramped up
to 100 % capacity in 2 minutes. The responses are shown for the controllers in Table 3.7
with tight, middle and smooth controller tuning. This shows the effects of the controller
tuning on the respones of the process to the described disturbances.

3.5 Selection and evaluation of control structures and tran-
sient performance

3.5.1 Control structures for the PCC process

Decentralized control structures of the chemical absorption process were selected from
previous studies in the literature to test them at the pilot plant at Technology Centre
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a) Capture rate for ramp down load change. b) Capture rate for ramp up load change. 

  
c) Rich solvent flow rate for ramp down load change. d) Rich solvent flow rate for ramp up load change. 
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FIGURE 3.13: Response of controlled variables Cap and input rich solvent
flow rate Frich, for disturbance in flue gas volumetric flow rate. Different
curves are obtained from different tuning parameters of the capture rate con-

troller as presented in Table 3.7.
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a) Stripper bottom temperature for ramp down load 

change. 

b) Stripper bottom temperature for ramp up load 

change. 

  
c) Reboiler duty [MW] for ramp down load change. d) Reboiler duty [W] for ramp up load change. 
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Mongstad, via a case study with dynamic process model simulations in paper II and
via experimental transient testing in paper III. In addition, the performance of the control
structures was evaluated with the scaled-up process integrated with the NGCC power
plant in paper V. The control structures to study were selected based on previous works
available in the literature. In paper V the control structure of the combined cyce power
plant was explained.

The control system of a process plant is normally designed in a hierarchical manner
(Kehlhofer et al., 2009)(Skogestad and Postlethwaite, 2006). As described in paper V, the
control layer of a chemical and a power plant can be divided in two main layers, the
supervisory control layer and the regulatory control layer:

• Supervisory control layer: It takes care of control variables which are of imporance
from an overall point of view in the longer time scale. It is a slower upper layer
that acts on the set-points of the regulatory control layer or remaining degrees of
freedom. This layer is in charge of supervising load changes.

• Regulatory control layer: It takes care of stabilizing drifting variables under fast
disturbances and keeps these variables close to their set-points in the fast timescale.
Stabilization means that the process does not drift away from acceptable operat-
ing conditions under disturbances. In practice, it implies controlling temperatures,
pressures, and levels. In addition, it is of importance to have a consistent inventory
control layer (Aske and Skogestad, 2009).

Rules for consistent inventory control (Aske and Skogestad, 2009) were applied when
designing the regulatory control layer of the chemical absorption process in paper V. In
paper II an equivalent control layer was implemented in the dynamic process model of
the amine pilot plant at TCM. The location of the throughput manipulator (TPM) of the
plant needs to be seleted. In the amine plant at TCM it is the rich solvent mass flow rate
set-point that defines the solvent flow network, while the lean solvent mass flow rate is on
level control of the stripper sump. The common way of operation of the chemical process
at the amine pilot plant is to change the set-point of rich solvent mass flow rate during
parametric testing. The location of the TPM in the rich solvent flow rate follows from that
the absorber sump at TCM also has the function of surge tank. However, in the PCC unit
of the NGCC power plant in paper V the TPMs were located as the lean solvent flow rate
at the inlet of the absorber column, since the surge tank was located in between the lean
amine cooler and the lean rich heat exchanger in the recycle loop. The main pairings of
the regulatory control layer of the amine pilot plant at TCM are shown in Figure 3.8. For
the PCC unit of the NGCC power plant these are shown in Figure 5 of paper V.

The supervisory control layer for the absorption-desorption process has two main de-
grees of freedom: the solvent mass flow rate and reboiler duty. The degrees of freedom are
employed to control different process variables, depending on the operational strategy of
the plant. Based on a literature study, the following control structures were selected for
evaluation. Panahi and Skogestad (Panahi and Skogestad, 2011)(Panahi and Skogestad,
2012) carried out a plantwide control design procedure based on self-optimizing control
theory (Skogestad and Postlethwaite, 2006) for the CO2 capture process with chemical
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absorption. The study concluded that the main self-optimizing control variables of the
process for economic performance under off-design operating conditions were keeping
the capture rate constant Cap and a temperature within the stripper column. In this work
Cap and stripper bottom temperature Tstr were selected as controlled variables. In ad-
dition, control structures in which keeping capture rate constant was not an operational
objective were studied. These include keeping constant L/G ratio via feedforward con-
trol or ratio control, and keeping the solvent flow rate constant at off-design conditions.
By combinations of the degrees of freedom or manipulated variables (MV) and the con-
trolled variables (CV) the following control structures were studied. The nomenclature
employed here corresponds with the nomenclature in paper V. In Table 3.8 an explana-
tion of how the control structures were implemented in papers II, III and V is presented.
All control structures were tested in paper V, while a selection of control structures were
tested in papers II and paper III. The feedback control loops were tuned by means of the
SIMC tuning rules (Skogestad and Postlethwaite, 2006).

• Control structure A uses solvent flow rate Fsolv to control capture ratio at the top
of the absorber Cap defined by the ratio between absorption rate in the absorber
column and the CO2 supply to the column. In addition, reboiler duty (or steam
mass flow rate) is employed to control the stripper bottom temperature. This control
structure was employed in previous dynamic simulation studies including (Panahi
and Skogestad, 2012)(Nittaya et al., 2014), showing a fast response and capability to
reject disturbances.

• Control structure B uses Fsolv to control the solvent temperature at the stripper bot-
tom Tstr, and reboiler duty to control capture ratio at the absorber. Note that changes
in reboiler duty result in a large change in solvent lean CO2 loading (large relative
change RC). A similar version was suggested by Panahi and Skogestad (Panahi and
Skogestad, 2012), where it was found that this control structure showed similar dy-
namic behavior, in response to disturbances in flue gas flow rate, compared with a
model predictive control scheme (MPC).

• Control structure C keeps solvent flow rate constant at off-design operating condi-
tions of the plant. The changes in solvent flow rate result in large disturbances to
the plant due to circulation times and total stabilization times of the main process
variables of the chemical absorption process. It was decided to keep it constant for
this control structure. In addition, steam flow rate is employed to control stripper
bottom temperature Tstr via feedback control.

• Control structure D utilizes solvent flow rate Fsolv to control the mass based L/G ratio
in the absorber column at the same value as that in the close-to-design-point oper-
ating conditions. This control loop is implemented via ratio control. In addition,
reboiler duty is manipulated to control Tstr. The control structure leads to different
final steady-state operating conditions when ramping down the plant load than the
other alternatives.

• Control structure E utilizes solvent flow rate Fsolv to control the mass based L/G
ratio in the absorber column at the same value as that in the close-to-design-point
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TABLE 3.8: Pairings for control strucres A to F employed in papers II, III and
V. The nomenclature employed can be mixed in the different papers. How
those correspond to the nomenclature in this section is explained in this table.

Control structure Pairings MV-CV Paper II Paper III Paper V
A Fsolv-Cap and Qreb-Tstr A B A
B Fsolv-Tstr and Qreb-Cap B - B
C Constant Fsolv and Qreb-Tstr - - C
D Fsolv-L/G and Qreb-Tstr C A D
E Fsolv-L/G and Fsteam-Fsteam/Fsolv - - E

operating conditions. This is implemented via ratio control. In addition, the steam
flow rate is ramped down keeping the ratio between steam flow rate Fsteam and
solvent flow rate Fsolv constant as suggested by (Ceccarelli et al., 2014).

3.5.2 Evaluation of transient performance

A common approach to evaluate the transient performance of a dynamic system is by im-
plementing open-loop step changes in main inputs/disturbances to the process. During
open-loop testing, step changes are applied in set-points of some inputs or disturbances
to the plant or dynamic process model, and the transient response of the process variables
of the system are monitored or outputs from simulations are calculated. This approach
helps to characterize and analyze the transient response of the process and contributes
to generate suitable data sets that can be utilized for dynamic process model validation
when applied to pilot or actual plants. The open-loop tests are desired since they mini-
mize data variability and also allow to identify the effects that one input or disturbance
to the plant have on important process variables of the process. In addition, the influence
of the control loops of the advanced control layer of the chemical plant on the result-
ing transient performance is reduced. In this work, key transient open-loop performance
characteristics were obtained by calculating dead times θ, settling times ts, rise times tr
and total stabilization times tsta:

• Dead time θ describes how long it takes before a process variable begins to respond
to a change in the process input. With begins to respond it is meant that the trajec-
tory of the process variable moves out of the band defined by the initial steady-state
value of the process variable y0, and a ± 1% change in the process variable ∆y, i.e.:
-0.01 ∆y + y0< y0< 0.01 ∆y + y0, for the first time.

• The 10% settling time ts is the time it takes from the instant in which the process
variable begins to respond to the input change, until it remains within an error band
described by the final steady-state value of the process variable y∞, and 10% of the
change in the process variable ∆y, i.e.: -0.1∆y + y∞< y∞< 0.1 ∆y + y∞. The resulting
total stabilization time tsta is the sum of the dead time and the settling time.
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• 100% rise time is the time that takes from the instant at which the process variable
begins to repond until it reaches y∞ for the first time.

• The relative change RC in the process variable is calculated as in Eq. 3.19, where y0
is the initial steady-state value of the process variable.

RC = 100
y∞ − y0

y0
(3.19)

In this work the open-loop approach to transient testing was employed for generating
data-sets for dynamic process model validation such as in paper II and III, and for the
evaluation of the transient performance of dynamic process model of the amine plant at
TCM in paper II, for transient testing at the amine plant at Technology Centre Mongstad
(TCM) and for the evaluation of the transient performance of the dynamic process model
of the scaled-up process with 2 absorbers and 1 desorber configuration; refer to paper IV.
Settling times tt and rise times tr were also calculated for the response in process variables
to load changes in the integrated power plant with PCC unit in paper V.

The main inputs or disturbances to the chemical absorption process applied in this
work were on:

• Flue gas flow rate Fgas at absorber inlet.

• Solvent mass flow rate at absorber inlet Fsolv.

• Reboiler duty Qreb.

The responses of the main process variables of interest in this analysis were:

• Solvent lean CO2 loading at absorbers inlet Llean.

• Solvent rich CO2 loading at absorbers outlet Lrich.

• CO2 capture rate at absorber stack Cap.

• CO2 product mass flow rate FProd, at the outlet of the overhead condenser of the
desorber. This is the CO2 rich product flow of the PCC unit sent to conditioning,
compression and transport.

• Temperature at stripper column bottom Tstr.

3.5.3 Evaluation of control structures

The control structures presented in Section 3.5.1 were evaluated via dynamic process sim-
ulation in papers II and V and via transient testing at the amine plant at Technology Cen-
tre Mongstad in paper III.

The evaluation in paper II was for fast load changes of the upstream power plant,
considering ramp rates of 10%/min in flue gas flow rate to the absorber column. The
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scenarios tested consist of a plant ramp-down resulting in flue gas flow rate reduction
of 100% to 70% and then a ramp-up case from 70% to 100%. The output trajectories of
main process variables for the different control structures were plotted and compared.
In addition, transient performance indicators were calculated for the different control
structures, including accumulated reboiler energy input, accumulated CO2 emitted and
accumulated CO2 captured; refer to paper II section 5.2 for definitions. In addition, total
stabilization times for CO2 absorbed, CO2 desorbed and solvent lean CO2 loading.

During the transient testing at Technology Centre Mongstad two control structures
were implemented in the pilot plant, and tested for fast load changes, driven by volu-
metric flue gas flow rate change. Control structure D in Table 3.8 was tested during the
initial 24 hours of testing for flue gas volumetric flow ramp down and ramp up (100%-
to-80%-to-100% and 100%-to-60%-to-100%), while control structure A was tested for flue
gas volumetric flow ramp-down and up (100%-to-80%-to-100%). Details on the tests con-
ducted were explained in Table 6 and Table 7 of paper III. The total stabilization times
of the CO2 absorbed and CO2 desorbed were compared for the different transient tests
and control structures. The performance of the decentralized control structures were dis-
cussed based on the output trajectories of main performance process variables.

In paper V the control structures A to E in Table 3.8 were evaluated when the process
is scaled-up and integrated with the NGCC power plant. The control structures were
evaluated and controlled for gas turbine load changes with 5%/min GT load change, from
100% GT load to 75% GT load ramp-down and from 75% GT laod to 100% GT load ramp-
up. The evaluation considered comparison of the output trajectories of the main process
variables of the system. In addition, the rise times and settling times were calculated for:
steam turbine power output, CO2 capture rate, steam extraction to reboiler and produced
CO2 mass flow rate. In addition, the transient performance of the combined cycle power
plant with the PCC unit was demonstrated and described with control structure A (see
Table 3.8) implemented in the PCC unit. The evaluation investigated interaction between
the PCC unit and the power plant performance during load changes, and evaluated the
effects of various GT load change ramp rates on the performance of the integrated system.
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Chapter 4

Results and discussions

This chapter summarizes the main results and contributions from this Ph.D. thesis. The
results presented in this chapter have been presented in papers I to V; refer to Section 1.5.1
and Appendix A. The reader is encouraged to read the papers to obtain further discus-
sions and results. The results presented in this section do not follow chronological order
of publication, they are presented following the research line within this Ph.D. Thesis.

4.1 Identifying operational requirements for flexible power
plant with CCS in future energy systems

The objective of the research included in paper I was to identify operational require-
ments of flexible thermal power plants with CCS in different regions of Europe. The
main idea was to focus on technical requirements and include a discussion on alternative
power markets beyond the day-ahead power market to increase profit margins for ther-
mal power plant owners. The results from a day-ahead market simulator illustrate the
effects of wind power production on the hourly dispatch of thermal power plant units in
future day-ahead power markets.

Figure 4.1 shows wind production and day-ahead market dispatch of three thermal
power plants for three consecutive weeks during January 2030; a 308 MWel lignite fired
power plant, a 127 MWel coal fired power plant and a 170 MWel gas fueled power plant. It
can be observed that there is correlation between hours with high wind power production
and part load operation or shut-down of the thermal power generation plant. The zero
marginal costs of variable renewable energies (VRE) places thermal power generation
out of production with several hours when the thermal power plants are not producing
electricity. These thermal power plants operate in cycling mode i.e., under part load op-
eration and even shutting down and starting-up several times during the time span of
three weeks. The transient events for load change are frequent.

In addition to day-ahead power markets, in which the majority of the energy volume
is traded today, trading in intraday power markets could be an interesting opportunity
for slower resources such as flexible CCS power plants to improve their profits. However,
there were no technical requirements found for bidding in these markets.

In order to guarantee the balance between production and generation close to real
time, the transmission system operators (TSOs) must procure and operate the so called
ancillary services. Future thermal power plants with CCS should be designed for large
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FIGURE 4.1: Total wind power production (top) and day-ahead market-
based hourly dispatch of three dispatchable thermal power plants (bottom)
in Northern and Continental Europe by 2030. The time span is three weeks
during winter. Results from EMPS market simulation. Results presented in

Figure 1 of paper I.

scale over 200 MWel, in order to make use of economies of scale. Therefore, they should
be qualified as large producers in technical codes and guidelines such as ENTSO-E codes
(ENTSOE, 2012). The second-to-second balance between the generation and demand in a
power system is managed by controlling the system frequency (primary, secondary and
tertiary frequency response). A literature review was conducted to summarize techni-
cal requirements for generators to provide services in Spain, Germany, Great Britain and
Denmark. These are presented in Table 1 of paper I. The technical requirements could be
used to define market-based scenarios for dynamic process model simulations or tran-
sient testing studies, regarding ancillary services provision. In this thesis, the transient
events of focus were the transient performance of the chemical absorption process and
the response of the system to load changes when integrated with a power plant.

4.2 Dynamic process model validation

In order to assess the transient performance of the combined cycle power plant with post-
combustion CO2 capture, dynamic process models were developed and validated. The
dynamic process model of the chemical absorption process was validated with steady-
state and transient plant data from Technology Centre Mongstad in paper II. From the
literature review it was concluded that dynamic process model validation of the chemical
absorption process from flue gas of natural gas fired power plant is challenging due to:
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• The scarcity of transient or dynamic pilot plant data.

• Most available data is found from small-scale pilot plants. That has implications
on the reliability of simulation results when applying dynamic process models to
scaled-up applications.

• Most of the previous validation work was done for flue gas with a typical CO2
content from coal-based power plants.

A suitable set of steady-state cases and transient tests was selected from operations
at CO2 Technology Centre Mongstad, as presented in Section 3.4. The pilot plant was
operated with around 30 wt% MEA for all cases, and the steady-state data cases represent
a wide range of steady-state operating conditions, for flue gas with a CO2 content of
around 3.7 vol%. The data sets were found suitable for dynamic process model validation
purposes, and were presented in Table 3 of paper II (see extended data sets in Table 3.5
and Table 3.6 in Section 3.4.2 of this thesis).

The steady-state validation results from simulations of the dynamic process model for
the selected pilot plant data cases were presented in Table 4 of paper II, together with the
absolute percentage errors and mean absolute percentage errors. The process variables
selected for model validation were the ones considered of interest for the operation of the
plant, which include lean (Llean) and rich (Lrich) CO2 loading, product CO2 flow rate Fprod,
specific reboiler duty (SRD) and stripper bottom temperature (Tstr). Figure 4.2 shows the
parity plots of dynamic process model validation results with steady-state data of CO2
lean loading at absorber inlet and CO2 product flow rate Fprod. In addition, Figure 4.3
shows dynamic process model validation results of temperature profiles of absorber col-
umn and stripper column for two steady-state operation cases.

The results showed that despite the deviations found in the absolubte values predicted
by the dynamic process model with respect to the reference pilot plant data, the dynamic
process model can predict the variability of the main process variables for a wide range
of steady-state operating conditions. The results in Figure 4.3 showed that the process
model can properly predict the variation of temperature profiles for various steady-state
operating conditions. However, care must be taken when appliying the dynamic process
models to scaled-up applications since model calibration for data fitting is required.

The dynamic process model was validated with transient data from the pilot plant
with the three transient tests. The transient tests consisted of set-point changes in main
process inputs to the plant consisting of flue gas flow rate, solvent flow rate and reboiler
duty: i) Flue gas flow rate ramp-down; b) Flue gas flow rate ramp-up and step changes
in reboiler duty; and iii) Solvent flow rate ramp-down.

Figure 4.4 shows the transient response of the pilot plant and the dynamic process
model to the inputs or disturbances of test i) of flue gas flow rate ramp-down. The tra-
jectories shown are CO2 desorbed and CO2 absorbed. The difference observed between
the output trajectories of CO2 absorbed and CO2 desorbed is characteristic of the coupled
operation of the absorber and desorber column due to dynamic interacions via the recycle
loop. The results from the three transient tests included show that the dynamic process
model can properly predict the output trajectories of main process variables for different
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inputs/disturbances applied to the plant. The dynamic process model can predict the
dead times of the output trajectories and provide similar stabilization times as found in
the pilot plant reference data, despite of the deviations in steady-state values between
model and pilot plant data.

The dynamic process model of the combined cycle power plant was validated with
reference steady-state design and off-design simulation data from GT PRO (refer to Sec-
tion 3.3 for the methodology). The validation results of the steam cycle simulations were
presented in paper V, which include absolute percentage errors and mean absolute per-
centage errors for steam turbine gross power, high-pressure admission pressure and re-
heat admission pressure in the steam cycle. These results were obtained for seven steady-
state operating conditions driven by different GT loads from 100% to 70% at ISO ambient
conditions. The mean absolute percentage errors found are bellow 1.1% for all process
variables. These validation results showed the suitable implementation of the regula-
tory control layer in the dynamic process model of the steam cycle when operated under
sliding pressure mode, and that the dynamic process model can properly predict the vari-
ability of the process conditions of the steam cycle at different GT loads. In addition, the
gas side HRSG’s temperature profile under design conditions was validated, with a mean
absolute percentage error of 0.16%. This showed the capability of the dynamic process
model to predict the heat transfer distribution within the different sections of the HRSG.

The settling time of the response of steam turbine gross power for load change driven
by GT load change at 5% per minute showed reasonable behavior. It resulted in similar
values as the ones obtained from GT PRO simulations. Similar results were found in liter-
ature for settiling times (6-9 min) based on dynamic process model simulation of a 3PRH
combined cycle in (Benato, Stoppato, and Mirandola, 2015). These results show that the
dynamic process model of the thermal power plant can properly predict the process dy-
namics with high fidelity for the purpose of application in this work. In addition, parallel
work within this thesis was conducted and presented in paper XI, in which a dynamic
process model of a steam cycle with OTSG technology was successfully validated with
reference transient data for load changes.

4.3 Transient response of the chemical absorption process

The methodology presented in Section 3.5.2 was followed to assess the transient per-
formance of the chemical absorption process at pilot plant scale (80 tons CO2/day) and
commercial scale (4770 tons CO2/day); refer to papers II and IV respectively. Note that
the results in paper II and paper IV are based on dynamic process model simulations.
In paper III, experimental results on open-loop transient testing at the amine plant at
Technology Centre Mongstad were presented. Despite of the validity of dynamic process
model simulation results, it is of importance to carry out experimental transient testing
and developing the learning curve of process operation by pilot plant testing at large-
scale experimental facilities.

Open-loop transient response assessed with dynamic process model simulations
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Dynamic process models of the chemical absorption process with MEA were employed
for dynamic process simulation of the open-loop response of the system to disturbances
in flue gas flow rate, solvent flow rate and reboiler duty. The analysis was conducted
with the dynamic process model of the amine plant at TCM in paper II. In addition, a
similar analysis was conducted for the dynamic process model of the scaled-up PCC unit
of the NGCC power plant, in paper IV. The open-loop transient response of the process
was studied for three steady-state operating conditions of the PCC unit. Generally, a com-
bined cycle power plant is brought to part-load operating conditions by reducing the GT
load and consequently the steam turbine’s power output is reduced, due to automation
of the steam cycle and the reduced amount of steam being generated in the HRSG. A sig-
nificant GT load reduction results in reduced GT exhaust mass flow rate sent to the HRSG
of the combined cycle and to the absorbers of the PCC unit. The exhaust mass flow rate
of the GT at different loads depends on the GT technology employed. For the pilot plant
model in paper II, the steady-state corresponds with flue gas volumetric flow rate capac-
ity of 100% (60000 Sm3/hr), 80% and 60%. For the PCC unit model of the combined cycle
power plant in paper IV, the steady-state operating conditions correspond with 100%,
80% and 60% GT load exhaust mass flow rate. The different steady-state operating con-
ditions were obtained by simulating the process models with control structure A (refer to
Section 3.5.1) in which the capture rate Cap was controlled by manipulating solvent flow
rate, and stripper bottom temperature Tstr was controlled by manipulating reboiler duty
Qreb.

Figure 4.5 shows the total stabilization times ts of the response of main process vari-
ables of the PCC unit to open-loop 10% step changes in flue gas flow rate, solvent flow
rate and reboiler duty to the PCC unit of the NGCC plant. Figure 4.6 shows the trajecto-
ries of the responses in process variables to the step changes in inputs of the PCC unit of
the NGCC.

Process variables respond differently to different disturbances. For the same process
variable, the response observed was different when increasing or decreasing the input.
This showed the non-linear behaviour of the process. In addition, the solvent recycle loop
in the process from the desorber outlet to absorber inlet connects the operation of the ab-
sorber and stripper units, and the resulting dynamic interaction between the absorption
and desorption unit resulted in long stabilization time of main process variables, up to 11
h. The results show the general trend that the plant responds slower when operated at
lower loads, i.e. it required longer total stabilization times for the most relevant variables
of the process. In general, the desorption rates stabilized faster than the absorption rates
for step changes in solvent flow rate and reboiler duty. A key aspect to process dynam-
ics is the solvent inventory distribution and solvent mass flow rate. At lower operating
loads of the process, the solvent flow rate in the plant is smaller, and solvent accumulates
in the buffer tank. Smaller solvent mass flow rate results in increased residence times
through the components of the system hold-ups, piping and recycle loop, resulting in
slower response of the process variables to changes in process inputs.

Step changes in flue gas flow rate around a given steady-state operating point do not
cause a large relative change in absorption and desorption rates of the process due to the
diluted nature of the CO2 within the flue gas. In general, the capture rate response was
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faster when increassing flue gas flow rate (<1 h) than when decreasing flue gas flow rate
(<11 h) and that behaviour was consistent at different operating point of the plant. Step
changes in solvent flow rate resulted in inverse responses of capture rate, as observed in
Figure 4.6. Larger stabilization times were found when the plant was operated at lower
loads. In addition, desorption rate stabilized faster (around 1 h) than absorption rate
(around 2-3 h) for the PCC unit of the combined cycle power plant. Increasing the reboiler
duty will result in higher capture rate due to the lower resulting lean loading at the inlet
of the absorber. However, a relative large dead time was observed in the response of the
lean CO2 loading at the inlet of the absorber and in the response of the absorption rate
due to solvent circulation through the recycle loop. That dead time consisted of 28-37
min for the PCC unit of the NGCC power plant and 13-23 min in the TCM amine pilot
plant. The response of product flow rate to changes in reboiler duty (desorption rate)
had a significant relative change with no dead time and very fast stabilization time. This
might be explained because reboiler duty acts fastly on the generated stripping vapors of
the process.

The results here presented, help process engineers to understand the process dynam-
ics of the plant. Understanding the trends in the response of the system at various loads is
of importance if the chemical absorption process has to be operated under part load oper-
ating conditions during a significant amount of the project lifetime. In addition, for pilot
plant operations it is of importance to understand the open-loop response of the system
since it can save time (and costs) when performing parametric testing and developing the
U-curves, as described in Section 3.4.2. According to conversations with staff from TCM
DA, the procedure to obtain the parametric curves (U-curves) during MEA campaigns
at TCM was changed based on the process insight from the simulations in this work. In
the former approach, the stripper bottom temperature was specified (changed for creat-
ing different points) and the rich solvent flow rate was modified (tuned) to achieve the
desired target capture rate. In the new approach to find U-curves, the solvent flow rate
is specified (changed for creating different points) and the stripper bottom temperature
is modified (tuned) to achieve the desired target capture rate. With the new approach,
less operating hours are required to generate the U-curves during parametric testing. In
addition, these results provide process insight that can be useful when designing control
strategies for flexible operation of the PCC unit.

Open-loop transient response assessed with transient testing at Technology Centre
Mongstad

Transient testing on open-loop responses at the amine plant at Technology Centre Mongstad
was conducted, as explained in Section 3.4.3. The analysis focused on assessing the tran-
sient response of the pilot plant to multiple and non-simultaneous step-changes in key
inputs/disturbances to the plant, namely (i) flue gas flow rate, (ii) solvent flow rate. This
was done for different flue gas capacities of the PCC plant, corresponding to different
loads of the upstream power plant. In addition, unintended variations in steam flow rate
(reboiler duty) helped to discuss transient response to disturbances in reboiler duty. The
results were presented and analyzed in detail in paper III. Figure 4.7 shows capture rates
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during the transient testing period.

 

1000

1500

2000

2500

3000

3500

4000

4500

5000

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00
1

2
:0

0

1
4
:0

0

1
6
:0

0

1
8
:0

0

2
0
:0

0

2
2
:0

0

0
0
:0

0

0
2
:0

0

0
4
:0

0

0
6
:0

0

0
8
:0

0

1
0
:0

0

1
2
:0

0

1
4
:0

0

1
6
:0

0

1
8
:0

0

2
0
:0

0

2
2
:0

0

0
0
:0

0

0
2
:0

0

0
4
:0

0

0
6
:0

0

0
8
:0

0

1
0
:0

0

C
O

2
a

b
so

r
b

e
d

 a
n

d
 d

e
so

r
b

e
d

 r
a

te
 [

k
g

/h
r
]

C
a

p
tu

r
e
 r

a
te

 [
-]

Time [hh:mm]

Cap A Cap B CO2 desorbed CO2 absorbed

A B C D E F

FIGURE 4.7: Transient response of capture rate CapA (based on desorption
rate) and CapB (based on absorption rate). The open loop tests are shown for
48 hours of testing for the tests presented in Table 5 of paper III. The vertical
lines correspond to the time at which the set-point changes are applied for

tests A to F as presented in Table 5 of paper III.

Results showed that after changes in flue gas flow rate, the process required a maxi-
mum of 55 min to stabilize. In addition, changes in steam flow rate to reboiler showed that
desorption rates are very sensitive to changes in reboiler duty, and CO2 desorption rate
follows tightly the changes in steam flow rate, while the CO2 absorption rate response
follows with a delay due to circulation times in the recycle loop. This means that he
stripper process conditions change relatively fast in response to inputs of steam flow rate,
while the response of the performance of the absorber column is slower. Furthermore,
when the capture rate is defined with the absorption rate CapB, the output trajectory de-
scribes a slow inverse response due to solvent circulation times through the recycle loop.
The testing results provided empirical evidence for the results obtained with dynamic
simulations.

4.4 Evaluation of transient performance of decentralized
control structures

Decentralized control structures assessed with dynamic process simulations of the
amine plant at Technology Centre Mongstad

The evaluation of decentralized control structures for fast load changes applied to the
dynamic process model of the amine plant at Technology Centre Mongstad were pre-
sented in paper II. Results showed that by adding closed-loop controllers on the main
two degrees of freedom (reboiler duty and solvent flow rate) to control two other process
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variables (including strippper bottom temperature and CO2 capture ratio), the process
could be stabilized faster and more efficiently under varying process loads.

The control structure that showed the best performance for fast load changes was
control structure B, in which solvent flow rate is employed to control stripper bottom
temperature and reboiler duty is employed to control capture rate; refer to Table 3.8 in
Section 3.5.1.

It was found that when control structure B was employed, the process stabilized faster
(approximatelly after 1 h) than when employing other control structures. This means that
shorter total stabilization times using control structure B were found when the plant load
is ramped up and down, with ramp rates typically found in NGCC power plants with
fast load change capabilities. When reducing the process load, control structure B was
the least energy-intensive of those evaluated. When increasing the plant load, control
structure B was the one with the lowest accumulated CO2 emissions imposed by the pro-
cess inertia during load change transient operation.

Decentralized control structures assessed via transient testing at Technology Centre
Mongstad

The results of transient testing of decentralized control structures were presented in paper
III. The results showed the experience of implementing decentralized control structures
in a demonstration scale plant for the chemical absorption process and gave insights into
the challenges found for implementing these control structures in an actual process.

The results from transient testing showed that the process can reject fast disturbances
in flue gas flow rate (load changes) and could bring the process towards desired off-
design steady-state conditions within 60 min by employing decentralized control struc-
tures. However, care must be taken when tuning the feedback control loops of the process
and especially of the regulatory control layer, since slow control loops in the regulatory
control layer affects the performance of the advanced control layer to reject disturbances.
Therefore, further work at TCM DA is required to tune the controllers of the regulatory
control layer of the amine plant so that faster closed-loop responses are achieved, allow-
ing for tighter control of process variables in the advanced control layer. In addition, it
was observed that fast and large changes in solvent flow rate as a control measure can
cause instabilities due to the interaction between the stripper temperature and the cap-
ture rate control loops.

Decentralized control structures assessed via dynamic process simulations of the scaled-
up process integrated with the NGCC power plant

The transient performance of the integrated combined cycle with PCC unit was evalu-
ated in paper V, for the five control structures implemented in the PCC unit. The analysis
was separated in two main cases: one in which CO2 capture rate was controlled to the
target value of 90% at different operating conditions of the plant (control structures A
and B) and one case in which CO2 capture rate was not controlled (control structures C,
D and E). The tests were conducted for load changes in the GT (up and down) from 100%
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GT load to 75% GT load with a ramp-rate of 5%/min. Figure 4.8 shows the transient re-
sponse of the system for the different control structures. The output trajectories shown
are ST power output as a percentage of nominal value and the capture rate in the absorber
columns Cap for load change scenarios.

The steam turbine power output showed similar responses in terms of transient out-
put trajectory in the time scales of thermal power plant load change (100 to 101 min), with
similar rise times (7-10 min). However, the steam turbine power output stabilized faster
when the capture rate of the process is not a control objective. This means that when
control structures A and B were applied to the PCC process, dynamic interactions be-
tween the power plant and the PCC unit were oberved due to the steam extraction from
the steam turbine being manipulated to control the capture rate or the stripper bottom
temperature.
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FIGURE 4.8: Transient response of a) steam turbine power output [%] and b)
capture rate [-] (based on absorption rate). Response to GT load change with
5%/min ramp rate. The trajectories correspond to simulations with the full
dynamic process model of the power plant with PCC unit. Each trajectory

corresponds to one of the control structures in Table 3.8.

When controlling the CO2 capture rate is not an objective (control structures C, D,
and E), control structure with L/G ratio being controlled via ratio control in the absorber
column and Tstr is controlled at the stripper bottom showed faster stabilization of steam
extraction and stripper bottom temperature (control structure D), the process stabilized
faster in terms of steam turbine power output and stripper bottom temperature. In ad-
dition, this control structure leads to similar steady-state off-design performance than
control structures A and B. However, capture rate required more time to stabilize than
when capture rate is controlled in control structure A and B. If fast stabilization of CO2
product flow rate and steam power output are required simultaneously while keeping
the process close to optimal conditions, it is recommended to employ control structure D
for load changes of the power plant.
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4.5 Transient performance of commercial scale natural gas
combined cycle power plant with post-combustion CO2

capture

The power plant integrated with the scaled-up PCC unit performance was studied for
variable ramp rate load changes driven by GT load change in paper V. The ramp rates
were chosen to represent slow load change of 2%/min, typical ramp rates from a com-
bined cycle power plant of 5%/min and a fast load change of 10%/min. For these scenar-
ios the PCC unit was operated with control structure A. Results are shown in Figure 4.9.

When the steam extraction is regulated by a throttle valve to control a controlled vari-
able of the PCC process (capture rate in this case), dynamic interactions were found be-
tween the power plant and the PCC unit, in the slower time scales typical of PCC unit
transient operations (101 to 102 min). Slow oscillations were found in the steam extrac-
tion from the steam turbine, that resulted in oscillation in steam turbine power output.
However, the oscillations have a small amplitude (<1%) of the gross steam turbine power
output.

In addition, the GT load change with a typical ramp rate of an NGCC power plant im-
poses a fast disturbance in terms of mass flow rate to the PCC unit that has to be stabilized
with a suitable control structure. For different GT ramp rates, the output trajectories of
the PCC unit show different output, with larger deviations of Cap for faster disturbances,
for the faster time scales typical of power plant operation (100 to 101 min). However, in
the slower time scales (101 to 102 min), the output trajectories of the chemical absorption
process show similar trajectories of the studied process variables regardless of the ramp
rate employed.

The results showed that the addition of the PCC unit should not impose any con-
straint on stable operation of the process after load change transient events. The power
plant can provide fast response during load change in terms of power output, within
day-ahead power markets were power is traded by the hour. Nevertheless, inefficient
transient operation of the PCC unit can be expected in the long time scales and it can take
up to 1-3 hours to stabilize depending on the control structure employed in the chemical
absorption unit.
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Chapter 5

Conclusions and future work

5.1 Conclusions

The last years have seen an increased interest in the role of CCS power plants in the fu-
ture energy systems with high penetration of variable renewable energies. Such power
plants might be operated as load following plants forced by market conditions and power
system operation requirements. According to the results from a day-ahead market simu-
lation in Northern and Continental Europe by 2030, thermal power plants tend to operate
in cycling mode i.e., under part load operation and even shutting down and starting-up
several times under three winter weeks. It means that thermal power plants are being
displaced in the merit order in scenarios with high penetration of variable renewable en-
ergies. Hence, plant operators should look at further opportunities beyond selling energy
in day-ahead markets in order to increase their profits. Intraday markets have been iden-
tified as especially interesting markets for power plants with CCS since slower flexible
resources can have a chance in these growing markets. Nonetheless, no specific operat-
ing requirements from the power grid are required to bid in intraday markets.

Technical grid requirements and frameworks for power units to provide ancillary ser-
vices and bidding in balancing markets in four different power areas in EU have been
identified. The areas comprise Spain, Germany, Great Britain, and Western Denmark.
These requirements can be utilized to define market-based scenarios for dynamic pro-
cess simulation studies, considering activation start, full availability and deployment end
times. These scenarios will reflect today’s requirements for providing the mentioned flex-
ibility services.

In this work, high fidelity dynamic process models of a commercial scale 613 MW
three-pressure reheat combined cycle power plant with amine based post-combustion
CO2 capture were succesfully developed by means of the Modelica language. The mod-
els allow co-simulation of the thermal power plant and the chemical absorption process
for assessing the dynamics of the integrated process for different scenarios and transient
events. The physical models represent process dynamics of the thermal power plant and
the chemical absorption process of CO2 with similar level of detail. The main focus of
model development was the assesssment of load change transient performance. The
models have been extensively simulated to provide insight on dynamics of the chemi-
cal absorption process at different operating conditions and for different disturbances,
and the evaluation of control structures for the integrated power plant. In addition, the
transient performance during load change transient events of the integrated plant has
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been assessed for variable ramp rates and with different control structures applied in the
PCC unit.

Validation of dynamic process models is a challenging task due to the scarcity of suit-
able validation data sets available in the literature, and that most of the data is limited to
small-scale pilot plants with flue gas with concentration of CO2 of around 11-14 vol% as
typically found in coal fired plants. Therefore, this work included the design of validation
cases from a state-of-the-art amine large-scale pilot plant at Technology Centre Mongstad
(80 ton CO2 captured/day when using CHP gas). The selected data from amine plant
operations at TCM treats flue gas from a natural gas combined cycle combined heat and
power plant, with flue gas CO2 concentration of around 3.5 vol%. The selected and post-
processed data sets for dynamic process validation include ten steady-state data sets rep-
resenting a wide range of steady-state operating conditions with 30 wt% MEA as chemical
solvent. The main variability is in terms of volumetric flow rate capacity in the absorber
column, L/G ratio in absorber column and target CO2 with various reboiler duty. In addi-
tion, three transient tests were obtained with variations in solvent flow rate, reboiler duty
and flue gas flow rate representing the main disturbances to the chemical absorption pro-
cess. The data sets were considered suitable for dynamic process model validation.

The validation results showed capabilities of dynamic process modeling of the chem-
ical absorption process applied to large scale pilot plant data. The results also showed
that the dynamic process model is suitable for simulation studies at the plant scale. These
include dynamic process model simulations to analyze the plant transient performances,
control tuning and advanced control layer design. However, the dynamic process model
should not be used for designing equipment (sizing). In addition, these results provided
confidence for employing the dynamic process model for scaled-up applications for con-
trol and transient analysis studies under power plant load changes.

The validation of the thermal power plant model was conducted with steady-state de-
sign and off-design data from a reference software. The software-to-software validation
showed the proper implementation and development of the dynamic process model of
the thermal power plant. The model can capture the process variability for load changes
with sufficient accuracy for the purpose of application. In addition, the validation results
show the suitable implementation of the regulatory control layer in the combined cycle
power plant model.

The case study carried out in this work via dynamic process simulations of the amine
plant model at TCM, with the validated model shows that, generally, the plant responded
more slowly at lower operating loads (the load being defined by the flow rate fed to the
absorber). A general trend was observed, in which it took a longer time to stabilize the
main process variables of the pilot plant under open-loop step changes in the main inputs
of the process, namely solvent flow rate, flue gas flow rate and reboiler duty. From the
process simulations, it was found that, in general, the desorption rate stabilizes faster
than the absorption rate for set-point step changes in solvent flow rate and reboiler duty.
In addition, 10% step changes in flue gas flow rate around a given operating point did
not cause a large relative change in the main process variables of the process.

The case study carried out in this work via dynamic process simulations of the scaled-
up process unit for the NGCC showed a similar trend: in general, it was found that the



5.1. Conclusions 89

plant was slower when operating at lower loads, i.e., it required longer total stabilization
times for the main variables of the process. In general, CO2 capture rate stabilized rela-
tively faster (1–3 h) than other process variables (1–11 h). In addition, it was found that
the PCC unit responded significantly faster to an increase in flue gas mass flow rate than
to reductions in flue gas mass flow rate. This could have significant implications on effi-
cient operation of the PCC unit when ramping down the power plant’s load, due to long
stabilization times required of the process and the resulting inefficient operation during
transient conditions, if a suitable control structure is not implemented.

For the case study on evaluation of control structures for fast load changes via dy-
namic simulations of the amine plant model at TCM, the evaluation of the decentralized
control structures showed that by adding closed-loop controllers on the two main de-
grees of freedom of the plant—solvent flow rate and reboiler duty—to control two other
process variables, including CO2 capture ratio and stripper bottom solvent temperature,
the plant can be stabilized faster and more efficiently under varying loads. The control
structure that showed the best performance was control structure B, in which the reboiler
duty is manipulated to control CO2 capture ratio at the inlet of the absorber and the rich
solvent flow rate to control the stripper bottom solvent temperature. It was observed that
control structure B provides the fastest stabilization times for the main process variables
under scenarios when the plant load is ramped down and up, with ramp rates typically
found in NGCC power plants with fast-cycling capabilities. When reducing the PCC pro-
cess load, this control structure is the least energy-intensive of those evaluated in this
work. When increasing the plant load, this control structure is the one with the lowest
accumulated CO2 emissions imposed by the process inertia during load-change transient
operation.

Tests for fast load change scenarios applied to the pilot plant via transient testing re-
vealed that the process can reject fast disturbances in flue gas flow rate and could bring
the process towards desired off-design steady-state conditions within 60 min by employ-
ing decentralized control structures. These tests provide empirical evidence at demon-
stration scale that combined cycle power plants with post-combustion CO2 capture can
keep similar operational procedures as equivalent unabated power plants, considering
fast cycling load changes driven by fast GT load change. However, in response to flue
gas flow rate disturbance, fast and large changes in solvent flow rate as a control measure
can cause instabilities due to the interaction between the stripper temperature and the
capture rate control loops.

The performance of the integrated NGCC power plant with PCC for different GT load
change ramp rates was demonstrated and assessed via dynamic process model simula-
tions. For different GT ramp rates, different trajectories of the main process variables of
the PCC unit were found within the timescales of power plant transient operation. Never-
theless, within the slower timescales of 101- 102, the transient performance of the PCC unit
was similar for different GT ramp rates. Based on these simulations, it can be concluded
that the addition of the PCC unit to the NGCC plant should not impose any constraint
on, or problem for, stable power plant operation under scheduled load changes, even for
aggressive ramp rates. Nevertheless inefficient transient operation of the PCC unit can
be expected in the long time scales. The control structure where L/G is kept constant and
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reboiler temperature is controlled by the steam throttle valve, showed similar part-load
off-design performance as that found in control structures with constant capture rate as
CVs. In addition, this control structure resulted in relatively fast total stabilization time of
the steam turbine power output and CO2 product flow rate. It is recommended to apply
control structure D, with L/G control, if controlling CO2 capture rate is not an operational
constraint.

5.2 Future work

Future work should include the study of the operability and controlability of the NGCC
power plant with CCS with higher levels of process integration, such as the eco-reboiler
concept with steam drum in the HRSG, configurations with EGR or the integration of the
reboiler duty towards the cold end of the HRSG.

The dynamic process model of the thermal power plant with PCC resulted in a large
DAE system which requires significant CPU time to solve. That makes the dynamic pro-
cess model not suitable for optimization studies. Efforts should be done to reduce the
complexity of the high fidelty dynamic process models via reduced order modeling based
on physical insight or by the development of surrogate models based on simulations from
the model developed in this work.

Advanced control structures, such as, model predictive control on the PCC unit and
compare with the performance of decentralized control structures via the linked dynamic
process models or at pilot plant testing at various scales should be investigated.

Optimal operational strategies to provide ancillary services and frequency response
in the NGCC configuration with PCC unit would be important to study.

Including lifetime reduction estimation of critical components in the economic eval-
uation of flexible operation studies, can help to understand if the revenue provided by
operating the process with a given strategy outweights the related costs of replacing com-
ponents that fail before their expected lifetime due to cycling. An example could be to
study possible reboiler component life time reduction due to the application of strategies
of variable solvent regeneration.

Most of the efforts regarding chemical absorption process does not emphasize the
otimization of the start-up sequence. Reducing start-up times and associated costs, for
example the use of fuel and CO2 emissions during start-up, could make the power plant
more competitive in power markets. Detail investigation and optimization of the start-up
sequence should be object of future work, and trying to coordinate the start-up sequence
of the NGCC and the PCC unit.

Future work should include the analysis of the transient performance of the chemical
absorption process with other solvents.
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Abstract

This paper aims at a discussion of operational requirements for thermal power plants with carbon capture and storage in terms of
their interaction with the power system, in regions with high penetration of variable renewable energy sources. Market opportunities
for flexible power plants equipped with carbon capture processes have been discussed. These opportunities comprise day-ahead 
markets, intraday markets, balancing markets and providing ancillary services for stable operation of the power grid. In addition, 
technical requirements for power units to provide ancillary services and bidding in different balancing markets in four different
power areas in EU have been identified. The identified technical requirements can be used to define scenarios for operational 
flexibility studies based on dynamic process simulation of thermal power plants with CO2 capture.

© 2015 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Programme Chair of The 8th Trondheim Conference on CO2 Capture, Transport and 
Storage.

Keywords: Operational flexibility, ancillary services, balancing, power system, operating reserves, power markets, CO2 capture;

1. Introduction and scope

The European Union is committed towards a future energy system with reduced greenhouse gas emissions to 80-
95% below 1990 levels by 2050. According to the European Commission, a secure, competitive and decarbonized 
energy system in 2050 is possible [1]. In decarbonized scenarios, electricity will play an increased role, together with 
renewable energy sources. Nevertheless, the mentioned target will exert intensive pressure on energy systems. 
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Investment models to identify the most cost-effective route towards a decarbonized European power system have been 
developed by the Zero Emissions Platform. Their results show the requirement of an energy mix combining hydro, 
wind and solar power, together with a progressive introduction, between 2030 and 2050, of lignite, coal, gas, and 
biomass power plants with CO2 Capture and Storage (CCS) [2]. Thermal power plants with CCS at commercial scale 
will require high capital investments and therefore will need to have high capacity factors along their lifetime in order 
to be profitable, or receive capacity payments, in addition to other support measures for early deployment [3].

Within a power system with high penetration of variable renewable energies (VRE), thermal power plants tend to 
operate in cycling mode to follow demand and generation variability. Besides selling energy in day-ahead markets, 
flexible fossil-fueled power plants acting as mid-merit plants might increase their profit margins by participating in 
other markets. These markets include intraday power markets, bidding in balancing markets, and providing ancillary 
services for grid stability. Another interesting option is capacity markets [4], which are out of the scope of this paper.

In recent years, there has been an increased concern of the role that CCS might have in future power systems with 
high penetration of VRE. Increasing interest has grown in the field of operational flexibility of thermal power plants 
with carbon sequestration technologies. A report from IEA summarizes several aspects of operational flexibility of 
different power plant technologies with and without CCS [5].

The scope of this paper is to identify market opportunities for flexible thermal power plants with CCS in different 
areas of the pan-European power system beyond selling energy in day-ahead markets. In addition, technical 
requirements for power units to bid in different balancing markets and provide ancillary services have been identified.

Nomenclature

VRE  Variable renewable energy sources 
CCS CO2 capture and storage
TSO Transmission system operator
ENTSO-E European Network of Transmission System Operators
CHP Combined heat and power
GB Great Britain
GT  Gas Turbine
ASU  Air Separation Unit

2. Methodology

Results from a day-ahead multi-area power market simulator (EMPS) used for the TWENTIES EU project has 
been utilized in this paper [6]. The models were previously developed by SINTEF Energy Research. These results are 
used to plot wind power production and the market-based electric generation dispatch of three different thermal power 
plants in the Nordic and Continental Europe region. The objective is to illustrate some correlations between wind 
power production and cycling operation requirements of dispatchable power plants by 2030.

The European Commission has stated the goal of integrating European power markets for making efficient use of 
energy across national borders. The Network Codes, developed by the European Network of Transmission System 
Operators for Electricity (ENTSO-E) [7], are meant to overcome the challenge of integrating VRE into the future pan-
European power system by 2030. These network codes are currently under development, and after becoming law, 
power system participants will have to adhere to these codes. These include power system operation, market related 
codes, and grid connection codes. The technical requirements that can be found in these codes are described as general 
guidelines. Since each power system has its own flexibility requirements [8], there is room for decision to be made at 
national level and local TSOs can define specific requirements within the frameworks defined by ENTSO-E.

With the purpose of identifying the technical requirements for grid connection of thermal power plants in current 
and future power systems, the grid codes of four selected European countries are studied. In addition, requirements 
for power plants to be able to bid in balancing markets are exposed in Table 1. The selected countries are Spain, 
Germany, Great Britain (GB), and Denmark. 
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3. Power system related requirements

Flexibility of a power system is the extent to which the system can modify electricity production or consumption 
in response to variability. In order to have a stable working system, the balance between supply and demand of 
electricity must be ensured at different time scales, comprising from milliseconds to seasons [9]. Expected and 
promoted higher penetration of VRE such as wind and solar will accentuate the challenge of power system balancing.

When considering power system balancing in regions with high penetration of VRE, it is the net load what matters, 
i.e., the demand curve after subtracting the power generation by VRE. Fluctuations in net load are more frequent and 
have stronger uncertainty impacts. The main needs for flexibility in the power system are net load fluctuation and 
uncertainty in contingencies. Main sources that can provide flexibility to ensure balancing at different time scales are 
dispatchable power plants, demand side management and response techniques, energy storage facilities and 
interconnection with adjacent markets [8].

Operational flexibility is one of the main challenges for modern thermal power plants. The main technical aspects 
of operational flexibility of mid-merit thermal power plants are the following:

Start-up and shutdown sequence (hot, warm and cold).
Part-load efficiency.
Minimum stable load turndown with acceptable emission levels.
Load ramps and reserve capacity for providing grid services.

Adding carbon capture equipment adds complexity to the power plant, with increased process integration and 
increased number of processes. This requires additional construction material, auxiliary equipment, and more fluid 
masses providing thermal and pressure inertia. As a result, the performance of the power plant is changed compared 
to similar plants without CCS. Slower changes in load, transient temperatures and pressure evolutions in the system 
are expected [10], in addition to a reduction in net plant efficiency. The main impacts of adding the carbon capture 
system regarding flexible performance of the power plant depend on the technology used [5].

3.1. Day-ahead market

In day-ahead power markets, buyers and sellers bid the volume they are willing to buy or sell for each hour (or 
possibly other time steps) of the next day (MWh/h) with their respective bidding price (EUR/MWh). The clearing 
price is stipulated in a so-called marginal price setting, where generation and supply curves intersect. The displacement 
in the merit order can be explained by the fact that thermal power plants have higher marginal costs of production 
than wind and solar, which have virtual null marginal costs. Thermal power marginal costs of generation mainly 
consist of fuel costs and CO2 emission costs. 

Whenever the wind or solar radiation conditions are adequate for power generation, VREs will bid with reduced 
marginal costs and therefore displace other generation units that otherwise would have been part of the generation 
schedule for the given hour of the day. Studies using coupled investment and dispatch models of Europe from McCoy 
et al. [11] show that increased penetration of VRE tend to increase the slope of the net load curve. Consequently, base 
load and mid-merit capacity power plants reduce their capacity factors in future scenarios with high penetration of 
VRE. Studies from high wind penetration scenarios in Netherlands by Brouwer et al. [12] explain that extensive 
integration of VRE may have several impacts in daily operation of power systems: increased demand for reserves, 
efficiency reduction of thermal power generation, wind curtailment and displacement of thermal power generation in 
the merit order. In addition, reduced load factors of thermal power plants are expected.

Day-ahead market results of thermal power dispatch from a day-ahead multi-area power market simulator (EMPS) 
have been utilized in this paper. The main purpose is to illustrate effects of wind power generation in thermal power 
plants dispatch in future day-ahead markets. 

The model includes a detailed system description for Norway, Sweden, Finland, Denmark, Belgium, the 
Netherlands, Germany and Great Britain, including main transmission bottlenecks in the power system. Some of the 
model data were developed in TWENTIES EU by SINTEF Energy Research, and a detailed explanation of the 
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modeling assumptions and purpose of the project can be found in Twenties report task 16.3 [6]. Scenarios are 
considered for Northern Europe by 2030 with detailed assumptions for generation, transmission and consumption, 
and their respective development. Thermal power production is modeled by 350 thermal power plants being divided 
into base load (mainly nuclear and CHP), mid-merit, peaking, and non-dispatchable power plants. 

Thermal power plants are modelled by their available generation capacity per week (corrected by an availability 
factor) and their marginal costs of operation. Main marginal costs of operation are fuel costs and CO2 emission costs, 
according to Eq. (1). In the model, fuel costs are considered constant from 2020 to 2030 while CO2 emission costs 
were considered to increase from 13 EUR/t by 2010 up to 44 EUR/t by 2030 [6], according to the assumptions made 
in the IEE-EU Offshore Grid project [13]. 

(1) 

Figure 1 shows wind production and day-ahead market dispatch of three thermal power plants for three consecutive 
weeks during January 2030; a 308 MWel lignite fired power plant, a 127 MWel coal fired thermal power plant and a 
170 MWel gas fueled thermal power plant. It can be observed that there is certain correlation between hours with high 
wind power production and part load operation or shut down of the thermal power generation plant. The zero marginal 
costs of VRE places thermal power generation out of production with several hours when the thermal power plants 
are not producing electricity. These thermal power plants operate in cycling mode i.e., under part load operation and 
even shutting down and starting-up several times during the time span of three weeks. The results show similar trends 
to those illustrated by Bruce et al. [14]. The illustrated results depend on the above stated assumptions for fuel and 
CO2 emission costs. 

Changing in generation schedule of thermal power plants influences their profit margins. The profit margin is 
defined as the income due to electricity sold minus the production costs. To make a thermal power plant profitable, 
the margins should be higher than fixed maintenance and investment costs [6]. This might be a critical aspect for 
power plants with CCS, since such plants require additional process equipment resulting in increased fixed 
maintenance and investment costs [15]. Therefore, plant owners should look at other market opportunities beyond 
selling energy in day-ahead markets to increase their incomes. 

2
fuel costmarginal cost CO cost

fuel efficiency

Figure 1. Total wind power production (top) and day-ahead market-based hourly dispatch of three dispatchable thermal power plants (bottom) in 
Northern and Continental Europe by 2030. The time span is three weeks during winter. Results from EMPS market simulation.
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3.2. Intraday market

Nowadays, the majority of the volume traded in liberalized wholesale power markets is through the day-ahead 
market, and balance between demand and supply can be mainly stablished there. However, incidents may occur 
between the closing of the day-ahead market and real-time, which comprise between 12 and 36 hours. For example, 
updated wind forecasts can show higher production than expected, while a nuclear or another thermal power plant 
may stop generating due to a contingency. In intraday markets, buyers and sellers can update their traded volumes 
closer to real-time. In Nordel, an intraday market known as Elbas is operated by Nord Pool Spot AB. Elbas is a 
continuous market, where trading takes place anytime around the clock until one hour before real-time. The price is 
set by matching the highest buying price with the lowest selling price.

As higher penetration of VRE enters into the grid, intraday balancing markets are expected to become more and 
more important. Trading in intraday markets could be an opportunity for slower flexible resources to improve their 
profits. It makes sense that thermal power plants with flexible carbon capture technologies operated as dispatchable 
thermal power plants could bid in these markets. Nevertheless, no specific operating requirements from the power 
grid are required to bid in such markets.

3.3. Balancing markets

In liberalized power markets, the day-ahead clearing market results in a balance between the expected consumption 
and the expected power generation. In intraday markets buyers and sellers can update their traded volumes closer to 
real-time, until around one hour before actual production and consumption. Even closer to real-time, system imbalance 
between the actual power generation and actual consumption occurs. System balancing is one of the main 
responsibilities of a transmission system operator (TSO). Power consumers or producers can provide these services. 
In order to guarantee system stability and security, TSOs must procure and operate the so-called ancillary services. 
These include frequency response, fast reserve (to provide fast energy to counteract sudden and sometimes 
unpredictable unbalance between generation and load), black start capability and the provision of reactive power, 
among others.

Power plants with CCS at commercial scale will likely be designed for capacities above 200 MWel. This means 
that power plants with CCS would be classified as large generators in most grid connection codes, as it is the case 
with ENTSO-E codes [7]. Therefore, CCS power plants are likely to participate in providing services for power grid 
stability.

Power system frequency is a continuously changing variable that is controlled by the second-to-second balance 
between demand and generation. If generation is greater than demand, the frequency of the system raises, if demand 
is greater than generation, the system frequency drops. The TSO is in charge of keeping the frequency close to the 
nominal value within a narrow band. To achieve that, the responsible TSO must ensure that sufficient flexible reserves 
are available to provide balance between demand and supply close to real-time [16].

Primary reserve or primary frequency response is an automatic change in active power output in response to a 
frequency change (increase when dropping system frequency or decrease when increasing system frequency) [17]. 
Synchronized generators make use of automatic speed governors defined by a characteristic droop, as expressed in 
Eq. 2. 

The droop is defined as the “ratio of the steady-state change of frequency (referred to nominal frequency) to the 
steady-state change in power output (referred to maximum capacity)” [7]. Note that from a control theory point of 
view the primary frequency control is a proportional regulator. This is meant to limit and stop main system frequency 
excursions from its set value, however a new steady-state point will be reached [18]. 

(2)
nom

nom

f
fs P
P
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Secondary frequency control is a centralized automatic control that has the function of restoring the system 
frequency. While primary frequency control limits and stops frequency excursions, secondary control restores the 
frequency to its set value. The units in the area where the imbalance occurs will participate. Secondary frequency 
control is not indispensable and thus not all power systems implement it, as it is the case of Great Britain [19].

Tertiary frequency control is utilized for restoring primary and secondary reserves, and to balance large and 
remaining system imbalance due to forecast errors, failures or other contingencies. It refers to manual changes in the 
dispatching and commitment of generating units, and it can be used as a mechanism for market participants to balance 
their financial positions [19]. It means that slower flexible resources than those providing primary and secondary 
response can also participate in tertiary frequency response [18].

This opens up an opportunity for flexible CCS units to bid in these markets. Main technical requirements for 
frequency related ancillary services are specified by deployment times [19]: 

Deployment start: maximum amount of time between requests from TSO to start of the response.
Full availability: maximum time that can elapse between start of the response until the full response is 
stablished. 
Deployment end: maximum amount of time during which the service must be provided.

Table 1 contains main technical requirements for participating in balancing markets and provide ancillary services 
by power generation units according to regulations in Spain, Germany, Great Britain and Denmark. Primary frequency 
response is a mandatory and non-paid service in Spain [20], while being mandatory and paid via a holding payment 
and an energy payment in GB [17]. In Germany, providers of primary frequency must bid in weekly tenders to provide 
primary frequency response, and providers of this service will receive a capacity payment [18].

Providing secondary frequency control in Spain requires a deployment start of 30 seconds and full action should 
be provided within 15 minutes. Providers of this service bid the power band to be increased or decreased together with 
the energy price when providing that service. The allocation is based on merit order clearing [20]. In Germany, this 
service is procured with weekly tenders with a minimum bid amount of 5 MW and 1 MW increments, stablished with 
a pay-as-bid mechanism, being paid capacity and energy produced while providing this service [18]. In GB secondary 
control as defined above is not implemented [19]. In Denmark, providing secondary frequency control requires an 
activation time of 30 seconds followed by a full activation within 15 minutes. A capacity payment is stablished via a 
pay-as-bid method in a monthly basis and energy produced while providing the service is remunerated [21].

Tertiary frequency response in Spain consists of the maximum variation of power that can be sustained for at least 
2 hours. The service remuneration price is the marginal price of the allocated bids each hour. Bids are sent the day 
before and can be updated until 25 minutes of the beginning of the hour [20]. In Germany, the tertiary control reserve 
is known as minute’s reserve, and the provider has to provide the bid MW within 15 minutes [18]. In Great Britain, 
there are various reserve services differentiated as fast reserve and short term operating reserve [17].

Challenges for providing primary frequency control on CCS power plant should not be more demanding than for 
conventional thermal power plants. An important question is whether the capture processes can influence the 
capability of the plant to provide fast enough ramping response to bid a substantial amount of power and provide 
secondary and tertiary control, and how providing such fast requirements is going to affect operability and 
controllability of the plant. In addition, parameters such as CO2 capture ratio can be affected during the transient 
performance. 

Note that primary, secondary and tertiary procured reserves are limited within a given power area. Hence, the CCS 
flexibility resource must be able to compete with other flexible resources in order to provide ancillary services and 
bidding in balancing markets.

Operation of a power plant with CCS under different market conditions is of importance. These market conditions 
comprise fuel prices, CO2 emission costs, possible CO2 capture premium payments and electricity prices. Different 
studies are found in literature, most of them focusing in post-combustion technology [10,14,22,23,24]. These studies 
can give insight on which market conditions would provide value to plant owners to operate the plant in flexible mode, 
with different plant operation strategies.
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Table 1. Technical requirements framework for generating units to provide ancillary services and bid in balancing markets in Spain, Germany, 
GB, and Denmark.

Area TSO Primary reserve Secondary reserve Tertiary reserve

Spain [20] Red Eléctrica de España

(50 Hz)

Primary regulation

Mandatory for all generation units. 

Load change of 1.5% of nominal (0<t<15 sec) for 

frequency changes 100 mHz. Lineal from 

15<t<30 sec.

Non-paid service.

Secondary regulation

Automatic and hierarchical control. 

Start  30 sec from notice and full 

action in 15 min.

Licensed generation units bid power 

band to be increased and reduced 

(MW) and power band price 

(€/MWh).

Reserve allocation based on 

economic merit order. 

Uniform price.

Tertiary regulation

Maximum variation of power within 15 

min. that deployment end of at least 2 h.

Bids sent the day before and updated 

until 25 min. before the beginning of the 

hour.

Slow reserve

Running reserves of connected thermal 

units providing power output in 30 min. 

and can be sustained up to 4-5 hours.

Germany [18] Amprion 

50 Hertz

TenneT TSO

EnBW Transportnetze

(50 Hz)

Primary reserve

TSO responsible for provision of primary 

regulation required for its area.

30 sec to be activated.

Weekly tender period (competitive bidding). 

Minimum bid amount 1 MW (1 MW increment).

Call for tender as capacity price merit-order.

Remunerated as pay-as-bid.

Secondary reserve

Should be activated after 30 sec. 

from call and achieve full response 

within 5 minutes. Sustained 15 min.

Weekly tender period. Minimum 

bid amount 5 MW (1 MW 

increment). Positive and negative 

differentiation. Energy price merit-

order.

Pay-as-bid (Capacity price and 

energy price).

Minutes reserve

Activated in quarterly hour intervals if 

needed.

Complete activation within 15 min. 

Sustained for t>15 min up to several 

hours.

Daily tender period. Minimum bid 

amount (blocks of maximum 25 MW 

with 1 MW increment). Energy price 

merit-order.

Pay-as-bid (Capacity price and energy 

price).

GB [17] National Grid

(50 Hz)

Primary

Mandatory for large units  100MW. 

Droop 3-5%.

Active power provided within 10 sec. and 

sustained for further 20 sec.

Holding Payment (£/h). Monthly basis price.

Response energy payment (£/MWh).

Secondary

Mandatory for large units  100 MW. Droop 3-

5%.

Active power provided within 30 sec. and 

sustained for further 30 min.

Capacity Payment (£/h).

Response energy payment (£/MWh).

Fast reserve

Dispatch instruction from TSO. Must 

start after 2 min. of dispatch instruction.

Delivery rate in excess of 25 MW/min. 

Full response sustained for a minimum 

of 15 min (min. 50 MW).

Monthly procurement. Availability fee 

(£/h) and utilization fee for energy 

delivered ((£/MWh).

Denmark

(Western) [21]

Energinet.dk

(50 Hz)

Primary reserve

Droop normal operation 4-6% at 50±0.1 Hz.

Daily auction in six equally divided blocks.

Marginal price principle for capacity payments.

Secondary reserve

Activation time of 30 sec.

Full activation 15 min. 

Monthly pay-as-bid method for 

capacity payment.

Energy payment.

Manual reserve

Daily auctions 

The reserve must be able to be provided 

within 15 minutes.
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4. Discussion

An assessment of potential flexibility of power plants with CCS by IEA Greenhouse Gas R&D Program 
summarizes main flexibility issues and reviews suggested strategies to provide flexibility [5]. The main impacts of 
adding the carbon capture system regarding flexible performance of the power plant depend on the technology used. 

Conventional NGCC and ultra-super critical pulverized coal power plant (USC PC) have good cycling properties, 
with relatively short hot start-up and fast load changes together with good part-load efficiency and low minimum 
turndown. However, adding a post-combustion capture unit to these power plants can impose bottlenecks for turndown 
(due to the minimum CO2 compressor load of 70%, and the capture unit minimum load [5]). In addition, longer start-
up time due to the need for regenerator preheating can extend the start-up process. To the extent of the authors’ 
knowledge, effects on transient performance during load changes are still unclear, due to the lack of transient data 
from actual large-scale plants.

Several options have been proposed to operate flexible thermal power plants equipped with post-combustion 
capture in order to provide peak electricity when electricity prices are high, and to participate in providing ancillary 
services. Three main options are [5]:

Varying the CO2 capture rate, depending on electricity prices and CO2 costs.
Turning on and off the CO2 capture unit and providing solvent storage to decouple plant operation (boiler 
or GT) from the CO2 capture.
Allowing the power plant to increase or decrease load, following its own ramp up or down rates.

The first option is also known as flue gas bypass, which consists of stopping the CO2 capture plant and venting the 
CO2, therefore increasing plant net power output by reducing the energy penalty. E. Delarue et al. [15] discusses that 
profit maximization by using this option depends on the ratio of electricity selling price and CO2 emission allowances 
price. At relatively high CO2 emission prices, the cost of emitting CO2 can offset the benefit from flexible operation, 
and therefore capturing CO2 becomes more interesting. It also discusses the option for providing ancillary services, 
assuming that the plant is fast enough to provide substantial amount of power within the typical 15 minutes framework 
for full activation. Their sensitivity studies conclude that only at relatively low CO2 emission prices this operation 
mode could be profitable and competitive against open cycle gas turbines to provide ramp-up reserve, in the case of 
power shortage. Therefore, this option might be interesting for implementation under policies that support CO2 carbon 
capture implementation without extensive CO2 emission price increase [22].

Another suggested option to provide net power flexibility in post-combustion capture power plants is the use of 
solvent storage to decouple the absorption and desorption processes storing rich solvent during peak electricity 
demand to delay the energy penalty to times with low electricity price. This option would be profitable if relatively 
high profits are obtained, since further capital investment is to be expected due to the need for storage vessels, more 
solvent inventory and larger compression and stripper equipment [10] [23].

Several technical challenges remain in order to make this technology attractive. Among them, and as stated by K. 
Jordal et al. [24], there is need for research for understanding part load operation and behavior of a power plant with 
integrated post-combustion capture of CO2, as well as understanding the dynamic interaction between the capture 
process unit and the power plant during start-up, load change and shut-down.

Regarding oxy-combustion power plants there are different options due to different process schemes proposed in 
literature, but most flexibility studies discuss the possibility of bypassing flue gas before the purification and 
compression processes, or making use of intermediate storage of liquid O2 between the cryogenic air separation unit 
(ASU) and the combustion process.

Bypassing the flue gas just before the CO2 compression process, therefore the energy for compression can be used 
to provide electricity, with the penalty of higher CO2 emissions. With liquid oxygen storage, the oxygen production 
is switched towards hours with low electricity prices, to switch off the ASU during peak electricity prices and gain 
the extra power for running the ASU (mainly the air compression process). Similar to post-combustion, bypassing is 
only profitable if the relationship between electricity selling price and CO2 emission certificates is high. Oxygen 
storage can be an interesting option if sufficient profits are obtained during peak hours to pay-off the increased capital 
investment [10]. The air separation unit is the main component affecting the cyclic performance of oxy-combustion 
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power plants using ASU due to its minimum turndown of around 50% and its slow start-up and relatively slow ramp 
rate 3%/min [5].

Despite of the potential greater income obtained by plant owners in the short term due to a cyclic operating mode, 
a reduction of lifetime of the most critical components is likely to occur, due to thermo-mechanic fatigue loadings 
together with creep loads, corrosion and erosion mechanisms [25]. This causes accelerated ageing, and therefore 
additional costs related to unplanned maintenance and unavailability of the plant due to outages [26].

Due to the necessity to evaluate the plant performance under transient operation and the scarce availability of 
transient performance data from commercial scale plants with CCS, an increasing interest has grown during recent 
years in the field of dynamic modeling, simulation and optimization of thermal power plants with CCS [27]. 

Simulations from properly validated models can give insight on which are the bottlenecks for different transient 
operations of power plants, developing proper plant control strategies and assesses the feasibility of different strategies 
for flexible operation of the power plant, during the design phase. The requirements collated in Table 1 can be utilized 
to define market-based scenarios for dynamic process simulation studies, regarding ancillary services provision.

It might be done by considering activation start, full availability and deployment end times. Valuing the flexible 
operation of a power plant with CCS under different market conditions is of importance. These market conditions 
comprise fuel prices, CO2 emission costs, possible CO2 capture premium payments and electricity prices. Different 
studies are found in literature, most of them focusing in post-combustion technology [10,14,22,23,24]. These studies 
can give insight on which market conditions would provide value to plant owners to operate the plant in flexible mode, 
with different plant operation strategies.

5. Conclusions

An increased interest has arisen within the last years concerning the role that CCS power plants might have in 
future energy systems with high penetration of variable renewable energies. Such power plants might be operated as 
load following plants forced by market conditions and power system operation requirements. According to the results 
from an EMRS day-ahead market simulation in Northern and Continental Europe by 2030, thermal power plants tend 
to operate in cycling mode i.e., under part load operation and even shutting down and starting-up several times along 
three winter weeks. It means that thermal power plants are being displaced in the merit order in scenarios with high 
penetration of variable renewable energies. Hence, plant operators should look at further opportunities beyond selling 
energy in day-ahead markets in order to increase their profits. Intraday markets have been identified as especially 
interesting markets for power plants with CCS since slower flexible resources can have a chance in these growing 
markets. Nonetheless, no specific operating requirements from the power grid are required to bid in intraday markets.

Technical grid requirements and frameworks for power units to provide ancillary services and bidding in balancing 
markets in four different power areas in EU have been identified. The areas comprise Spain, Germany, GB, and 
Western Denmark. These requirements can be utilized to define market-based scenarios for dynamic process 
simulation studies, considering activation start, full availability and deployment end times. These scenarios will reflect 
today’s requirements for providing the mentioned flexibility services.

Future work should consist of the development of dynamic process simulation models of power plants with carbon 
capture technologies. These models must be validated against plant data to the greatest extent possible. Simulation 
from plant models will be utilized to study the flexible operation of the plant and implications of adding capture 
technology on the plant controllability and capture plant transient performance. In addition, the models might help to 
identify possible bottlenecks for transient performance under different transient scenarios, and the possible 
implications on the power plant design. The transient scenarios should include transient performance on load changes 
and strategies for providing ancillary services, defining the scenarios by using the requirements identified in this paper. 
Current work comprises the ongoing development of dynamic process models for a Natural Gas Combined Cycle 
power plant with post-combustion CO2 capture.
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Abstract: This paper presents a set of steady-state and transient data for dynamic process model
validation of the chemical absorption process with monoethanolamine (MEA) for post-combustion
CO2 capture of exhaust gas from a natural gas-fired power plant. The data selection includes a wide
range of steady-state operating conditions and transient tests. A dynamic process model developed
in the open physical modeling language Modelica is validated. The model is utilized to evaluate the
open-loop transient performance at different loads of the plant, showing that pilot plant main process
variables respond more slowly at lower operating loads of the plant, to step changes in main process
inputs and disturbances. The performance of four decentralized control structures is evaluated,
for fast load change transient events. Manipulation of reboiler duty to control CO2 capture ratio at
the absorber’s inlet and rich solvent flow rate to control the stripper bottom solvent temperature
showed the best performance.

Keywords: pilot plant; transient data; dynamic simulation; flexibility; post-combustion; decentralized
control; process dynamics; chemical absorption; CO2 capture

1. Introduction

Carbon capture and storage (CCS) is a group of technologies that can significantly contribute to the
reduction of anthropogenic CO2 emissions from thermal power generation and other carbon-intensive
industries [1]. There are two commercial-scale coal-fired power plants with post-combustion CO2

capture (PCC) using amines being operated today, at Boundary Dam in Canada [2] and at Petra
Nova project at the Parish Power Station in the US [3]. These projects prove the technical feasibility
of the technology at commercial scale. Among the different options and technologies for CO2

capture in thermal power generation, post-combustion CO2 capture with chemical absorption is
considered the more mature technology that can contribute to significantly reducing the carbon
intensity (kgCO2/kWhel) of fossil-fueled thermal power plants. In future energy systems with a high
penetration of renewable energy sources, the variability in demand and generation will introduce
a change in the operating patterns of thermal power generation plants, which will have to change
operating conditions [4–6]; there will also be a higher frequency of significant transient events including
load changes, and start-up and shut-down events [7,8]. In this regard, Boot-Handford et al.’s carbon
capture and storage update 2014 concludes that the financial case for CCS requires that it operates in
a flexible manner and that load-following ability is extremely important to the long-term economics [9].

Among the different features of flexible operation of power plants with CCS, an important
aspect is the transient behavior of the system when varying operating conditions. This means that
efficient operation and emissions and the related operational costs during transient operation will
gain importance. However, the operational experience from commercial-scale power plants with post
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combustion CO2 capture is scarce and the published transient pilot plant data from test campaigns
is limited. Therefore, there is a need for the development of dynamic process models. Dynamic
process models can contribute to developing the learning curve for flexible operation of PCC plants.
These tools can assist in evaluating the feasibility of flexible operation strategies as well as design
process configurations and operational strategies that can lead to the reduction of operational costs and
increased revenue during power plant operation. The study of the transient performance with dynamic
process models can contribute to identifying process bottlenecks and ease the process scale-up.

Dynamic process models allow the study of the open-loop transient performance of the
plant [10], the evaluation of different process configurations and designs [11], the development and
implementation of optimal control strategies [12–20], as well as the study of the plant behavior under
different operational flexibility scenarios [21,22]. In addition, the power plant and the PCC unit can be
treated as an integrated system and dynamic process models can be utilized to analyze the response
of the capture unit to changes that occur upstream in the power plant [12,15,19,23–25]. Furthermore,
the operational flexibility of the PCC plant can be improved with plant design or using control
strategies [26–29]. The core purpose of dynamic process models is to capture the time-dependent
behavior of the process under transient conditions. However, the validation of dynamic process models
with experiments and pilot plant data is necessary in order to assess the reliability of simulation results.

Kvamsdal et al. [30] developed a dynamic process model of a CO2 absorber column and used
steady-state data from a pilot plant to validate liquid temperature profiles, capture ratio % and rich
loading. That work highlighted the necessity of building up a dynamic process model of the integrated
system (including stripper, lean/rich heat exchanger, mixing tank and main process equipment),
to understand the complexities of dynamic operation of the plant. Gaspar and Cormos [31] developed
a dynamic process model of the absorber/desorber process and validated with steady-state plant
data. Several publications are available, in which the models were validated only with steady-state
pilot plant data [11,32–35]. Biliyok et al. [36] presented a dynamic model validation study where
transient data was driven by decrease in solvent flow rate to the absorber, fluctuating concentration
of CO2 at absorber inlet and a varying absorber’s feed flue gas stream temperature to the absorber.
A dynamic process model developed in Modelica language was validated with transient data from the
Esbjerg pilot plant by Åkesson et al. [37]. That data consisted of the transient performance after one
step-change in flue gas mass flow rate. An extensive review work by Bui et al. [38] concluded that
research efforts are required on producing transient pilot plant data.

More recent works have included validation of dynamic process models with transient plant data
from pilot plants. A K-Spice model by Flø et al. was validated with pilot plant data from the Brindisi
pilot plant [39]. Flø et al. [40] validated a dynamic process model of CO2 absorption process, developed
in Matlab, with steady-state and transient pilot plant data from the Gløshaugen (Norwegian University
of Science and Technology (NTNU)/SINTEF) pilot plant. Van de Haar et al. [41] conducted dynamic
process model validation of a dynamic process model in Modelica with transient data from a pilot
plant located at the site of the coal-fired Maasvlakte power plant in the Netherlands. Gaspar et al. [42]
conducted model validation with transient data from two step changes in flue gas volumetric flow rate
from the Esbjerg pilot plant. Other works include the validation of equilibrium-based models such as
that of Dutta et al. [43]; or the work by Chinen et al. [44] which conducted dynamic process model
validation of a process model in Aspen Plus® with transient plant data from the National Carbon
Capture Center (NCCC) in the US. Manaf et al. [45] developed a data-driven black box mathematical
model, based on transient pilot plant data, by means of system identification. In addition, dynamic
process models have been developed to study the transient behavior of the chemical absorption CO2

capture process using piperazine (PZ) as chemical solvent [19,20]. It should be noted that the majority
of work has been conducted for typical flue gas compositions from coal-based power plants with CO2

concentration around 12 vol % [38].
From the literature review it can be concluded that dynamic process model validation is

a challenging process due to:
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• The scarce availability of transient or dynamic pilot plant data.
• Most available data is found from small-scale pilot plants. That has implications for the reliability

of simulation results when applying dynamic process models to scaled-up applications.
• The works involving transient data generally include the response of the plant to disturbances in

a few process variables.
• Most of the validation work was done for flue gas with a typical CO2 content from coal-based

power plants.

Flexible operation of PCC plants has been studied with pilot plant test facilities in test campaigns.
Faber et al. [46] conducted open-loop step change responses at the Esbjerg pilot plant; this type of
analysis helps in understanding the transient performance of the process. They concluded that the
overall system acts as a buffer to perturbations at the plant inlet and that the coupled operation of the
absorber/desorber unit led to fluctuations in the system when all parameters—flue gas and solvent
mass flow rates and reboiler duty—are changed simultaneously. Bui et al. [47] presented a flexible
operation campaign conducted at the Commonwealth Scientific and Industrial Research Organization
(CSIRO)’s PCC pilot plant in Australian Gas Light Company (AGL) Loy Yang, a brown-coal-fired
power station in Australia. The generated transient data included step changes in flue gas flow
rate, solvent flow rate and steam pressure. The purpose of the study was to generate a set of data
for validation of dynamic process models, and to gain insight into process behavior under varying
operating conditions. A different approach was taken by Tait et al. [48] who conducted experiments
that simulated flexible operation scenarios on a pilot plant to treat synthetic flue gas with a CO2

concentration of 4.3 vol%, typical of a natural gas combined cycle (NGCC) plant. Tests for transient
operation have been conducted at the amine plant at CO2 Technology Center Mongstad (TCM DA).
De Koeijer et al. presented two cases: a first case with controlled stop-restart of the plant, driven by
a controlled stop of flue gas and steam sent to the PCC plant; and a second case with sudden stop of
the blower upstream of the absorber [49]. Nevertheless, a limited amount of transient testing can be
conducted during test campaigns. A thoroughly validated dynamic process model can help to study
the transient performance, controllability, and flexible operation of the plant and process dynamics via
dynamic process simulation.

In this work, a suitable set of steady-state and transient plant data, collected from a MEA
campaign at CO2 Technology Center Mongstad, is selected for dynamic process model validation
purposes. The plant was operated with flue gas from a natural gas fueled combined heat and power
plant. The selected data is utilized to validate a dynamic process model of the amine-based CO2

absorption-desorption process at TCM DA. Then, the validated model is employed to carry out two
case studies on the process dynamics of the TCM DA amine plant. In the first case study, the open-loop
transient response of the pilot plant at different operating loads of the plant is analyzed. In the second
case study, the performance of four decentralized control structures of TCM DA amine pilot plant is
evaluated for fast disturbances in flue gas volumetric flow rate.

2. Materials and Methods

2.1. Plant Description

CO2 Technology Center Mongstad test site has a pilot-scale amine-based chemical absorption
process plant. The amine plant can be configured to treat flue gas from a catalytic cracker from the
Mongstad refinery, with CO2 content of around 13–14 vol%, typically found in flue gas from coal-fired
power plants, and also to treat exhaust gas coming from a combined cycle gas turbine combined heat
and power plant (CHP), with CO2 content of around 3.5 vol%. A fraction of the product CO2 mass
flow rate can be re-circulated back upstream of the direct contact cooler (DCC) to increase the CO2

content, so CO2 concentrations of between 3.5 and 13–14 vol% could be fed to the plant to simulate
the effects of exhaust gas recirculation [50]. Table 1 presents data of the main process equipment of
TCM DA amine plant when configured to treat CHP flue gas, which has a total flue gas capacity of
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60,000 Sm3/h and can capture around 80 ton CO2/day. Figure 1 shows a simplified process flow sheet
of the amine plant at TCM DA when configured for CHP gas. A slipstream of exhaust gas is extracted
from the CHP plant placed next to the TCM DA facility, and it consists of about 3% of the total exhaust
gas. An induced draft blower is utilized to blow the flue gas flow. It has variable speed drives that
allow the flue gas volumetric flow rate fed to the absorber column to be manipulated. Upstream the
absorber column, a direct contact cooler cools down and saturates the flue gas with water, by means of
a counter-current flow stream of water.

Table 1. Size and materials of main process equipment at the amine plant at TCM DA with CHP
stripper configuration.

Absorber

Column cross sectional area (m2) 3.55 × 2
Column height (m) 62

Packing height (12 + 6 + 6) (m) 24
Water wash section height (3 + 3) (m) 6

Absorber packing type Koch Glitsch Flexipac 2X
Absorber washer packing type Koch Glitsch Flexipac 2Y HC

CHP Stripper

Column cross sectional area (m2) 1.33
Diameter (m) 1.3

Packing height (m) 8
Water wash section height (m) 1.6

Absorber packing type Koch Glitsch Flexipac 2X
Absorber washer packing type Koch Glitsch Flexipac 2Y HC

Heat Exchanger L/Rich

Duty (kW) 10358
Heat transfer area (m2) 308

Material SS 316L

Reboiler

Duty (kW) 3365
Heat transfer area (m2) 142

Material SS 316L

Lean Amine Cooler

Duty (kW) 5182
Heat transfer area (m2) 78.8

Material TITANIUM

A chemical absorption process occurs in the absorber column, where the chemical solvent, flowing
from top to bottom, meets the flue gas flowing in counter-current. The absorber column consists of
a rectangular polypropylene-lined concrete column with a height of 62 m and a cross-section of
2 × 3.55 m. The absorber-packed sections consisting of Flexipac 2X (Koch-Glitsch Italia, Vimercate,
Italy) structured stainless-steel packing are distributed from bottom to top in three sections of 12 m,
6 m and 6 m. Two water-wash systems are installed in the top of the absorption column, consisting of
two sections of Flexipac 2Y HC (Koch-Glitsch Italia, Vimercate, Italy) structured stainless-steel packing.
The water-wash sections limit emissions and are used to keep the water balance of the plant. The upper
water-wash sections can be operated as acid wash [51]. In addition, the plant can be configured to use
different packing heights in the absorber column resulting in 12, 18 or 24 m. This can be implemented
at TCM plant by introducing all the lean solvent flow at 12 m of absorber packing, 18 m of absorber
packing (12 + 6) m or 24 m of absorber packing (12 + 6 + 6) m.
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Figure 1. Simplified process flow sheet of the amine plant at CO2 Technology Center Mongstad,
when configured to treat flue gas from a natural gas-fired power plant. The figure shows the location
of some gas analyzers (GA), solvent analyzers (SA), flow transmitters (FT), pressure transmitters
(PT), temperature transmitters (TT) and level transmitters (LT). The main process controllers of the
regulatory control layer are shown, including flow controllers (FC), temperature controllers (TC),
pressure controllers (PC) and level controllers (LC).

A 10.4 MW plate and frame heat exchanger is present at the plant where the cold rich amine
solution coming from the absorber sump cools down the hot lean amine solution coming from the
stripper. In addition, a 5.2 MW lean amine cooler is utilized to set the temperature of the lean solvent
conducted to the top of the absorber packing sections, by using a stream of cooling water. The rich
solvent is pumped to the top of the stripper column, where it meets the stripping vapors generated in
the reboiler. The CHP stripper with overhead condenser system consists of an 8 m column of Koch
Glitsch Flexipac 2X structured stainless-steel packing of 1.3-m-diameter, and a water-wash system
with Koch Glitsch Flexipac 2Y HC structured stainless-steel packing of 1.6 m of height. The stripper
reboiler consists of a 3.4 MW thermosiphon steam-driven system that supplies the heat required for
the desorption process. The steam supplied to the reboiler comes from the refinery situated next to the
TCM DA facility. Details on the steam supply system can be found in Faramarzi et al. [51].

2.2. Pilot Plant Configuration and Instrumentation

The TCM DA amine plant can be utilized to test various chemical solvents. In this work, the tests
were conducted with 30 wt. % aqueous monoethanolamine (MEA). During the tests conducted
in the test campaign, the responses and performance of the pilot plant were logged and extracted
every 30 s. Gas composition was logged with gas analyzers at the inlet of the absorber, outlet of the
absorber, and the product CO2. A gas chromatograph (GC) installed at TCM DA plant can measure
concentrations of CO2, N2, H2O and O2 at the three locations in a nearly simultaneous manner, which is
a desired feature for transient tests; refer to GA1, GA2 and GA3 in Figure 1. Details on gas analyzers
and instrumentation at TCM DA plant can be found in [51].

Gas phase flow rates were measured at the plant during the tests. The flue gas volumetric
flow rate fed to the absorber is measured with an ultra-sonic flow meter (FT1). As discussed by
Faramarzi et al. in [51], the depleted flue gas flow meter (FT2) had a higher degree of variability than
FT1, and some transients were observed on the FT2 measurement that were not explained by changes
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in process parameters at the plant. Therefore the depleted flue gas flow rate was calculated in the
test campaign by considering that all O2 and N2 fed to the absorber goes out of the plant with the
depleted flue gas. The cooled product CO2 discharge flow (FT3) was measured with a vortex flow
meter. Other flow rates measured at the plant include the steam fed to the reboiler, the lean amine flow
rate at the absorber inlet and the rich amine flow rate at the absorber outlet. For flue gas flow meters,
the standard conditions are 15 ◦C and 101.3 kPa [51].

Pressures and pressure drops at different components of the plant were logged. In addition,
main process temperatures were logged. For process model validation, it is common to assess the
model prediction of the absorber and stripper temperature profiles. Within the absorber and stripper
columns of TCM DA’s amine plant there are four temperature sensors distributed in the radial plane
per meter of packing in the axial direction. Thus, there are 96 temperature sensors within packed
segments of absorber column and 28 temperature sensors within the packed segment in the stripper
column. These measurements allow the creation of clear temperature profiles of the absorber and
stripper columns in the axial direction (at each column height, the resulting temperature value is the
average of the four measurements distributed in the radial plane).

Online solvent analysis measurements (SA) were taken at the inlet (SA1) and outlet of the absorber
(SA2); refer to Figure 1. The measurements include pH, density and conductivity. In addition, solvent
samples were regularly taken manually and analyzed onsite. These analyses allow MEA concentration
and CO2 loadings to be calculated at the sampling points on a periodic basis. The actual reboiler duty
was estimated as suggested in Thimsen et al. [52]. Equation (1) shows the calculation of the actual
reboiler duty, where Fsteam is the logged measurement data of steam mass flow rate (refer to FT4 in
Figure 1), Tc is the condensate temperature, Tg is the superheated steam inlet temperature, pg is the
steam pressure at inlet, and pc is the condensate pressure. Enthalpy was calculated with the use of
accurate steam tables, with the condensate at the reboiler outlet assumed to be saturated liquid at Tc or
pc. The specific reboiler duty (SRD) in kJ/kgCO2 is calculated as in Equation (2), where Fprod is the
CO2 rich product mass flow rate; refer to FT3 in Figure 1.

.
Qreb = Fsteam

(
hg
(
Tg, pg

)
− hc(Tc, pc)

)
(1)

SRD =

.
Qreb
FProd

(2)

During the tests presented in this work, the averaged total inventory of aqueous MEA was
around 38.2 m3. Averaged values of liquid hold-ups and its distribution at different components of
the plant during the steady-state tests included in this work are presented in Table 2. Detailed data
on solvent inventory distribution throughout the plant is of importance in order to obtain suitable
dynamic process simulation results. The regulatory control layer of the plant was active during the
tests conducted in the MEA campaign. The main control loops of the regulatory control layer are
presented in Figure 1. Note that the actual regulatory control layer of the amine plant at TCM DA
is more complex and includes more control loops for auxiliary equipment, stable and safe operation
of the plant, and start-up and shut-down sequences. The control loops included here are those the
authors found relevant for the purposes of dynamic process modeling and simulation of this plant
during online operation, and considering the time scales of interest for process operation.
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Table 2. Averaged values of total solvent inventory and its distribution within the main components of
the TCM plant.

PCC Plant Main Components Solvent Inventory (m3)

Absorber sump 8.1
Absorber packing 8.4

CHP stripper packing 1.0
CHP stripper sump 2.3

CHP reboiler 0.4
Cold rich solvent pipe 2.2

Cold lean solvent pipes 5.2
Hot rich solvent pipe 1.1

Hot lean solvent pipes (including reboiler pipes) 8.2
Lean/rich hx—lean side 0.5
Lean/rich hx—rich side 0.5

Lean cooler 0.3
TOTAL 38.2

2.3. Dynamic Process Model

Dynamic process modeling was carried out by means of the physical modeling language
Modelica [53]. Modelica allows development of systems of differential and algebraic equations that
represent the physical phenomena occurring in the different components of the system. The process
models of the equipment typically found in a chemical absorption plant were obtained from a Modelica
library called Gas Liquid Contactors (Modelon AB, Lund, Sweden) [54], and the commercial tool
Dymola (Dassault Systèmes, Vélizy-Villacoublay, France) [55] was utilized to develop the models
and carry out the simulations. The component models include absorber and stripper columns,
sumps, lean and rich heat exchanger, stripper reboiler, overhead condenser, condensers, pipe models,
pumps, valves, measurements and controllers. The dynamic process model of the amine plant at
TCM DA presented in Figure 1 was developed by parameterizing, modifying and connecting the
different models. For this purpose, the main process equipment, size, geometry and materials were
considered; refer to Table 1. A key aspect for obtaining suitable dynamic simulation results is the
consideration of the distribution of solvent inventory at the different equipment of the plant. Therefore,
solvent inventory distribution was implemented in the dynamic process model; refer to Table 2.
Finally, the equivalent regulatory control layer of the plant was applied in the dynamic process
model; discussed later in Section 5.2. The models contained in the library have been presented
elsewhere [56,57]; therefore only an overview of the models is presented in the following. Numerical
integration of the resulting system of differential and algebraic equations was carried out in Dymola
with the differential algebraic system solver (DASSL) implemented in Dymola [55]. The main assumptions
applied are [56]:

• All chemical reactions occur in the liquid phase and are assumed to be in equilibrium.
• The flue gas into the absorber contains only CO2, O2, H2O and N2.
• MEA is non-volatile and not present in the gas phase.
• The total amount of liquid in the column is defined as the packing hold-up and the sump

liquid hold-up.
• The reboiler is modeled as an equilibrium flash stage.
• The liquid in the column sumps and other large volumes are assumed to be ideally mixed.
• Mass and heat transfer between liquid and gas phase is restricted to packed section.
• Negligible temperature difference between the liquid bulk and interface to gas phase.
• No storage of mass and energy in the gas phase.
• All liquid from the packing bottom in the stripper is fed to the reboiler with a constant liquid level.
• Constant target packing hold-up.



Energies 2017, 10, 1527 8 of 36

The models of the absorber and stripper columns are developed based on the two-film theory;
therefore, at the gas and liquid interface thermodynamic equilibrium is assumed. Interface mass
transfer phenomena is modeled in packed sections with a rate-based approach with enhancement
factor E [30], which takes into account the enhanced mass transfer due to chemical reactions; refer to
Equations (3) and (4), where ci,if and ci,b are molar concentrations at liquid bulk and interface, Aif is
the contact area, ki are the mass transfer coefficients by Onda [58], T is the bulk phase temperature,
and pi are the partial pressures of the species in the gas phase. The pseudo-first order enhancement
factor E is calculated as in Equation (5), where kCO2 is the overall reaction constant for CO2 and
CMEA the molar free MEA-concentration taken from [59], the diffusivity DCO2 of CO2 in aqueous
MEA is calculated by the Stokes-Einstein relation and the diffusivity of CO2 in water from [60]. Cef is
a pre-multiplying coefficient for calibration of enhancement factor. The packing characteristics of Koch
Glitsch Flexipac 2X were considered for parameterizing the packing segments of the dynamic process
model for absorber and stripper columns, with a surface area of 225 m2/m3 and a void fraction of 0.97.

.
ni,l = Ai f ki,lE

(
ci,b − ci,i f

)
i = CO2 (3)

.
ni,v =

Ai f Ki,v

(
pi,b − pi,i f

)
RT

i = CO2, H2O (4)

E = Ce f

√
CMEAkCO2 DCO2

ki,l
i = CO2 (5)

Phase equilibrium at the gas-liquid interface is calculated as in Equations (6) and (7), where the
solubility of CO2 in water is considered by Henry’s law, with Hei from [61]; activity coefficients γi
are implemented from [61]; chemical equilibrium is assumed at the interface and liquid bulk, and the
chemical equilibrium constants Ki implemented in the process model are obtained from Böttinger [61].
The Van’t Hoff equation is utilized in order to infer the heats of reaction ∆Hr from the equilibrium
constant; refer to Equation (8). The Chilton-Colburn analogy was employed to correlate sensible
heat transfer between phases with the gas phase mass transfer coefficient. Latent heat connected to
the transferred mass flow from one phase to the other is considered in the specific enthalpies of the
individual species. The heat of evaporation and heat of solution are a function of temperature but are
considered constant with solvent CO2 loading. The gas phase model assumes ideal gas law, and the
pressure of the column p is determined by the gas phase pressure drop.

yi p = γixi Hei i = CO2 (6)

yi p = γixi pi,sat(T) i = H2O (7)

dlnK
dT

=
∆Hr

RT2 (8)

The lean-rich heat exchanger is modeled as a static heat exchanger model with the ε-NTU
(effectiveness—number of thermal units), and pure transport delay models are used to account for
dead times included by the solvent hold-up within piping’ volumes.

At the top of the absorber column a washer model is implemented, consisting of a volume model
with phase separation that saturates the gas with water at the targeted temperature. A make-up stream
of water is injected in the absorber sump to keep the H2O mass balance of the system. MEA is assumed
non-volatile in the model and therefore it is only present in the liquid phase. However, in the actual
plant make-up MEA is required for operation and it is injected upstream the rich amine pump; refer to
Figure 1.
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3. Steady-State Validation of Dynamic Process Model

3.1. Steady-State Operating Cases

A test campaign was conducted at the amine plant at TCM DA using MEA, operated from 6 July
until 17 October 2015. Table 3 shows the steady-state cases generated during the test campaign that
were used in this work for dynamic process model validation purposes. The plant was operated
with 30 wt. % MEA for all cases. The objective was to select a set of steady-state cases from the
MEA campaign that could represent a wide range of steady-state operating conditions, including
data from full capacity of volumetric flow rate fed to the absorber column. The steady-state cases
were generated by varying the set points of the main pilot plant inputs, namely solvent circulation
flow rate Fsolv (refer to FT5 in Figure 1), reboiler duty (

.
Qreb), and flue gas volumetric flow rate (Fgas).

The steady-state cases represent a variation in operating conditions of the plant, especially on the flue
gas volumetric flow rate load of the absorber, CO2 capture rate, L/G ratio in the absorber and absorber
packing height. Cases 1 to 5 are operated at absorber full flue gas capacity of around 60,000 Sm3/h.
A similar mass-based L/G ratio, of around 0.89, is kept in the absorber column during the steady-state
operating cases with full capacity, with the exception of Case 4, where it is changed to 0.8, by varying
the rich solvent mass flow rate. The main process variability in these cases is the change in reboiler
duty, with CO2 capture rate ranging from 85 to 68%. CO2 capture rate was calculated with the method
1 described by Thimsen et al. [52]; refer to Equation (9), where Fprod refers to the product CO2 flow
rate (FT3 in Figure 1), and XCO2 is the mass fraction of CO2 in the absorber inlet (measured at GA1 in
Figure 1). Note that here CO2 capture rate has been named Des as it defines the desorption ratio utilized
in Section 5.2. In addition, Cases 2 to 5 were operated with 18 m absorber packing, i.e., the uppermost
absorber-packing segment is kept dry. Cases 6 to 10 are operated with 24 m absorber packing and
the absorber column at 80% volumetric flue gas flow rate capacity. The mass-based L/G ratios on
the absorber range from 1.34 to 0.75 for Cases 6 to 10, by varying solvent circulation mass flow rate.
The capture rate is kept constant at around 85% by varying the reboiler duty.

Table 3. A selection of steady-state data cases obtained from the test campaign conducted at TCM
plant during autumn 2015. The plant was operated with 30 wt. % aqueous MEA.

Case 1 2 3 4 5 6 7 8 9 10

Gas flow rate (Sm3/h) 59,461 59,468 59,442 59,499 59,544 46,973 46,973 46,973 46,973 46,973
Rich solvent flow rate (kg/s) 17.33 17.31 17.22 15.50 17.24 20.56 17.50 16.11 12.74 11.46

L/G ratio (kg/kg) 0.89 0.89 0.89 0.80 0.89 1.34 1.14 1.05 0.83 0.75
Reboiler duty (kW) 3417 3159 2664 2397 3056 2745 2669 2667 2659 2682

Absorber inlet gas CO2 (vol%) 3.64 3.61 3.59 3.58 3.59 3.60 3.62 3.62 3.62 3.62
Absorber inlet gas O2 (vol%) 15.52 15.54 15.55 15.46 15.35 15.30 15.48 15.49 15.51 15.52

Absorber inlet gas H2O (vol%) 3.98 3.92 3.93 4.01 4.22 3.80 3.36 3.46 3.52 3.43
Absorber inlet gas N2 (vol%) 79.09 79.02 78.85 78.57 78.20 78.18 78.88 78.94 79.06 78.96

Loading rich (mol/mol) 0.490 0.485 0.498 0.500 0.495 0.475 0.488 0.486 0.493 0.491
Loading lean (mol/mol) 0.280 0.294 0.333 0.341 0.314 0.342 0.329 0.310 0.260 0.229

Stripper bottom temperature (◦C) 120.9 121.1 119.1 118.9 120.1 116.6 118.3 119.1 121.4 121.8
CO2 product flow (kg/s) 0.95 0.89 0.75 0.68 0.84 0.74 0.74 0.75 0.77 0.76

CO2 capture rate (%) 85 80 68 - 75 85 85 85 85 85
Absorber packing height (m) 24 18 18 18 18 24 24 24 24 24

The first series of tests during the MEA campaign were dedicated to verification of mass balances
of the plant [50]. CO2 mass balance gives results close to 100%, and Gjernes et al. [50] conclude that
CO2 mass balance based on gas phase can be maintained at a level better than 100 ± 5%. In this work,
the suggested method in [50] was used during data selection in order to ensure that the steady-state
data cases presented in Table 3 have acceptable CO2 mass balance.

In order to develop the overall dynamic process model of the plant, the steady-state data for
Case 1, refer to Table 3, was used as a reference to calibrate the dynamic process model, and the main
outputs from the model simulations were compared with the plant data. This data set was chosen since
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it represents the baseline operating conditions of the amine plant at TCM DA when using aqueous
MEA as chemical solvent, as presented in Faramarzi et al. [51]. The models of the different subsystems
of the plant consisting of (i) absorber column; (ii) lean/rich heat exchanger; and (iii) stripper column
with overhead condenser and reboiler were calibrated separately, and then linked to form the overall
dynamic process model. The model was calibrated by tuning a pre-multiplying coefficient Cef for
the enhancement factor E. It was set to 0.28 in absorber packed segments and 0.01 in stripper packed
segments. The validation section included in this work extends on work conducted previously [62].

Des =
Fprod

Fgas·XCO2

(9)

3.2. Validation Results of Dynamic Process Model with Steady-State Plant Data

The results from the simulated dynamic process model for the steady-state operating cases,
described in Section 3.1, are displayed in Table 4. The results shown are for main process variables
during pilot plant operation, namely CO2 lean (Ll) and rich (Lr) loadings, product CO2 flow rate (Fprod),
specific reboiler duty (SRD) and stripper bottom temperature Tstr. Possible deviations in dynamic
process model prediction arise from errors related to measurement uncertainty and to modeling
uncertainty, the latter being related to the fact that a physical model is always a simplification of
reality. This means that it is natural to observe some deviation in the prediction of the dynamic process
model simulation. Therefore, it is of importance to quantify these errors so that they are kept within
reasonable bounds. The absolute percentage errors (AP) and the mean absolute percentage errors
(MAP) are calculated as in Equations (10) and (11), where xm is the value of the process variable
predicted by the process model simulation, xp is the value of the process variable measured at the pilot
plant at the given steady-state operation case, and n is the number of steady-state cases studied.

AP = 100·
∣∣∣∣∣
(
xm − xp

)
xp

∣∣∣∣∣ (10)

MAP = 100·
n

∑
i

∣∣∣∣ (xm,i−xp,i)
xp,i

∣∣∣∣
n

(11)

The results for lean CO2 loading are presented in Figure 2 with a parity plot, where ±5% and
±10% error lines are also shown. It is clear that the dynamic process model under-predicts lean loading
for most of the cases, with a MAP < 6.6%. In addition, Figure 2 shows the parity plot for CO2 product
flow rate; in this case, the CO2 product flow rate is also under-predicted by the dynamic process model,
with a MAP < 5.3%. Figure 3 shows the parity plot for stripper bottom temperature, with the ±2%
error lines plotted; stripper bottom temperature Tstr presented a MAP < 1%. From the parity plots, one
can observe that, despite the errors found in the absolute values predicted by the dynamic process
model with respect to the reference plant data, the dynamic process model can predict the variability
in the main process variables for a wide range of steady-state operating conditions.
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Figure 2. Parity plots of lean CO2 loading (left) and CO2 product flow rate (right). Lines for +10%,
+5%, −5% and −10% percentage error are shown. The mean percentage error is <6.6% for CO2 lean
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Figure 3. Parity plot for stripper bottom temperature for the 10 steady-state operation cases.
Lines for +2% and −2% percentage errors are shown. The mean percentage error is 0.86 for stripper
bottom temperature.

Temperature within absorber and stripper column is an important process variable since it
affects phase equilibrium at liquid and gas-liquid interface. Some important model parameters and
thermophysical properties depend on temperature, including heat capacity, water heat of condensation,
heats of reaction, equilibrium constants and CO2 solubility. Therefore, it is desirable that the
dynamic process model can predict with good accuracy absorber and stripper columns’ temperature
profiles. Figure 4 shows the comparison between the pilot plant temperature profiles of the absorber
and desorber columns with the predictions from the simulation of the dynamic process models.
Two steady-state operating cases are presented: Case 1 (Table 3) with absorber flue gas volumetric
capacity of 100%, mass-based L/G ratio of 0.89 and capture target of 85%; and Case 6 (refer to
Table 3) with 80% flue gas volumetric capacity, mass-based L/G ratio of 1.34 and capture target of 85%.
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Both cases were operated with 24 m of wet absorber packing, and represent two operating cases with
different flue gas capacities and L/G ratios.
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Figure 4. Temperature profiles for absorber column (left) and stripper column (right) for steady-state
cases 1 and 6. In both steady-state operation cases, 24 m of absorber packing were utilized.

Validation of absorber and stripper temperature profiles is normally considered a challenging
task for several reasons. At TCM DA the temperature profiles are the resulting averaged values
of the 4 measurements distributed radially in a given axial position within the column; refer to
Section 3. A given pilot plant temperature value presented in Figure 4 is the resulting average over time
during one hour of steady-state operating conditions, of the averaged 4 temperature measurements
radially distributed within the absorber or stripper column, at the given axial position of the column.
The individual temperature measurements are considered reliable and the resulting temperature
profiles are reasonable. However, some sensors are located closer to the center of the packing while
others closer to the wall. This results in a maximum variation (<6 ◦C) which is observed between
the measurements in the same radial plane, which depends on operating conditions and is different
at different radial planes. Based on the results presented in Figure 4, the dynamic process model
can properly predict absorber and stripper column temperature profiles with sufficient accuracy
considering the purpose of application. Absorber temperature profiles predicted by the model show
a good agreement with the experimental pilot plant data, and the model is capable of properly
predicting the trends in temperature along the column. The absorber temperature profiles have a mean
absolute percentage error (<2.5%) for Case 1 and (<2.1%) for Case 6, which is within the observed
maximum variability of the temperature measurements in a given radial plane. In addition, desorber
temperature profiles have a mean average error (<0.6%) for Case 1 and (<3.6%) for Case 6. It is the
desorber temperature profile for Case 6 that presents the less accurate prediction. In addition, it can
be concluded that the process model is capable of properly predicting the variation of temperature
profiles for various steady-state operating conditions.

4. Validation of Dynamic Process Model with Transient Plant Data

For dynamic process model validation purposes transient tests are conducted by means of
open-loop step changes in the main process inputs to the plant. The transient behavior occurs between
the initial steady-state operating conditions until the new steady-state operating conditions are reached.
In this work, the experiments consist of set-point changes in rich solvent flow rate, flue gas volumetric
flow rate fed to the absorber and reboiler duty. The output trajectories of main process variables
are observed and compared with the model output trajectories. In order to obtain good sets of data
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for validation, it is desired to apply the step changes in plant inputs in a non-simultaneous manner.
However, this is not normally easy to implement in practice. In order to compare the pilot plant
experimental output trajectories with the output trajectories predicted by the dynamic process models,
input trajectories were utilized in the dynamic simulations. This means that the measured time series
of the inputs applied to the pilot plant during the tests were applied as disturbances or inputs to the
dynamic process model; refer to Figures 5a, 6a and 7a. During the three tests, the regulatory control
layer of the plant was active. In Figures 5 and 6, the time t = 0 corresponds to the point from which
the set point of flue gas volumetric flow rate was changed. In Figure 7 the time t = 0 is the point from
when the set point of rich solvent flow rate was changed.
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Figure 5. (a) Main inputs to the plant for test with flue gas flow rate set-point reduction (kg/s).
Rich solvent flow rate from absorber (kg/s) and reboiler duty (kW); (b) Pilot plant transient response
and model output trajectory for CO2 product flow rate Fprod or CO2 desorbed (refer to FT3 in Figure 1);
(c) Pilot plant transient response and model output trajectory for CO2 absorbed in absorber column,
refer to Equation (11). The time t = 0 corresponds to the point from which the set point of flue gas
volumetric flow rate was changed.
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Figure 6. (a) Main inputs to the plant for test with flue gas flow rate set-point increase (kg/s).
Rich solvent flow rate from absorber (kg/s) and reboiler duty (kW); (b) Pilot plant transient response
and model output trajectory for CO2 product flow rate Fprod or CO2 desorbed (refer to FT3 in Figure 1);
(c) Pilot plant transient response and model output trajectory for CO2 absorbed in absorber column,
refer to Equation (11). The time t = 0 corresponds to the point from which the set point of flue gas
volumetric flow rate was changed.
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Figure 7. (a) Main inputs to the plant. Flue gas volumetric flow rate set-point change increase (kg/s).
Rich solvent flow rate from absorber (kg/s) and steam flow to reboiler (kg/s); (b) Pilot plant transient
response and model output trajectory for CO2 product flow rate Fprod or CO2 desorbed (refer to FT3 in
Figure 1); (c) Pilot plant response in CO2 absorbed mass flow rate (kg/s). The time t = 0 corresponds to
the point from which the set point of rich solvent flow rate was changed.

4.1. Flue Gas Flow Rate Ramp-Down

The main disturbance applied in this transient test consisted of a reduction in flue gas volumetric
flow rate at the inlet of the absorber. It was implemented at TCM DA pilot plant by changing the
set point of the blower cascade controller from 47,000 Sm3 to 40,000 Sm3; refer to FT1 in Figure 1.
This corresponds with flue gas volumetric flow capacities in the absorber column of 80% and 67%
respectively. Figure 5a shows the three main inputs of the plant for this test. During the test, reboiler
duty was changed in steps around the value of 3550 kW; this might be due to the effects of the
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regulatory control layer on steam mass flow rate. The solvent mass flow rate had small amplitude
oscillations around the set point.

CO2,abs = Fgas·XCO2 − Fdepleted·XCO2,out (12)

Figure 5b,c show the output trajectories of CO2 product flow rate (or CO2 desorbed) and CO2

absorbed to the disturbance applied in this test. CO2 absorbed is calculated as the difference between
CO2 mass flow rate at the absorber inlet and the CO2 mass flow rate leaving the absorber with the
depleted flue gas at the top of the absorber; refer to Equation (12). In Figure 5b, a dead time of around
40 min was observed, i.e., no significant changes are found in the CO2 desorbed until around 40 min
after the disturbance was applied to the pilot plant. In addition, the plant did not reach steady-state
operating conditions until around 4 h later. As shown in Figure 5c, there is not significant dead time in
the response of CO2 absorbed. The difference observed between the output trajectories is characteristic
of the coupled transient performance of the absorber and stripper columns. Figure 5b,c shows that
the process model is capable of predicting the main process dynamics for CO2 product mass flow rate
(CO2 desorbed), including an adequate prediction of dead times and stabilization time. In addition,
the CO2 absorbed transient performance trends are predicted in a satisfactory manner.

4.2. Flue Gas Flow Rate Ramp-Up and Step Changes in Reboiler Duty

These tests consist of combined input changes to the plant in terms of flue gas volumetric flow
rate and reboiler duty. A set-point increase of the flue gas volumetric flow rate fed to the absorber
from 40,000 to 47,000 Sm3/h was applied. This corresponds with 67% and 80% of the absorber column
capacity, respectively. In addition, step-changes in reboiler duty were applied during the transient
test. Figure 6a shows the three main inputs of the plant during the test. Figure 6b,c show the CO2

product flow and CO2 absorbed for the model and the pilot plant data. In this test a dead time of
around 20 min in the response of CO2 desorbed was observed. This confirms the buffering effect by
the chemical process in terms of the response of CO2 desorbed when the flue gas volumetric flow rate
is changed. There is evidence to support this observation in previous pilot plant studies [46–48]. The
delay in the response is partly attributed to solvent circulation time and the redistribution of liquid.
Despite the steady-state offset shown on CO2 absorbed in Figure 6b, a good prediction of the main
transient response is seen. It is possible that the reduction in reboiler duty at around 10 min flattens
out the response in CO2 product flow rate.

4.3. Solvent Flow Rate Ramp-Down

In this test, the plant is operated in steady-state until the rich solvent mass flow rate set point
is ramped down from around 17.5 kg/s to around 16.1 kg/s; refer to FT5 in Figure 1. The reboiler
duty and flue gas volumetric flow rate were intended to be kept constant. Figure 7a shows the three
main inputs of the plant during this transient test. In addition, the pilot plant performance in terms of
product CO2 mass flow Fprod (or CO2 desorbed) and absorbed CO2 flow rate are presented, together
with the dynamic process model simulations for this test. Again, a satisfactory agreement is found
between the plant trajectories and the output trajectories predicted by the dynamic process model.

From the three transient tests presented above, it can be concluded that the dynamic process
model predicts the transient trends of the main output trajectories of the process for different inputs to
the plant. In addition, the dead times and stabilization times of the process are properly predicted
by the dynamic process models, despite the steady-state deviations observed and already quantified
in Section 3.2. This means that the dynamic process model is suitable for simulation studies at the
plant scale, including dynamic process simulations to analyze the plant transient performance, and for
control tuning and advanced control layer design, including control structure studies.
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5. Case Study: Open-Loop Performance and Decentralized Control Structures

5.1. Open-Loop Step Responses at Different Plant Flue Gas Capacities

A power plant operated in a power market with a high penetration of renewables will most likely
be operated in load-following mode [7,63]. This means that the power plant with PCC will be operated
during a significant amount of its lifetime at part loads. In the case of a natural gas combined cycle
power plant with post-combustion CO2 capture it means that, at part-load operation, the gas turbine
(GT) load will be reduced, generating a reduced mass flow rate of flue gas that would be conducted to
the PCC unit. The purpose of this case study is to investigate the transient performance of the PCC
pilot plant via dynamic process simulation by implementing open-loop step changes to the dynamic
process model, and to compare the response of the plant at different part-load operating points, defined
by different mass flow rates of flue gas to be treated. The analysis will assess the transient response
of the plant to multiple and non-simultaneous step changes in three key inputs to the plant, namely
(i) flue gas flow rate Fgas (ii) solvent flow rate Fsolv; and (iii) reboiler duty

.
Qreb, at different flue gas

mass flow rate capacities of the plant. In order to define the part-load operating points, a decentralized
control structure was utilized, in which reboiler duty was the manipulated variable to control stripper
bottom temperature Tstr to 120.9 ◦C, and the solvent flow rate was the manipulated variable to control
CO2 capture ratio Cap to 0.85, as defined in Equation (13). When operating the plant at different flue
gas mass flow rates, corresponding to 100%, 80% and 60% of nominal mass flow rate, this results in
the three steady-state operating points presented in Tables 5 and 6. The control structure is defined as
control structure A in Table 7.

Cap =
Fgas·XCO2 − Fdepleted·XCO2,out

Fgas·XCO2

(13)

Table 5. Simulated pilot plant inputs’ set points for the three operating points to be studied, corresponding
to 100%, 80% and 60% of flue gas mass flow rate capacity of the pilot plant. With Cap = 0.85 and
Tstr = 120.9 ◦C for all cases.

Pilot Load (%) Fgas (kg/h) Fsolv (kg/s)
.

Qreb (MW)

100 19.3 17.6 3.5
80 15.3 13.2 2.7
60 11.6 9.5 2.1

Table 6. Simulated pilot plant values for the process variables, lean CO2 loading Ll, rich CO2 loading
Lr, CO2 capture ratio Cap and CO2 product flow rate, at three different operating points of the
plant, corresponding to 100%, 80% and 60% of flue gas mass flow rate capacity of the pilot plant.
With Cap = 0.85 and Tstr = 120.9 ◦C for all cases.

Pilot Load (%) Ll (mol/mol) Lr (mol/mol) Cap Fprod (kg/s)

100 0.280 0.501 0.85 0.91
80 0.246 0.514 0.85 0.72
60 0.228 0.514 0.85 0.55
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Table 7. Control structures for the supervisory control layer of the TCM amine plant. Key manipulated
variables (MVs) are solvent flow rate Fsolv and reboiler duty Qreb. Controlled variables are CO2

capture ratio Cap to 85%, defined in Equation (12), and stripper bottom temperature Tstr to 120.9 ◦C.
Control structure D controls Cap via a feed forward FF controller.

Pairing 1 Pairing 2

Control
Structure Manipulated Variable Controlled Variable Manipulated Variable Controlled Variable

A Fsolv Cap Qreb Tstr
B Qreb Cap Fsolv Tstr
C Fsolv L/G Qreb Tstr
D Fsolv Cap, with FF Qreb Tstr

The open-loop response was studied for the process variables (i) CO2 absorbed CO2,abs,
in Equation (11); (ii) CO2 desorbed CO2,abs (or Fprod); (iii) lean CO2 loading Ll at the inlet of the absorber;
and (iv) rich CO2 loading Lr at the outlet of the absorber. To characterize the transient response,
dead time θ, settling time ts, total stabilization time tt, and relative change (RC) were calculated:

• Dead time θ: it is the time that takes before a process variable starts to change from the initial
steady-state conditions as a response to the disturbance or input.

• Settling time: The 10% settling time ts is the time taken from when the process variable begins to
respond to the input change (dead time) until it remains within an error band described by 10%
of the change in the process variable ∆y and the final steady-state value of the process variable
y∞, i.e.: −0.1 ∆y + y∞ < y∞ < 0.1 ∆y + y∞.

• Total stabilization time: the sum of the dead time θ and the settling time ts is the resulting total
stabilization time tt.

• Relative change RC: Change in the observed process variable from initial steady-state conditions
y0 to the final steady-state conditions; refer to Equation (14).

RC(%) = 100·y∞ − y0

y0
(14)

The detailed results of the process simulations are presented in Tables A1–A3 in Appendix A.
Figure 8 shows the total stabilization times for the selected process variables at the three operating
points, for step changes in solvent flow rate and reboiler duty. The responses for step changes in flue
gas flow rate are not presented, since it is shown in Table A1 that the relative change RC in the output
process variables is very small or negligible (RC ranges from −0.81% to 0.21%). This can be explained
by the highly diluted nature of the CO2 in the flue gas (ca. 3.5 vol%). The results show the non-linear
behavior of the plant, with different transient responses to step change set-point increase and decrease
in key plant inputs, and at different loads of the plant.

Figure 8a shows the total stabilization time for lean CO2 loading Ll at the inlet of the absorber,
which ranges from 25 to 45 min in all cases. The results show that the required time for total stabilization
increases when the plant is operated at lower loads. As shown in Appendix A (Tables A1 and A2),
a general trend was that the dead time θ in the response of Ll to step changes in reboiler duty and rich
solvent mass flow rate increases at part-load points. This could be explained by the fact that at lower
loads the solvent mass flow rate is smaller (refer to Fsolv in Table 6), resulting in longer residence times
of the solvent through each equipment hold-up, piping, and recycle loop, this is, larger circulation
time. This can also explain why dead times are generally larger when decreasing solvent flow rate
than when increasing it; refer to Table A2 in Appendix A.
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Figure 8. Simulation results. Total stabilization times ts for open-loop ± 10% step changes in solvent
flow rate and reboiler duty for the process variables (a) Lean CO2 loading Ll; (b) rich CO2 loading
Lr; (c) CO2 absorbed CO2,abs and (d) CO2 desorbed CO2,abs. Stabilization times are calculated for the
response when the plant is operated at three different operating points in terms of flue gas mass flow
rate, 100%, 80% and 60% of nominal capacity; refer to Tables 5 and 6.

Figure 8b shows the total stabilization times for rich CO2 loading Lr at the outlet of the absorber
sump. In this case, the stabilization times range from 60 to 450 min. It should be mentioned that
the relative change RC in rich CO2 loading is also small or negligible for the disturbances studied
(see Appendix A), due to the fact that the solvent is operated close to its maximum loading capacity
of 0.51 mol/mol CO2 loading. The total stabilization times of the responses of rich CO2 loading Lr

to disturbances in solvent flow rate and reboiler duty are larger at lower plant loads. At 60% flue
gas capacity, a very slow response is found in Lr when the solvent flow rate is decreased by a −10%
step change; however, the relative change RC of Lr in this process variable is negligible for this plant
disturbance; refer to Table A2 in Appendix A.

The total stabilization times for CO2 absorbed CO2,abs response to disturbances in rich solvent
mass flow rate Fsolv and reboiler duty

.
Qreb are shown in Figure 8c. Total stabilization times range from

55 to 135 min. When the rich solvent mass flow rate is increased by 10%, this results in an increase in
CO2 absorbed with a relative change RC of 0.35% to 4.18% (refer to Table A2), due to the increased
L/G ratio in the absorber column. However, since the reboiler duty is kept constant, the lean loading
will increase (see RC values of Ll in Table A2). Due to the residence time in the hot solvent piping,



Energies 2017, 10, 1527 21 of 36

lean/rich heat exchanger and lean amine cooler of the recycle loop, it takes time for the solvent to
be distributed towards the inlet of the absorber. A dead time in CO2 lean loading Ll at the inlet of
the absorber of 11 to 22 min is observed (see Table A2). This results in it taking a long time for the
CO2,abs to stabilize. When the rich solvent mass flow rate is decreased by 10%, it is observed that
the CO2 absorbed CO2,abs decreases (relative change RC between −3.14% and −5.59% in Table A2).
This is a result of the combination of the reduction in L/G ratio and the decrease in lean loading Ll.
CO2,abs requiring time for stabilization (stabilization time of 65 to 69 min). When reboiler duty

.
Qreb

is increased by 10%, the lean loading Ll is decreased significantly (RC ranging from 6.75 to 8.59%),
which results in increase of CO2,abs (relative change RC of 4.0% to 6.07%). The change in lean loading Ll
is observed at the absorber inlet with a dead time of 13 to 23 min (due to circulation time of the solvent
in the recycle loop), and the total stabilization time for CO2,abs for increase in reboiler duty ranges
from 76 to 99 min. When reboiler duty

.
Qreb is decreased by 10%, the solvent lean loading increases

(RC of 6.63% to 8.46%), resulting in less CO2 being absorbed. Relatively slower response in CO2,abs to
disturbances in solvent flow rate and reboiler duty were found when the PCC was operated at lower
loads (55 to 99 min). An exception is found for the case when the solvent flow rate is increased at 100%
mass flow rate operating conditions of the plant.

Figure 8d shows the stabilization times for CO2 desorbed CO2,abs. For disturbances in rich solvent
flow rate and reboiler duty, the desorbed CO2 stabilizes slightly faster at lower loads (ranging from 2
to 100 min). In general, it was found that the desorption rate stabilized faster than the absorption rate
CO2,abs for the disturbances in solvent flow rate and reboiler duty applied to the process. When solvent
flow rate is decreased, this results in smaller L/G ratio in the absorber column and less CO2 being
desorbed in the stripper column. Since the rich CO2 loading does not change significantly (RC in Lr

from 0 to 0.08%), the CO2 desorbed CO2,des stabilizes faster than the CO2 absorbed (circulation time
through the recycle loop is not affecting the stabilization of CO2,abs). When the reboiler duty

.
Qreb is

increased by 10%, the relative change in CO2 desorbed is large (4 to 6.07% in Table A3), and with fast
total stabilization time (2 to 3 min in Table A3). A change in reboiler duty results in a fast response
in the produced stripping vapors, which also results in a fast response in CO2 product flow rate
(CO2 desorbed). The longest stabilization time for CO2 desorbed is found when the solvent flow rate is
increased at 100% operating conditions. It is notable that there is a big difference in total stabilization
times for solvent flow rate increase at different loads of the plant.

5.2. Decentralized Control Structures

In this section, four control structures for the TCM DA amine plant were tested via dynamic
process model simulations. The scenario considers realistic load changes on the power plant,
by changing flue gas flow rate feed to the absorber column. From a control analysis perspective,
flue gas flow rate change can be considered as a disturbance applied to the PCC process. A load
change event would result in a significant change in flue gas flow rate, at a ramp rate given by GT
operation and controls. Fast ramp rates are the goal of power plant operators, since a fast power plant
can respond to the variability in costs in a day-ahead power market [7,64]. For a NGCC power plant, a
fast ramp rate is considered to be around 10%/min GT load [4,65]. Two tests were considered and
simulated:

• Test 1: Ramping down flue gas flow rate from 100 to 70% in 3 min. The transient event starts at
t0 = 0 min, and sufficient simulation time is allowed for the plant to reach the new steady-state.

• Test 2: Flue gas flow rate is ramped up from 70 to 100% in 3 min. The transient event starts at
t0 = 0 min, and sufficient simulation time is allowed for the plant to reach the new steady-state.

The supervisory or advanced control layer of the TCM DA amine plant has three main degrees of
freedom, consisting of set point of flue gas volumetric flow rate Fgas, set point of rich pump solvent

flow rate Fsolv, and steam flow rate to feed the reboiler duty
.

Qreb; refer to FT1, FT5 and FT4, respectively
in Figure 1. Under normal and stable operation of the pilot plant at TCM DA, such degrees of freedom
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are changed manually by the operators to bring the plant to different operating conditions. If flue
gas flow rate is considered to be a disturbance, there are two degrees of freedom left for operation.
Note that here we do not consider the degrees of freedom available to the operators in the stabilizing
or regulatory control layer, or for other auxiliary operations of the plant, or start-up procedures.
Several studies in the literature suggest that keeping the capture ratio Cap and a temperature in the
stripper column constant can lead to efficient operation of the process for varying loads of the PCC
absorber-desorber process [13]. In this analysis, four control structures were tested, as presented in
Table 7. All the feedback control loops are PI controllers, and were tuned with the simple internal
model control (SIMC) tuning rules [66].

• Control structure A uses Fsolv to control capture ratio at the top of the absorber Cap defined by

Equation (13) to the set point of 0.85, and reboiler duty
.

Qreb to control the solvent temperature at
the stripper bottom Tstr to the set point of 120.9 ◦C. This control structure has been previously
proposed in the literature in different studies including [14,16], where it shows a fast response
and the capability to reject disturbances.

• Control structure B uses Fsolv to control the solvent temperature at the stripper bottom Tstr to the

set point of 120.9 ◦C, and reboiler duty
.

Qreb to control capture ratio at the top of the absorber Cap
to the set point of 0.85. Note that changes in reboiler duty result in a big change in solvent lean
CO2 loading (large relative change RC; see Appendix A). A similar version was suggested by
Panahi and Skogestad [14], where it was found that this control structure showed similar dynamic
behavior, in response to disturbances in flue gas flow rate, compared with a model predictive
control scheme (MPC).

• Control structure C utilizes solvent flow rate Fsolv to control the mass-based L/G ratio in the
absorber column at the same value as that in the close-to-design-point operating conditions.
This control structure has been studied previously in [12,15]. This control loop is implemented
via ratio control. In addition, reboiler duty is manipulated to control Tstr to 120.9 ◦C. The control
structure leads to different final steady-state operating conditions when ramping down the plant
load than the other three alternatives.

• Control structure D is a modification of control structure A. In this control structure, the solvent
flow rate set point is changed via a feed forward (FF) action to control the capture ratio Cap at
0.85; in addition, the stripper bottom temperature is controlled by manipulating the reboiler duty.
The feed forward controller is implemented by a set-point ramp change in the solvent flow rate
with the same total duration as the flue gas flow rate ramp change, to the final value that gives
a Cap of 0.85 under final steady-state conditions.

Figure 9 shows the simulated time input trajectories during the test with flue gas flow rate
reduction. The manipulated variables Fsolv and

.
Qreb are shown for the different control structures

evaluated. Figure 10 shows the output trajectories of CO2 capture ratio Cap, desorption ratio Des,
CO2 absorbed and CO2 desorbed for the transient tests of flue gas flow rate reduction. Figure 11 shows
the trajectories of lean loading Ll and stripper bottom solvent temperature Tstr for flue gas flow rate
reduction. In addition, Figure 12 shows the simulated time input trajectories during the test with flue
gas flow rate increase. Figure 13 shows the output trajectories of CO2 capture ratio Cap, desorption ratio
Des, CO2 absorbed and CO2 desorbed for the transient tests of flue gas flow rate increase, and Figure 14
shows the trajectories of lean loading Ll and stripper bottom solvent temperature Tstr for flue gas flow
rate increase. In order to compare the different control structure performances during transient load
change, the total stabilization times of the selected process variables are shown in Table 8. These will
indicate how fast the plant achieves stabilization of the different floating (not controlled) process
variables when moving from one operating condition to the next one. In addition, three transient
performance indicators have been considered and presented in Table 9. Note that, for this analysis
auxiliary consumptions of the plant are not considered.
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Figure 9. Inputs to the pilot plant during simulations for load change ramp-down (Test 1) from 100 to
70% with a ramp rate of 10%/min reduction in flue gas flow rate, for control structures A, B, C and D.
(a) Flue gas flow rate (kg/s), as a disturbance, and solvent flow rates (kg/s) of the rich pump as
manipulated variables (MVs); (b) Reboiler duty (W) as MV. The red vertical dotted line shows when
the transient event starts at t0.
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Figure 10. Outputs from pilot plant model during simulations for load change ramp-down (Test 1)
from 100 to 70% with a ramp rate of 10%/min reduction in flue gas flow rate, for control structures
A, B, C and D. (a) CO2 capture ratio Cap, as controlled variable (CV); (b) CO2 desorption ratio Des;
(c) CO2 absorption and desorption rates (kg/s). The red vertical dotted line shows when the transient
event starts at t0.
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Figure 11. Outputs from pilot plant model during simulations for load change ramp-down (Test 1)
from 100 to 70% with a ramp rate of 10%/min reduction in flue gas flow rate, for control structures
A, B, C and D. (a) Lean CO2 loading at the inlet of the absorber; (b) Stripper bottom temperature as
controlled variable (◦C). The red vertical dotted line shows when the transient event starts at t0.
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Figure 12. Inputs to the pilot plant during simulations for load change ramp-up (Test 2) from 70 to
100% with a ramp rate of 10%/min increase in flue gas flow rate, for control structures A, B, C and
D. (a) Flue gas flow rate (kg/s), as a disturbance, and solvent flow rates (kg/s) of the rich pump as
manipulated variables (MVs); (b) Reboiler duty (W) as MV. The red vertical dotted line shows when
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Figure 13. Outputs from pilot plant model during simulations for load change ramp-up (Test 2) from
70 to 100% with a ramp rate of 10%/min increase in flue gas flow rate, for control structures A, B,
C and D. (a) CO2 capture ratio Cap, as controlled variable (CV); (b) CO2 desorption ratio Des; (c) CO2

absorption and desorption rates (kg/s). The red vertical dotted line shows when the transient event
starts at t0.
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Figure 14. Outputs from pilot plant model during simulations for load change ramp-up (Test 2) from
70 to 100% with a ramp rate of 10%/min increase in flue gas flow rate, for control structures A, B, C and
D. (a) Lean CO2 loading at the inlet of the absorber; (b) Stripper bottom temperature as controlled
variable (◦C). The red vertical dotted line shows when the transient event starts at t0.
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Table 8. Total stabilization times of the floating process variables for the different control structures,
when ramping down the plant tt,down from 100% flue gas mass flow rate to 70%; and when ramping up
the plant tt,up from 70% flue gas mass flow rate to 100%.

Control Structure Process Variable tt,down (min) tt,up (min)

A
CO2 Absorbed 3.3 71.0
CO2 Desorbed 36.3 112.7

Ll 187.7 201.0

B
CO2 Absorbed 4.0 5.2
CO2 Desorbed 35.3 27.5

Ll 68.2 46.7

C
CO2 Absorbed 3.6 97.7
CO2 Desorbed 56.5 63.7

Ll 172.2 115.5

D
CO2 Absorbed 6.2 96.8
CO2 Desorbed 50.3 59.2

Ll 185.0 113.8

Table 9. Simulation results for accumulated reboiler energy consumption Qreb (MJ), accumulated CO2

emitted CO2,em and accumulated CO2 captured CO2,cap during the transient event (8 h) for the different
control structures A,B, C and D (refer to Table 7), when ramping up and down the plant (between
100% and 70% of flue gas mass flow rate). Static plant refers to an ideal static plant that changes
from the initial operating conditions to the final operating conditions instantaneously at time t = 0.
An integration time of tf = 480 min was utilized to calculate the values for the ideal static plant.

Transient
Event Indicator Static Plant A B C D

Ramp down
Qreb (MJ) 60,441 63,353 60,926 69,045 64,046

CO2,em (tons) 2.66 2.64 2.65 0.96 2.39
CO2,cap (tons) 15.70 15.76 15.75 17.44 16.01

Ramp up
Qreb (MJ) 100,924 100,898 100,655 98,973 98,667

CO2,em (tons) 4.49 4.51 4.53 4.77 4.94
CO2,cap (tons) 26.41 26.39 26.37 26.13 25.96

• Accumulated reboiler energy input Qreb (MJ): see Equation (15). This is calculated by integration

of the
.

Qreb trajectory under the transient event, from the initial time t0 = 0 min to the final
time tf = 480 min (8 h). The final time was defined to ensure that the plant was already
under steady-state conditions at the final operating point. This value Qreb represents the main
energy consumption of the process during the transient event of load change. In addition,
the consumption of an ideal static plant is included for comparison (see Table 9). The ideal
static plant is assumed to change from initial to the final steady-state operating conditions
instantaneously at time t0, and would operate until tf. The static plant value represents the
minimum value when ramping down and a maximum value when ramping up.

Qreb =
∫ t f

t0

.
Qreb(t)dt (15)

• Accumulated CO2 emitted CO2,em (tons): see Equation (16). This is calculated by integration
of the

.
mCO2 trajectory under the transient event, from the initial time t0 = 0 min to the final

time tf = 480 min; this represents the CO2 emitted at the absorber stack. The final time was
defined to ensure that the plant was already under steady-state conditions at the final operating
point. This measure represents the CO2 emitted during the transient event of load change.
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For comparison, the CO2 emitted by an ideal static plant is calculated (considered as the maximum
value when ramping down and a minimum value when ramping up), shown in Table 9.

CO2,em =
∫ t f

t0

.
mCO2(t)dt =

∫ t f

t0

.
mdepleted(t)·XCO2(t)dt (16)

• Accumulated CO2 captured CO2,cap (tons): see Equation (17). This is calculated by integration
of the CO2 absorbed CO2,abs trajectory (Equation (12)) under the transient event, from the initial
time t0 = 0 min to the final time tf = 480 min. The final time was defined to ensure that the plant
was already under steady-state conditions at the final operating point. This measure represents
the CO2 captured during the transient event of load change. For comparison, the CO2 captured
by an ideal static plant is calculated (considered as the minimum value when ramping down and
a maximum value when ramping up), shown in Table 9.

CO2,cap =
∫ t f

t0

(
Fgas(t)·XCO2(t)− Fdepleted(t)·XCO2,out(t)

)
dt (17)

Figure 10 shows that the CO2 capture ratio Cap had similar trajectories for control structures
A and B during Test 1 (flue gas ramp-down), and that Cap reached stabilization conditions faster
(20–50 min) than control structures C and D (around 270 min). Cap had also larger excursions from the
set point than when control structures A and B are utilized. The same trends are found for Test 2 with
flue gas flow rate ramp-up (Figure 13). When ramping up, control structures C and D stabilize faster
(around 160 min) than when ramping down. This showed that the utilization of close-loop feedback
control (structures A and B) allows shorter stabilization times to be reached for the controlled variable
CO2 capture ratio Cap. The desorption ratio Des trajectories in Figure 10 show that the plant requires
the shortest stabilization time for this process variable when employing control structure B (around
60 min), followed by control structure A and C (around 200 min). This can be explained by the fact that
for a change in reboiler duty the response of CO2 desorbed has a fast total stabilization time and a large
static relative change RC (where RC ranges from 4 to 6.29% and total stabilization time range from
2.2 to 3.5 min for a +10% step in reboiler duty); refer to Table A3. When it comes to the stabilization
time required for Des for Test 1, structures C and D presented a poorer performance as the trajectories
for Cap and Des deviate from the set point significantly. For control structure A, Des showed slow
performance for Test 2 (around 210 min total stabilization time) with significant oscillations around set
point; refer to Figure 13.

When ramping down the plant, CO2 absorbed and CO2 desorbed require similar stabilization
times for control structures A and B (around 3 min for CO2,abs and 36 min for CO2,abs), while the control
structures C and D require longer stabilization times for CO2 desorbed (around 50 to 57 min); refer to
Table 8. The trajectory of CO2 lean loading again shows shorter stabilization time for control structure
B. This can be explained by the large static relative change RC of the response of CO2 lean loading to
changes in reboiler duty (where RC ranges from −6.29% to −4.97% and total stabilization time range
from 22.7 to 39.2 min for a +10% step in reboiler duty); refer to Table A3. This contributes to the tight
control of CO2 capture ratio Cap achieved by control structure B, since the CO2 lean loading Ll is a key
process variable that connects the operation of the stripper and the absorber columns via the recycle
loop. In addition, control structure B shows the shortest stabilization times and smaller excursions of
the stripper bottom temperature Tstr (around 15 to 30 min), in Figures 11 and 14.

When the plant load is ramped up from 70 to 100% (Test 2), the control structure B in general
showed a faster dynamic performance with significantly shorter stabilization times required for
the floating process variables considered (5.2 min for CO2,abs, 27.5 min for CO2,abs and 46.7 min for
Ll), see Table 9; followed by C, D and A. Note that control structure B presented a faster dynamic
performance towards stabilization while ramping up (Ll stabilizes in 46.7 min) than when ramping
down the process (Ll stabilizes in 68.2 min). Control structures A, C and D required shorter stabilization
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times for CO2 absorption and CO2 desorption when ramping down the process load, while CO2 lean
loading stabilized faster when ramping up the plant load; refer to the stabilization time values in
Table 9. When the plant is operated under control structure C, the optimum solvent flow rate Fsolv and
lean loading Ll are not reached at the 70% absorber capacity steady-state operating conditions; refer to
time >250 min in Figures 9a and 11a, and time <0 min in Figures 12a and 14a. This leads to a higher
Cap than specified (refer time t > 290 min in Figure 10a and time t < 0 min in Figure 13a), and therefore
higher reboiler duty (time t > 290 min in Figure 9b and time t < 0 min in Figure 12b), even though the
stripper bottom temperature Tstr criterion is satisfied.

During the ramp-down transient event of the plant (i.e., period of 8 h from the time change was
implemented), the least energy-intensive performance measured by Qreb in Table 9 was observed for
control structure B. In addition, this structure shows the largest CO2 emissions during the transient
event, albeit still lower than the ideal static plant. The fast stabilization time of the plant process
variables achieved by control structure B provides a transient performance that is the closest to the
ideal static plant. Control structures C and D showed the largest CO2 captured during the transient
event. However, when ramping down the plant load, this means that the plant is emitting less CO2

during the transient event with control structures A, B, C and D than that established by the operational
objective and represented by the ideal static plant case. Consequently, when ramping down the plant
load, CO2 emissions will always be lower than those of the equivalent ideal static plant. In addition,
the plant is capturing more CO2 than the ideal static plant. Figure 10a shows how there are periods of
time in which the capture ratio Cap is above the target of 0.85, leading to more CO2 being captured
than the ideal static plant during the transient event. Control structures A and B showed the largest
CO2 emitted when compared with the ideal static case. Despite control structure A presenting a similar
amount of CO2 emitted during the transient event, it requires a larger amount of energy input during
this period than control structure B. Therefore, control structure B shows the best performance in terms
of energy consumption and CO2 emissions during the transient load change event of ramping down
the PCC plant load. When ramping up the plant load the most energy-intensive control structure is
control structure B. However CO2 emissions are the lowest, being closer to the minimum established by
the static plant. This means that, when ramping up the plant load, CO2 emissions will always be higher
than those of the equivalent ideal static plant. While control structure D is the least energy-intensive
process during the transient event of load change increase, it is the control structure with the largest
CO2 emissions during this transient event.

6. Conclusions

The pilot plant data obtained in this work from an MEA campaign at TCM DA amine plant
includes ten steady-state operating data sets. The data sets consist of a wide range of steady-state
operating conditions of the chemical absorption process in terms of L/G ratio in the absorber column,
different absorber packing heights, CO2 capture ratios, reboiler duty and flue gas flow rate fed to
the absorber. The data is considered reliable and valid and can be used for process model validation
purposes. In addition, the three transient data sets presented in this work represent transient operation
of the pilot plant driven by set-point changes in flue gas flow rate, solvent circulation flow rate and
reboiler duty. The transient data sets are considered reliable and suitable for dynamic process model
validation purposes, provided that input trajectories can be applied to the dynamic process model.

The validation of the dynamic process model with the steady-state and transient data shows
that the process model has a good capability of predicting the steady-state and transient behavior
of the plant for a wide range of operating conditions. The validation included in this work proves
the capacities of dynamic process modeling applied to large-scale experimental data. The model
is considered suitable for studies including transient performance analysis and control structure
evaluation studies at the plant scale. In addition, it provides confidence towards using the dynamic
process model for analysis of larger-scale PCC plants.
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The case study carried out in this work via dynamic process simulations with the validated model
shows that, generally, the plant responds more slowly at lower operating loads (the load being defined
by the flow rate fed to the absorber). A general trend is observed, in which it takes a longer time
to stabilize the main process variables of the pilot plant under open-loop step changes in the main
inputs of the process, namely solvent flow rate, flue gas flow rate and reboiler duty. From the process
simulations, it is found that, in general, the desorption rate stabilizes faster than the absorption rate for
set-point step changes in solvent flow rate and reboiler duty. In addition, ±10% step changes in flue
gas flow rate around a given operating point do not cause a large relative change in the main process
variables of the process (RC ranges from −0.81% to 0.21%).

The evaluation of the decentralized control structures shows that by adding closed-loop controllers
on the two main degrees of freedom of the plant—solvent flow rate and reboiler duty—to control two
other process variables, including CO2 capture ratio and stripper bottom solvent temperature, the plant
can be stabilized faster and more efficiently under varying loads. The control structure that showed
the best performance was control structure B, in which the reboiler duty is manipulated to control
CO2 capture ratio at the inlet of the absorber and the rich solvent flow rate to control the stripper
bottom solvent temperature. It was observed that control structure B provides the fastest stabilization
times for the main process variables under scenarios when the plant load is ramped down and up,
with ramp rates typically found in NGCC power plants with fast-cycling capabilities. When reducing
the PCC process load, this control structure is the least energy-intensive of those evaluated in this
work. When increasing the plant load, this control structure is the one with the lowest accumulated
CO2 emissions imposed by the process inertia during load-change transient operation.
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Abbreviations and Symbols

Aif Contact area
AP Absolute percentage error
Cap CO2 capture ratio
CHP Combined heat and power
CCS Carbon capture and storage
CO2 Carbon dioxide
CO2,em CO2 emitted (kg/s)
ci Molar concentration
Cef Pre-multiplying coefficient
DCC Direct contact cooler
Des Desorption ratio
DCO2 Diffusivity of CO2 in aqueous monoethanolamine
E Enhancement factor
F Mass flow rate (kg/s)
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FB Feedback
FC Flow controller
FF Feed-forward
FT Flow transmitter
GA Gas analyzer
GC Gas chromatograph
GT Gas turbine
Hei Henry’s constant
H2O Water
HX Heat exchanger
ki Mass transfer coefficient
Ki Equilibrium constant
LC Level controller
Ll Lean CO2 loading
Lr Rich CO2 loading
L/G Mass-based liquid to gas ratio (kg/kg)
LT Level transmitter
MAP Mean absolute percentage error
MEA Monoethanolamine
MPC Model predictive control
N2 Nitrogen
NCCC National carbon capture center
NGCC Natural gas combined cycle
O2 Oxygen
p Pressure (Pa)
PC Pressure controller
PCC Post-combustion CO2 capture
PT Pressure transmitter
PZ Piperazine
.

Qreb Reboiler duty (W)
Qreb Reboiler energy input (J)
RC Relative change
SA Solvent analyzer
SIMC Simplified internal model control
SRD Specific reboiler duty (kJ/kgCO2)
T Temperature (K)
TC Temperature controller
TCM DA CO2 Technology Cener Mongstad
ts Settling time
tt Total stabilization time
TT Temperature transmitter
X Mass fraction
xp Value measured at pilot plant
xm Value simulated model
y∞ Steady-state final value
θ Dead time
γi Activity coefficient
∆Hr Heat of reaction
∆y Change in process variable
ε-NTU Effectiveness number of thermal units
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Appendix A

Tables A1–A3 show the simulation results in terms of the dead time θ, 10% settling time ts,
total stabilization time tt and relative change RC %, for the open-loop response to step-changes in
the main inputs to the plant. The step changes are applied to the plant when it is operated at three
different steady-state operating conditions defined by three different mass flow rate capacities of the
absorber column. The inputs are:

• Flue gas mass flow rate ±10% step-change.
• Solvent mass flow rate ±10% step-change.
• Reboiler duty ±10% step-change.

The output process variables studied are:

• CO2 lean loading Ll (mol/mol).
• CO2 rich loading Lr (mol/mol).
• CO2 absorbed CO2,abs (kg/s).
• CO2 desorbed CO2,abs (kg/s).

Table A1. Open-loop response to ±10% step-changes in flue gas mass flow rate for three different
operating points of the pilot plant. Responses in CO2 lean loading Ll, CO2 rich loading Lr, CO2 absorbed,
and CO2 desorbed.

Input Fgas +10% Fgas −10%

Plant
Load

Process
Variable θ (min) ts (min) tt (min) RC (%) θ (min) ts (min) tt (min) RC (%)

100%

Ll 40.5 296.5 337.0 0.01 33.5 133.2 166.7 −0.35
Lr 0.0 41.7 41.7 0.09 19.0 116.3 135.3 −0.76

CO2,abs 0.0 95.2 95.2 0.05 0.0 168.7 168.7 −0.81
CO2,abs 22.2 244.3 266.5 0.04 22.7 128.7 151.3 −0.80

80%

Ll 50.3 260.8 311.2 −0.03 42.7 442.0 484.7 0.04
Lr 0.0 53.3 53.3 0.21 67.2 117.5 184.7 −0.15

CO2,abs 0.0 61.8 61.8 −0.03 0.0 334.5 334.5 −0.06
CO2,abs 25.5 393.7 419.2 −0.03 23.8 364.7 388.5 −0.06

60%

Ll 51.9 424.9 476.8 −0.03 53.7 318.5 372.2 0.08
Lr 0.0 96.1 96.1 0.00 0.0 192.8 192.8 −0.05

CO2,abs 0.0 113.7 113.7 −0.05 0.0 141.2 141.2 0.09
CO2,abs 27.7 363.4 391.1 −0.05 25.6 369.9 395.5 0.09

Table A2. Open-loop response to ±10% step-changes in solvent mass flow rate for three different
operating points of the pilot plant. Responses in CO2 lean loading Ll, CO2 rich loading Lr, CO2 absorbed,
and CO2 desorbed.

Input Fsolv +10% Fsolv −10%

Plant
Load

Process
Variable θ (min) ts (min) tt (min) RC (%) θ (min) ts (min) tt (min) RC (%)

100%

Ll 11.8 15.8 27.7 8.59 14.5 11.5 26 −7.50
Lr 14.2 89.7 103.8 −0.10 0 63.83 63.83 0.08

CO2,abs 0.0 133.2 133.2 0.35 0 67.16 67.16 −3.14
CO2,abs 0.0 98.8 98.8 0.35 0 12.83 12.83 −3.15

80%

Ll 15.8 18.5 34.3 7.85 19.5 13.16 32.66 −6.87
Lr 0.0 106.3 106.3 −0.04 0 176.66 176.66 0.02

CO2,abs 0.0 97.8 97.8 2.09 0 65.66 65.66 −4.38
CO2,abs 0.0 18.8 18.8 2.09 0 3.16 3.16 −4.39

60%

Ll 22.0 17.0 39.0 6.75 27 17.33 44.33 −6.28
Lr 0.0 141.0 141.0 −0.02 0 454 454 0.00

CO2,abs 0.0 104.0 104.0 4.18 0 69.5 69.5 −5.59
CO2,abs 0.0 23.5 23.5 4.18 0 3.8 3.8 −5.59
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Table A3. Open-loop response to ±10% step-changes in reboiler duty for three different operating
points of the pilot plant. Responses in CO2 lean loading Ll, CO2 rich loading Lr, CO2 absorbed,
and CO2 desorbed.

Input
.

Qreb +10%
.

Qreb −10%

Plant
Load

Process
Variable θ (min) ts (min) tt (min) RC (%) θ (min) ts (min) tt (min) RC (%)

100%

Ll 13.0 9.7 22.7 −6.29 12.7 15.5 28.2 8.46
Lr 31.8 81.5 113.3 −0.22 29.5 43.3 72.8 0.00

CO2,abs 6.0 70.8 76.8 6.07 5.0 49.8 54.8 −8.48
CO2,abs 0.0 2.2 2.2 6.07 0.0 10.3 10.3 −8.48

80%

Ll 17.0 11.7 28.7 −5.60 17.0 14.8 31.8 7.78
Lr 40.7 78.0 118.7 −0.03 38.3 88.0 126.3 0.02

CO2,abs 7.8 74.7 82.5 5.19 5.7 57.0 62.7 −7.16
CO2,abs 0.0 2.7 2.7 5.19 0.0 14.5 14.5 −0.05

60%

Ll 23.2 16.0 39.2 −4.97 23.8 17.3 41.2 6.63
Lr 47.0 99.3 146.3 −0.01 47.8 114.7 162.5 0.00

CO2,abs 9.5 89.6 99.1 4.00 7.5 72.0 79.5 −5.30
CO2,abs 0.0 3.5 3.5 4.00 0.0 3.3 3.3 −5.30
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A B S T R A C T

Flexible operation of combined cycle thermal power plants with chemical absorption post combustion CO2

capture is a key aspect for the development of the technology. Several studies have assessed the performance of
decentralized control structures applied to the post combustion CO2 capture process via dynamic process si-
mulation, however there is a lack of published data from demonstration or pilot plants. In this work, experiments
on transient testing were conducted at the amine plant at Technology Centre Mongstad, for flue gas from a
combined cycle combined heat and power plant (3.7–4.1 CO2 vol%). The experiments include six tests on open-
loop responses and eight tests on transient performance of decentralized control structures for fast power plant
load change scenarios.

The transient response of key process variables to changes in flue gas volumetric flow rate, solvent flow rate
and reboiler duty were analyzed. In general the process stabilizes within 1 h for 20% step changes in process
inputs, being the absorber column absorption rates the slowest process variable to stabilize to changes in reboiler
duty and solvent flow rate. Tests on fast load changes (10%/min) in flue gas flow rate representing realistic load
changes in an upstream power plant showed that decentralized control structures could be employed in order to
bring the process to desired off-design steady-state operating conditions within (< 60min). However, oscilla-
tions and instabilities in absorption and desorption rates driven by interactions of the capture rate and stripper
temperature feedback control loops can occur when the rich solvent flow rate is changed significantly and fast as
a control action to reject the flue gas volumetric flow rate disturbance and keeping liquid to gas ratio or capture
rate constant.

1. Introduction

The anthropogenic greenhouse gas emissions have led to the in-
crease in concentration of CO2 in the atmosphere, being the main cause
of global warming and climate change (IPCC, 2014). Carbon capture
and storage (CCS) is a group of technologies that can significantly re-
duce the CO2 emissions from the use of fossil fuels for thermal power
generation and other industrial sources (IEA, 2008). According to the
International Energy Agency, the global average carbon intensity of the
power sector in 2015 was around 500 kgCO2/MWh and global average
of 100 kgCO2/MWh should be achieved by 2040 to be consistent with a
2 °C scenario (IEA, 2016). In this regard, natural gas combined cycle
power plants could be considered today as low carbon alternatives due
to their carbon intensity levels of 400–450 kgCO2/MWh. However, in

the mid-to-long term it might be required to decarbonize natural gas
combined cycle power plants by retrofitting existing units with post-
combustion CO2 capture (PCC) or by designing new CCS power plants.
Post-combustion CO2 capture with chemical absorption using amines is
considered a mature technology for CCS from thermal power plants
(Boot-Handford et al., 2014), and it has been demonstrated at com-
mercial scale in CCS projects from coal-fired thermal power plants, at
Boundary Dam project in Canada (Singh and Stéphenne, 2014) and the
Petra Nova project in US (NETL, 2018).

In current and future energy systems with high penetration of re-
newable energy sources, the operational role of thermal power plants
changes. Load-following operation of thermal power plants and flexible
operation will become a key aspect of the technology development
(NETL, 2012; Gonzalez-Salazar et al., 2017). Thermal power plants will
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need to cycle on and off and to ramp up and down more frequently,
rapidly and cost-effectively (Lew et al., 2012), in order to keep the
balance between generation and demand and back-up renewable en-
ergies, and to be competitive in the power markets. Regarding thermal
power plants with CCS, load following capabilities and operational
flexibility are considered as extremely important aspects of the tech-
nology (Boot-Handford et al., 2014; IEAGHG, 2012; Montañés et al.,
2016).

The transient performance of the post-combustion CO2 capture
system during start-up and shut down, load changes and flexible op-
eration strategies is a key aspect that has been subject of extensive study
via dynamic process simulation tools. Dynamic process modeling and
simulation has been used to assess aspects of flexible operation and
control of thermal power plants integrated with PCC (Walters et al.,
2016; Garđarsdóttir et al., 2017; Montañés et al., 2017a; van de Haar
et al., 2017; Wellner et al., 2016; Zhang et al., 2016; Dutta et al., 2017).
Bui et al. (2014) concluded that work should focus on providing sets of
transient data from PCC pilot plants for dynamic process model vali-
dation and for gathering more knowledge on pilot plant flexible op-
eration. Nevertheless, pilot plant testing requires expensive resources
and there are limited published data with transient operation available
in the literature. Transient pilot plant testing is normally conducted
with two methodologies, open-loop transient testing or testing flexible
operation scenarios.

During open-loop testing, step changes are applied in set-points of
some inputs to the plant, and the transient response of the process
variables of the system are monitored. This approach helps to char-
acterize and analyze the transient response of the process and con-
tributes to generate suitable data sets that can be utilized for dynamic
process model validation. The open-loop tests are desired since they
minimize data variability and also allow to identify the effects that one
input or disturbance to the plant have on important process variables of
the process. In addition, the influence of the control loops of the ad-
vanced control layer of the chemical plant on the resulting transient
performance is reduced. Test campaigns have been conducted for the
chemical absorption process with aqueous monoethanolamine (MEA).
Faber et al. (2011) conducted transient tests with the Esbjerg pilot plant
at the coal-fired power plant Esbjergværket, in Denmark. They conclude
that the capture process acts as a buffer for any perturbation at the
inlet, and that the process required between 1 h 15min and 1 h 45min
for stabilization after the disturbances applied. Validation of dynamic
process models with data from Esbjerg transient tests was conducted by
Åkesson et al. (2012) and Gaspar et al. (2016). Flø et al. conducted
transient tests at the Gløshaugen pilot plant to provide sets of data and
carry out dynamic process model validation by applying set-point step
changes (Enaasen Flø et al., 2015). Several publications have described
transient tests by applying step-changes in main inputs to the process in
pilot plants with the purpose of generating data for dynamic process
model validation (van de Haar et al., 2017; Montañés et al., 2017c;
Enaasen et al., 2014; Chinen et al., 2016; Bui et al., 2016). In addition,
research is carried out to reduce the heat required for solvent re-
generation (Zhang et al., 2017; Liu et al., 2017).

Bui et al. (2016) conducted a flexible operation campaign at the
AGL Loy Yang power station, with the post-combustion CO2 capture
pilot plant that treats a slipstream of flue gas from the coal fired power
plant. This experimental study verifies that flexible operation is fea-
sible, and highlights the lack of experimental tests involving control
structure analysis during dynamic operation of pilot plants. Tait et al.
(2016) conducted a pilot scale study of dynamic response scenarios for
flexible operation of the PCC process. Five scenarios were tested: gas
turbine shut down, gas turbine start-up and three scenarios for power
output maximization. Their conclusions include that large solvent in-
ventory increases total circulation times, and those have a significant
effect on capture rate during dynamic operation, and that the plant
requires longer time for stabilization when operated with larger
amounts of solvent inventory.

A key aspect of transient operation of the process is related to the
control structure implemented in the PCC plant. The transient response
of the system to disturbances differs for different control strategies.
Several contributions in the literature have utilized validated dynamic
process models and simulations in order to assess the controllability and
evaluated the capability of different control structures to reject dis-
turbances (Garđarsdóttir et al., 2017; Montañés et al., 2017a; IEAGHG,
2016; Nittaya et al., 2014; Panahi and Skogestad, 2012). The work
conducted via dynamic process simulation contributes to develop the
learning curve for flexible operation of the system in the scarcity of
commercial scale operational experience. However, to the authors
knowledge these control strategies have not been implemented or
tested at pilot or demonstration scale plants. Therefore, this work fo-
cuses on getting hands on experience on the implementation of de-
centralized control structures and testing them for fast load change
disturbances at a pilot plant for flue gas from a natural gas fueled
combined cycle power plant. In this work the tests were conducted at
the amine plant at Technology Centre Mongstad (TCM DA), which is a
larger scale pilot plant than the pilot plants and laboratory set-ups
employed for previous transient testing dedicated papers available in
the literature (Faber et al., 2011; Bui et al., 2016; Tait et al., 2016).

The objectives of this work were to evaluate the performance of a
demonstration plant to open-loop step-changes in main inputs to the
process, and to evaluate the performance of decentralized control
structures applied to a demonstration PCC plant. The tests were con-
ducted at the amine plant at Technology Centre Mongstad (TCM DA) in
Norway during the MEA-3 test campaign (Faramarzi et al., 2017a).
Validated dynamic process models developed in previous work
(Montañés et al., 2017b) were employed to carry out the test planning.
The tests were conducted at the plant for disturbances representing fast
load changes of the upstream power plant.

2. Chemical absorption pilot plant with amines at Technology
Centre Mongstad

The amine plant at the Technology Centre Mongstad is a flexible
plant that can be configured to treat flue gas with a wide range of CO2

concentrations and with different absorption solvents. That includes

Nomenclature

3PRH Three pressure reheat
CCS Carbon capture and storage
CHP Combined heat and power
Fgas Flue gas volumetric flow rate [Sm3/h]
Fprod CO2 product mass flow rate [kg/h]
Fsolv Rich solvent mass flow rate [kg/h]
Fsteam Reboiler steam mass flow rate [kg/h]
Cap Capture rate
DCC Direct contract cooler

GT Gas turbine
L/G Liquid to gas ratio [kg/Sm3]
MEA Monoethanolamine
PCC Post combustion CO2 capture
PI Proportional-Integral feedback controller
SIMC Simple internal model control
SRD Specific reboiler duty [kJ/kg CO2]
Tstr Stripper bottom temperature [°C]
TCM DA Technology Centre Mongstad
TPM Throughput manipulator
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flue gas coming from the residue fluid catalytic cracker (RFCC) of the
Statoil refinery placed next to TCM DA facility with typical CO2 con-
centration of coal-fired power plants (14 vol% CO2), and flue gas from
the natural gas combined cycle combined heat and power plant (CHP)
with a CO2 concentration of around 3.5 vol%. Fig. 1 shows a simplified
process flow sheet of the plant when it is configured with the CHP
stripper. Details on the amine pilot plant are presented in previous
modeling, validation and simulation work by (Montañés et al., 2017b,
2017c), and other published works with the amine plant when using
aqueous MEA as chemical solvent (Gjernes et al., 2017; Faramarzi et al.,
2017b; Hamborg et al., 2014). The process configuration consists of the
simple absorber-desorber solvent regeneration process with chemical
absorption of CO2, and the chemical solvent employed was 30% aqu-
eous MEA. The plant can capture around 80 tonCO2/day for operation
with CHP gas conditions and the flue gas volumetric flow rate capacity
is 60 000 Sm3/hr. Here standard S means 1 atm and 15 °C.

A slipstream of flue gas coming from the natural gas fired CHP plant
is conducted by a blower towards the pilot plant. The blower has
variable speed drives that allows manipulating the flue gas volumetric
flow rate to the plant. As shown in Fig. 1, a closed-loop controller on
FT1 allows to specify the set-point of the flue gas volumetric flow rate at
the inlet of the absorber, by manipulating the speed of the blower at the
inlet of the direct contact cooler (DCC). The blower also provides the
pressure required to overcome the pressure drop induced by the DCC
and absorber column.

The flue gas is conducted towards the DCC, where it is cooled down
and saturated with a countercurrent flow of water. The flue gas flows
through the absorber column, were it contacts the chemical solvent in
the absorption packing segments of the column. Then it flows towards
the two water wash sections that are operated to control the water
balance of the plant and to limit the gas emissions. A water make-up
stream is injected in the water wash system. The packing material in
which the chemical solvent meets the flue gas, and where the heat and
mass transfer phenomena related to the exothermic chemical

absorption process occurs, is divided in three sections. The three sec-
tions consist of structured stainless steel Koch Glitsch Flexipack 2X
(Hamborg et al., 2014). The packing has a rectangular cross section of
3.55×2m2 with a total of 24m of absorber packing (12m at the
bottom, 6m in the middle and 6m at the top). The water wash section
consists of two sections of 3m each, of structured stainless steel Koch
Glitsch Flexipack 2Y HC (Hamborg et al., 2014). The depleted flue gas
leaves the process at the top of the column.

The solvent loaded with CO2 (rich solvent), accumulates in the
absorber sump. The absorber sump at TCM DA amine plant also has the
function of surge tank, in which the solvent will accumulate at different
operating loads of the plant, and where the water streams of the process
(from water wash and stripper reflux) are recirculated. The rich flow
(FT5) is pumped by a variable speed pump, which sends the flow
through the lean/rich integration heat exchanger, where the rich sol-
vent is heated up by the lean solvent from the stripper bottom. The
lean/rich heat exchanger consists of a plate and frame heat exchanger.
The solvent loaded with CO2 flows downwards through the stripper
packing material, consisting of 8m of Koch Glitsch Flexipack 2X
(Hamborg et al., 2014) with diameter of 1.3m, where it meets the
stripping vapors of CO2 and H2O generated in the reboiler. The reboiler
consists of a thermosiphon type heat exchanger, where heat is provided
by steam from the refinery. Details on the steam supply system are
presented in Faramarzi et al. (2017b). The stripping vapors flow
through a water wash section were some more water is removed, and
then through the overhead cooler and condenser where the water
condensates. The CO2 rich stream, product CO2 (FT3), is sent to the CO2

stack. The lean solvent accumulates in the stripper sump, and it is
pumped towards the lean/rich heat exchanger and the direct contact
cooler by means of the lean solvent pump. The lean amine cooler allows
to control the temperature of the lean solvent at the inlet of the ab-
sorber column, by manipulating the flow of cooling water.

Fig. 1. Simplified process flow sheet of the amine plant at TCM DA when configured to treat flue gas from the CHP plant. Figure obtained and modified from
(Montañés et al., 2017b). The figure shows transmitters (−T), Controllers (−C) and the location of gas analyzers (GA), solvent analysis sampling points (SA). Flow
transmitters (FT), level transmitters (LT), temperature transmitters (TT), pressure transmitters (PT).
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3. Description and objectives of experiments

3.1. Process conditions during the tests

The pilot plant was operated under similar process conditions as in
the baseline presented in Faramarzi et al. (2017b). This was im-
plemented by setting similar independent parameters, i.e., the process
variables that are available for control for the operators (Thimsen et al.,
2014). The initial steady-state process conditions for the control
structures testing period for flue gas at the inlet of the absorber column
(refer to GA1 in Fig. 1) are presented in Table 1. Note that the steady-
state process conditions presented in this section of the paper were
obtained as averaged values during 25min of steady-state operation
before test 1 on control structures was initiated (refer to Fig. 2 and
Section 3.2). This differs from the baseline data from (Faramarzi et al.,
2017b), which have been obtained with a larger amount of operating
hours and with third party verification of instrumentation and data.

During the whole test period of open-loop testing (refer to Section
3.1) and part of the test period for control structure testing, flue gas at
the inlet of the absorber had a higher CO2 content of around 4.1 vol%
compared to typical values of CO2 content of around 3.7 vol% when
running the plant with CHP flue gas. This was because the CHP power
plant located upstream the pilot plant process was fired with a different
fuel during parts of the test period, the fuel consisting of a mixture of
natural gas and refinery gas. From a pilot plant operation perspective,
this can be considered as a boundary condition and could not be
modified. That resulted in a lower capture rate (around 74% instead of
around 85% (Faramarzi et al., 2017b)) and higher specific reboiler duty
(SRD), 3.80 kJ/kgCO2 instead of 3.63 kJ/kgCO2 (Faramarzi et al.,
2017b) compared to the baseline presented in (Faramarzi et al., 2017b).
During the test period for tests 1–8, the CO2 vol% changed; refer to
Fig. 2. The CO2 content in flue gas was around 4.1 vol% until around
29 h of testing in which it was reduced in a close-to-step manner to-
wards 3.7 vol%. This corresponded to a disturbance during the test 6
(refer to Section 3.3.2). In addition, the CO2 content was reduced to
around 3.6 vol% at around 32.5 h of testing. This happened during test

7. The effect of these disturbances is discussed in Section 4.2.2. The flue
gas supply temperature can be controlled by manipulating the cooling
water temperature at the inlet of water stream to the DCC; refer to
Fig. 1. For the experiments, the flue gas temperature was controlled to
around 30 °C. Note that, during open-loop testing, the CO2 vol% was
close to 4.1 for all the tests A–F; refer to Section 3.1.

Process conditions of aqueous MEA solvent during the initial steady-
state conditions of test 1 on control structure testing, are presented in
Table 2. Solvent lab samples were collected regularly during the testing
at the inlet of the absorber and at the outlet of absorber (refer to SA1
and SA2 in Fig. 1). During the tests, lean MEA concentration was
slightly below 30wt% MEA. Note that consistent inventory control and
a proper configuration of the regulatory control layer of the plant is
required for stable operation of the process (Aske and Skogestad, 2009).
The solvent flow network is defined by changing the set-point of the
rich solvent mass flow rate, which acts as a throughput manipulator
(TPM) of the process. The lean solvent flow rate is manipulated with a
PI controller to control the stripper’s sump level, so it is automatically
adjusted when changing the rich solvent flow rate, while the tem-
perature of the lean solvent at the inlet of the absorber column is
controlled at a value of around 37 °C by a varying stream of cooling
water to the amine cooler. Table 3 shows the solvent inventories at
different operating conditions of the plant. Fig. 3 shows the block
diagram with the different main volumes of equipment at the pilot
plant, and the circulation times at each of these components. The cir-
culation times are calculated considering rich and lean volumetric flows
and solvent inventories at the different components of the pilot plant
for three selected operating conditions. Fig. 3 shows the influence of
solvent flow rate on the circulation times. At high solvent flow rates
(case 1 in Table 3), the resulting circulation times were smaller, with a
total circulation time of the pilot plant of around 41min, while for the
case with lowest solvent flow rate (case 3 in Table 3) the total

Table 1
Flue gas averaged process conditions at the inlet of the absorber column, refer
to GA1 in Fig. 1. The process conditions are the averaged values during 25min
of operation before the first test 1 started, refer to Section 3.3.1.

CHP flue gas process conditions Unit Value

Operating capacity % 100
CHP flue gas supply rate Fgas Sm3/h 60 528
CHP flue gas supply temperature °C 30.0
CPH flue gas supply pressure barg 0.0485
CHP flue gas supply CO2 (wet) vol% 4.12
CHP flue gas supply O2 (wet) vol% 14.09
CHP flue gas supply water content vol% 4.43
Depleted flue gas temperature °C 31.1

Fig. 2. CO2 content of flue gas at the absorber inlet during the hours of testing for control structures (test 1–8). CO2 vol% (wet) measured with the gas chromatograph
(GC) installed at TCM DA at point GA1 (refer to Fig. 1).

Table 2
Solvent averaged process conditions at different locations of the plant, refer to
Fig. 1. The process conditions are the averaged values during 25min of op-
eration before the first test 1 started, refer to Section 3.3.1. Lean loading Ll and
lean MEA concentration cMEA are taken at the SA1 sampling point, while rich
loading at SA2 sampling point.

Solvent process conditions Unit Value

Lean MEA concentration wt% 28.7
Lean CO2 loading mol CO2/mol MEA 0.22
Lean amine supply flow rate kg/h 62 283
Lean amine supply temperature °C 36.8
Lean amine density kg/m3 1069
Rich CO2 loading mol CO2/mol MEA 0.53
Rich solution supply flow rate kg/h 65 663
Rich solution supply temperature °C 111.1
Rich solution density kg/m3 1 120
Rich solution return temperature °C 32.8
Lean solution return temperature °C 120.4
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circulation time was around 71min. This has implications on the
transient operation of the plant, since when the process is operated with
lower solvent flow rates, it requires longer times to reach steady-state
operating conditions, according to dynamic process simulation analyses
(Montañés et al., 2017b). When the solvent circulation flow rate is
decreased, excess solvent accumulates mainly in the absorber sump, i.e.
the absorber sump also has the function of a surge tank. This can ex-
plain the increase in solvent hold up in the absorber sump from Case 1
to Case 3 (see Table 3). Together with the lower solvent flow rate, it
results in an increase in circulation time from around 3min to around
10min in the absorber sump; refer to Fig. 3. Note that during the tests
presented in this work, the pilot plant was operated with a relatively
low amount of solvent inventory in the absorber sump,
3.7 m3–5.7m3,compared with other test campaigns (Montañés et al.
reported a total solvent inventory in the absorber sump of 8.1 m3

(Montañés et al., 2017b)).
The process operating conditions at the desorber-reboiler section of

the process during test 1 on control structures are presented in Table 4.
The steam flow rate is changed at the plant by manipulating the set-
point of the steam pressure, which can be as well set on stripper sump
temperature control; refer to Section 3.3. The stripper overhead pres-
sure is controlled by the product CO2 valve to a set-point of around
1.9 bar. The actual reboiler duty is calculated considering the steam and
condensate process conditions (pressures, temperatures and mass flow
rate) as presented in literature (Montañés et al., 2017b; Thimsen et al.,
2014).

3.2. Tests on open-loop performance

The purpose of the open-loop dynamic tests was to investigate the
transient performance of the PCC pilot plant by implementing open-
loop step-changes. The analysis aims to assess transient response of the
plant to multiple and non-simultaneous step-changes in key inputs/

Table 3
Solvent inventory distribution at different components of the amine pilot plant
at TCM DA during the tests campaign. The three cases were selected to re-
present different process conditions with different rich solvent mass flow rate
(Fsolv) of 65 700 kg/h (Case 1 on 17 July 2017 at 11:30), 52 000 kg/h (Case 2 on
July 23 at 04:00) and 40 000 kg/h (Case 3 on 17 July at 23:00). Total circu-
lation times are calculated considering the addition of circulation times in
Fig. 3, for each case.

Solvent flow rates Case 1 Case 2 Case 3

Rich solvent mass flow rate [kg/h] 65 630 52 025 40 042
Rich solvent volumetric flow rate [m3/h] 58.7 46.4 35.7
Lean solvent mass flow rate [kg/h] 62 286 49 074 37 487
Lean solvent volumetric flow rate [m3/h] 58.0 45.8 33.9

Pilot plant component Solvent
inventory Case
1 [m3]

Solvent
inventory Case
2 [m3]

Solvent
inventory Case
3 [m3]

Absorber sump 3.67 4.87 5.67
Absorber packing 9.09 8.15 7.36
CHP stripper packing 1.07 0.94 0.85
CHP stripper sump 2.35 2.28 2.29
CHP reboiler 0.42 0.42 0.42
Carbon filter 6.1 6.1 6.1
Cold rich solvent pipe 2.22 2.22 2.22
Cold lean solvent pipes 5.21 5.21 5.21
Hot rich solvent pipe 1.13 1.13 1.13
Hot lean solvent pipes

(including reboiler
pipes)

8.2 8.2 8.2

Lean/rich hx – lean side 0.485 0.485 0.485
Lean/rich hx – rich side 0.485 0.485 0.485
Lean amine cooler 0.29 0.29 0.29
TOTAL inventory 40.7 40.7 40.8
Total circulation time

[min]
41.4 54.6 71.4

Fig. 3. Block diagram of solvent inventory distribution at the amine plant of Technology Centre Mongstad when operated with CHP flue gas configuration.
Circulation times are shown for the plant operated with rich solvent flow rate (Fsolv) of 65 700 kg/h (Case 1 on 17 July 2017 at 11:30), 52 000 kg/h (*) (Case 2 on July
23 at 04:00) and 40 000 kg/h (**) (Case 3 on 17 July at 23:00). The circulation times are calculated considering solvent inventory distribution in Table 3. The
circulation time in each unit of the process is expressed in mm:ss.
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disturbances to the plant, namely (i) flue gas flow rate, and (ii) solvent
flow rate. This was done for different flue gas capacities of the PCC
plant, corresponding to different loads of the power plant. In addition,
the data generated can be utilized for dynamic process model valida-
tion. The objectives were to:

• Investigate the transient response of the plant when reducing flue
gas flow rate (step-change) and when increasing flue gas flow rate
(step-change).

• Investigate the transient performance of the plant for changes in
solvent flow rate, at different plant flue gas flow rate capacities
(different loads of the plant).

The tests were conducted at TCM DA during a total of 48 h of
testing. Table 5 shows the main inputs to the plant during the tests, in
terms of steam flow rate (Fsteam), rich solvent flow rate (Fsolv) and flue
gas flow rate (Fgas). A step-change is applied and then enough time (8 h)
is allowed for the process to stabilize, when the next step is applied.

3.3. Tests on decentralized control structures

The objective of the tests on decentralized control structures was to
get experience with the operation and control of the process during
transient events of fast load changes, and to observe the capability of
the system to reject disturbances in terms of fast load changes of the
upstream power plant. Two decentralized control structures were im-
plemented, considering as main degrees of freedom for operation
(manipulable variables), the rich solvent mass flow rate (Fsolv) and the
steam flow rate to the reboiler (Fsteam).

For significant load changes in a combined gas and steam turbine
cycle power plant, the load change is driven by gas turbine (GT) load
reduction or increase. The gas turbine load is changed, and this nor-
mally implies a significant change of the exhaust mass flow rate sent to
the heat recovery steam generator. Then, the steam cycle is auto-
matized to follow this change in load and steam production and reach
the new steady-state operating conditions (Montañés et al., 2017a;
Kehlhofer et al., 2009). When the power plant is integrated with CCS,
the load change represents a disturbance to the PCC unit in terms of flue
gas mass flow rate, composition and temperature, and the available
steam from the power plant. Two key aspects are required to define a
load change in a combined cycle power plant, one is the minimum
operating GT load of the system, and the other is the rate of change of
load, the so called ramp rate.

The flue gas flow rate at minimum operating load and at different
loads of the integrated system will depend on the GT technology and
specific GT burner with controls, and the resulting exhaust gas char-
acteristics. Simulation work by Jordal et al. (2012) have reported that
for a three-pressure reheat (3PRH) configuration with PCC, the flue gas
flow rate at minimum load of 40% GT load with a GE 9371FB GT

(47.3% combined cycle load with PCC), the flue gas flow rate is 64.5%
of the total flow rate at design point of 100% GT load. Rezazadeh et al.
(Rezazadeh et al., 2015) sets the limit to 60% on minimum GT load for
the integrated 3PRH combined cycle with PCC. The reasons are that at
lower loads, the impacts on cost of electricity of the fuel price are more
pronounced and that the stable and efficient operation of the main
compressors of the system require a minimum flow of 70–75% of flue
gas flow rate. In their study, 60% GT load for the General Electric 7
Frame (GE 7F.05) (69.4% combined cycle load with PCC) corresponds
to 75.2% flue gas flow rate with respect to the design point at 100% GT
load (Rezazadeh et al., 2015). Off-design simulations with the models
presented by Montañés et al. (Montañés et al., 2017a) show that at 60%
GT load with the Mitsubishi 701 JAC (66.48% combined cycle with PCC
load), the flue gas flow rate is 73.6% of design load. At 40% GT load,
the flue gas mass flow rate is 61.9% of design load. In order to cover the
full operating window presented in literature, it was decided in this
work to define the minimum load of the PCC unit as 60% of flue gas
volumetric flow rate (Fgas) in the absorber column (36 000 Sm3/hr).

The ramp rate is the rate at which a power generator can change
load. In general, faster ramp rates are the objectives of thermal power
plant operators. A power unit that can ramp fast will be capable of
following the variability in electricity prices in liberalized power mar-
kets, and save fuel costs (Christopher and James, 1987). However, ex-
cessively aggressive ramp rates will incur in lifetime reduction of
components of the plant due to related thermal stresses (Can Gülen and
Kim, 2013; Genrup and Thern, 2013). Load change ramp rates for
natural gas combined cycle power plants are around 2–10%/min
(Genrup and Thern, 2013; Hentschel et al., 2016). In this work, it was
decided to change the flue gas volumetric flow rate fed to the absorber
column at TCM DA with a ramp rate of 10%/min. This can be con-
sidered a fast ramp rate for a combined cycle, since that would corre-
spond to 13–14%/min combined cycle load change or around 15–16%/
min GT load change, considering the steady-state off-design simulation
results in Jordal et al. (Jordal et al., 2012).

3.3.1. Tests with control structure with L/G control
The test matrix for tests 1–4 is presented in Table 6. For the four

tests, rich solvent flow rate (Fsolv) is manipulated manually to keep the
liquid to gas ratio L/G in the absorber column to a value of around
1.04 kg/Sm3. This was implemented at the pilot plant by changing the
set-point of the rich pump flow rate controller (FT5 in Fig. 1). The set-
point of Fsolv was changed with the same rate as the flue gas volumetric
flow rate (Fgas) was changed. For a given test, the new set-point was
defined to obtain a similar L/G ratio under initial and final steady-state
operating conditions of the PCC pilot plant. In addition, steam flow rate
is manipulated via a feedback control loop to control the stripper

Table 4
Process conditions at the desorber and reboiler sections of the TCM DA amine
plant during initial steady-state operating conditions of test 1 (refer to Section
3.3.1).

Desorber process conditions Unit Value

Reboiler steam flow rate kg/h 6 012
Reboiler steam temperature °C 164.6
Reboiler steam pressure barg 2.90
Stripper overhead pressure barg 0.90
Stripper overhead temperature °C 98.5
Reboiler solution temperature °C 124.0
Reboiler duty kW 3 737
Specific reboiler duty GJ/ton CO2 3.80
Product CO2 flow rate kg/h 3 593
Product CO2 discharge temperature °C 12.9
Product CO2 water content vol% 0.98

Table 5
Test matrix for open-loop tests during the MEA3 test campaign. The values for
the main inputs to the process are shown: flue gas volumetric flow rate (Fgas),
rich solvent flow rate (Fsolv), steam flow rate (Fsteam). The cell highlighted in
grey color shows the main change from the previous test. The tests begun at
13:00 on 21 July 2017 and finalized on 23 July 2017 at 13:00.
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bottom liquid temperature (Tstr), measured at the desorber sump.
Tests 1 and 3 represent a load decrease of the power plant resulting

in flue gas volumetric flow changes from 100% to 80% and from 100%
to 60%, respectively. The same rate of change was applied for solvent
flow rate (Fsolv) set-point. The objective was to test the influence of the
magnitude of the disturbance on the capability of the control structure
to reject the disturbance. Tests 2 and 4 represent load increase from the
power plant, implemented by increasing the flue gas volumetric flow
rate from 80% to 100% (test 2) and from 60% to 100% (test 4). In the
four tests presented in Table 6, the flue gas volumetric flow rate was
changed with a ramp rate of 10%/min.

3.3.2. Tests with control structure with CO2 capture rate control
Tests 5–8 were designed to test control structures with CO2 capture

rate being controlled. Controlling CO2 capture rate has been found to be
a suitable controlled variable to bring the process close to optimal op-
erating conditions under the presence of disturbances (Panahi and
Skogestad, 2011). Among the different methods to calculate capture
rate at the amine plant at TCM DA presented by Faramarzi et al.
(2017b), method 1 was selected. In method 1, CO2 capture rate is cal-
culated based on CO2 product flow rate (Fprod) (refer to FT3 in Fig. 1)
and the CO2 supply at the inlet of the absorber column. The CO2 capture
(CapA) is defined in Eq. (1), where ṁgas is the mass flow rate of flue gas
at the inlet of the absorber column and xCO2 is the mass fraction of CO2

in the flue gas at the inlet of absorber column. In addition, CO2 capture
rate has been defined considering gas measurements in the absorber
column (CapB), refer to method 3 in Faramarzi et al. (2017b) for details
on instrumentation and calculation. It is calculated considering the CO2

absorbed in the absorber column, as expressed in Eq. (2), where ṁdep is
the mass flow rate of depleted flue gas and xCO out,2 is the mass fraction
of CO2 in the gas leaving the absorber. Note that CapA was utilized as
controlled variable during tests 5–8, while CapB was used for observa-
tion and comparison during all tests on control structures.

= = =Cap CO Desorbed
CO Supply

CO Product
CO Supply

F
m x

( )
( )

( )
( ) ˙ ·A

Prod

gas CO

2

2

2

2 2 (1)

= =

−

=

−

Cap CO absorbed
CO Supply

CO supply CO depleted
CO Supply

m x m x
m x

( )
( )

( ) ( )
( )

˙ · ˙ ·
˙ ·B

gas CO dep CO out

gas CO

2

2

2 2

2

2 2,

2

(2)

For tests 5–8 CapA was controlled by manipulating the set-point of
the rich mass flow rate (Fsolv) cascade controller (refer to FT5 in Fig. 1).
During the MEA3 campaign there was no time for fine tuning this
controller. Therefore, a validated dynamic process model of the process
was utilized for preliminary tuning of the controller (Montañés et al.,
2017b). The simple internal model control (SIMC) tuning rules
(Skogestad and Grimholt, 2012) were employed to tune the master
controller. For this cascade controller, the slave controller manipulates
the pump speed to control the rich solvent mass flow rate, while the
master controller manipulates the set point of the rich solvent flow rate
controller to control CapA.

Firstly, open-loop testing responses to set-point change in solvent
flow rate at the pilot plant were analyzed, and a closed-loop time

constant of 3–5min in the actual response of measured solvent flow
(Fsolv) to the set-point changes was observed. This is the closed-loop
time constant of the slave controller in this cascade (inner). Normally, it
is desired to have a good time scale separation in terms of closed-loop
time constant between slave and master, a rule of thumb is a larger
value by a factor of at least 5 (Skogestad and Postlethwaite, 2005).
Therefore, it was decided to start with a value of τc of 25min. Simu-
lations were conducted with the validated dynamic process models to
tune the master controller with SIMC rules. The resulting values are a
proportional gain Kc of 0.14 and an integral time KI of 8min. These are
considered conservative for the controller tuning.

The test matrix for tests 5–8 is shown in Table 7. The tests consisted
of volumetric flue gas flow rate (Fgas) decrease from 100% to 80% (tests
5 and 7) and increase from 80% to 100% (tests 6 and 8). For tests 5 and
6 the stripper bottom temperature (Tstr) controller was also active. For
tests 7 and 8, the steam sent to the reboiler was changed with a ramp
set-point change. CapA was controlled by manipulating rich solvent
mass flow rate in all tests with the closed feedback control loop.

4. Results

4.1. Open-loop step responses

The results from open-loop testing experiments described in Section
2.2 and Table 5 are shown and discussed in this section. In the figures
shown the tests are separated by vertical lines, with a period of 8 h
between experiments. The vertical lines indicate the time at which a
step-change in a set-point is applied for a given test. Fig. 4 shows the
main inputs to the process for the six open-loop tests applied to the
process, from A to F in Table 5. The inputs shown are flue gas volu-
metric flow rate (Fgas), solvent mass flow rate (Fsolv), steam mass flow
rate (Fsteam) and the calculated actual reboiler duty (Q̇reb). Fig. 5 shows
the transient response for tests A–F of capture rates CapA and CapB, refer

Table 7
Test matrix for test 5–8 on load changes to test the performance of CapA ratio
controller for fast cycling capabilities.

Test Description Active
Controllers

Manual changes

5 Load reduction with
CapA control

Tstr at 120.9 °C Fgas from 100% to 80% with
ramp rate of 10%/min.CapA at 74%

6 Load increase with
CapA control

Tstr at 120.9 °C Fgas from 80% to 100% with
ramp rate of 10%/min.CapA at 74%

7 Load reduction with
CapA control

CapA at 74% Fgas from 100% to 80% with
ramp rate of 10%/min.
Fsteam from 5330 to 3900 kg/
h in 40min.

8 Load increase with
CapA control

CapA at 74% Fgas from 80% to 100% with
ramp rate of 10%/min.
Fsteam from 3900 to 5330 kg/
h in 40min.

Table 6
Test matrix for test 1–4 on load changes to test the performance of L/G ratio controller for fast cycling capabilities. Feed forwards (FF).

Test Description Active Controllers Manual changes

1 Load reduction with L/G FF control Tstr at 120.9 °C Fgas from 100% to 80% with ramp rate of 10%/min.
Frich from 65 000 to 52 000 kg/h with set-point change in 120 s, and resulting rise time of 5.5min.

2 Load increase with L/G FF control Tstr at 120.9 °C Fgas from 80% to 100% with ramp rate of 10%/min.
Frich from 52 000 to 65 000 kg/h with set-point change in 120 s, and resulting rise time of 3.5min.

3 Load reduction with L/G FF control Tstr at 120.9 °C Fgas from 100% to 60% with ramp rate of 10%/min.
Frich from 65 000 to 40 000 kg/h with set-point change in 120 s, and resulting rise time of 5.5min.

4 Load increase with L/G FF control Tstr at 120.9 °C Fgas from 60% to 100% with ramp rate of 10%/min.
Frich from 40 000 to 65 000 kg/h with set-point change in 120 s, and resulting rise time of 5min.
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to Eqs. (1) and (2) respectively, and CO2 absorbed and CO2 desorbed.
Note that for tests C and F, a spike in CapB is observed at around 05:50,
due to a failure in the measurement of CO2 vol% in the depleted flue
gas. Fig. 6 shows the transient response of various temperatures in the
absorber column, while Fig. 7 shows the response of various tempera-
tures in the desorber column and the reboiler. Fig. 8 shows the response
of lean and rich amine density at measured at locations SA1 and SA2 in
Fig. 1, and the lean and rich loading from lab samples taken during the
open-loop tests.

In test A, flue gas flow rate set-point was reduced from around 60
000 Sm3/hr to around 47 000 Sm3/hr, while the rest of plant inputs
were kept approximately constant; refer to Fig. 4. This corresponds with
a flue gas capacity of 100% to around 78%. The rise time on flue gas
flow volumetric flow rate was around 16min. So even if the set-point is
changed in a step manner, it results in a second order response of
measured flue gas volumetric flow rate, due to the integral action of the
PI cascade controller; refer to FT1 in Fig. 1. When reducing flue gas flow
rate, the L/G ratio in the absorber column increased (from 1.04 kg/Sm3

to 1.33 kg/Sm3). This increased the capture rate of the process from
around 68% to 86%; refer to test A in Fig. 5. However, the CO2 input
into the plant was also reduced from around 4670 kg/h to around

3600 kg/h (not shown) as a result of decreasing flue gas flow rate. The
combination of reduced CO2 mass flow rate fed into the process with
increased L/G ratio in the absorber column lead to similar absorption
rate in the absorber column and desorption rate in stripper columns
during initial and final steady-state conditions. In addition, the capture
rate defined with the product flow rate CapA was more sensitive to
changes in flue gas flow rate than the capture rate defined with the
absorbed CO2 or CapB. CapA peaked at around 13:25 with a value of
0.93 while CapB peaked at a value of around 0.88 at 13:32. This was
because the stripper conditions were not significantly affected by the
change in flue gas flow rate. The reduction in flue gas flow rate resulted
in a shift in temperature profile in the absorber column, which resulted
in higher temperature values; refer to temperatures Ta1, Ta2 and Ta3 in
Fig. 6 during test A. This is because a similar amount of CO2 being
absorbed leads to a similar amount of exothermal absorption heat being
released, which is transferred to a lower volumetric flow of gas within
the absorber column. The rise time of the transient response of Ta3 was
around 33min, which was 17min larger than the rise time on flue gas
volumetric flow change of 16min. This shows the effects of thermal and
chemical inertia of the process to reach the new steady-state conditions
of the temperature profiles in the absorber column when the flue gas

Fig. 4. Open-loop tests during the MEA3 campaign. The test duration was 48 h and was conducted between 12:00 on July 21–12:00 on July 23. The vertical lines
indicate the time at which the set-point in flue gas flow rate (Fgas) or solvent flow rate (Fsolv) was changed, and indicates the beginning of the tests from A to F; refer to
Table 5. The steam flow rate (Fsteam) and calculated actual reboiler duty (Q̇reb) are also shown.

Fig. 5. Transient response of capture rate CapA and CapB calculated as presented in Eqs. (1) and (2), respectively. The open loop tests are shown for 48 h of testing
from July 21 to July 23. The vertical lines correspond to the time at which the set-point changes are applied for tests A–F as presented in Table 5.
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flow rate is changed. The stripper temperature remained with similar
values at initial and final steady-state conditions; refer to Fig. 7. This
suggests that a significant change in flue gas flow rate does affect the
absorber temperature profiles while the stripper temperature profiles
are not so sensitive to changes in flue gas flow rate, when the rest of
process inputs are kept constant. The lean and rich amine density is
kept fairly constant as well during test A (refer to Fig. 8) which is an
indicator that there were not significant variations in CO2 loadings for
the change in flue gas flow rate. Considering the transient trajectories of
CapA and CapB and 10% settling time, the process stabilized after ap-
proximately 45min.

Test B was designed to obtain the response of the process to a re-
duction of rich solvent flow rate set-point. For tests B and E in which
rich solvent flow rate was reduced, there were oscillations of the
measured lean solvent flow rate around the final steady-state point;
refer to Fig. 4. This is related to flashing in the lean/rich heat exchanger

that leads to oscillations in solvent flow at the inlet of the stripper. In
Section 4.2, it is explained how this effect was solved for the closed-
loop tests. In test B, the rich solvent mass flow rate (Fsolv) set-point was
changed from 65 700 kg/h to 52 000 kg/h at the beginning of test B,
which corresponds with a 20% reduction of solvent flow rate. The fall
time on measured Fsolv is around 4min, while for the lean solvent flow
rate is around 6min (despite of the oscillation found due to flashing).
This shows that the solvent flow rate network responds generally faster
than the rest of the process variables, and that changes in rich solvent
flow rate are followed tightly by the lean solvent flow rate. However,
from a control perspective, it would be desired to have an even faster
response of measured rich solvent flow rate to changes in rich solvent
flow rate set-point, for tighter control of process variables under load
changes of the process. In addition, during test B some changes in steam
flow rate were implemented (refer to Fig. 4), which resulted in changes
in reboiler duty during the test period. However, these unintended

Fig. 6. Transient response of absorber temperatures: Ta1, Ta2, Ta3, Ta4 and Ta5 and Ta6 are temperatures at the inlet of the column, in between the different packing
segments from bottom to top; refer to Fig. 1. Tfg is the flue gas temperature at the inlet of the absorber column. The open-loop tests are shown for 48 h of testing from
July 21 to July 23. The vertical lines correspond to the time at which the set-point changes are applied for tests A–F as presented in Table 5.

Fig. 7. Transient response of stripper temperatures: Ts1, Ts2 and Ts3 are averaged stripper packed temperatures at the packing bottom, middle and top, respectively.
Tstr is the liquid temperature at stripper sump, Treb is the reboiler solution temperature and Tstop is the stripper temperature at the top of the packing and Tr,in is the
rich solvent temperature at the inlet of the stripper column. The open-loop tests are shown for 48 h of testing from July 21 to July 23. The vertical lines correspond to
the time at which the set-point changes are applied for tests A–F as presented in Table 5.
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disturbances in reboiler duty applied to the process allowed us to add a
discussion on the effects of changes in reboiler duty on the response of
the system process variables. Fig. 5 shows the response of CO2 capture
rates to the input changes in test B. It can be observed that CO2 capture
rates and CO2 absorption and desorption rates were very sensitive to
changes in reboiler duty. CO2 desorption rate trajectory (and CapA)
followed tightly the input trajectory in steam flow rate during test B,
and CO2 absorption (and CapB) followed with a larger delay. For ex-
ample, steam flow rate (Fsteam) peaked at time 02:01 during test B, while
CO2 desorption peaked 5min later at 02:06 and CO2 absorption peaked
after 22min at 02:23. This shows two effects. One is that the perfor-
mance of process variables in the stripper column respond fast to
changes in reboiler duty, as it is also shown by the peak in Ts3 at 2:04,
i.e. 3 min later than steam flow rate; refer to Fig. 7. The other is the
effect of the circulation times through the recycle loop of chemical
solvent on the response of the absorber column to changes in reboiler
duty. The response of CO2 absorbed (and CapB) shows a peak with a
delay of around 22min, with respect to the steam flow rate (Fsteam) in
the reboiler. As was shown in Fig. 3 and Table 3 case 2, the solvent
circulation time from stripper sump to absorber inlet is around
18.5 min, similar to the delay in CO2 absorbed with respect to Fsteam.
When increasing steam flow rate the lean loading of the chemical sol-
vent will be reduced. This increases the capacity of the solvent to ab-
sorb CO2, and the driving force for CO2 absorption at the top of the
absorption column. However, the solvent has to circulate through the
recycle loop, and the resulting circulation time from stripper sump
outlet to absorber column inlet results in a delay in the CO2 absorbed
and CapB, and also on the absorber column temperature profiles; refer
to Fig. 6. In addition, it can be seen that CapA is more sensitive to
changes in reboiler duty (peak at a value of 0.866) than CapB (peak at a
value of 0.827). The changes in lean amine density observed in Fig. 8
are good indicators of the fluctuations in lean loading above described,
following the fluctuations in steam mass flow rate and resulting reboiler
duty during test B.

Test C shows the response of the process to changes in rich solvent
flow rate (Fsolv) from 52 000 kg/h to 65 700 kg/h. In this case the rest of
process inputs (flue gas flow rate and steam flow rate) were kept rea-
sonably constant during the test. In this case the rise time for Fsolv was
2min while for lean solvent flow rate was around 6min. An inverse
response was observed in CO2 absorbed CapB trajectory to change in
Fsolv. When lean solvent flow rate was increased, this resulted in an
increase of the L/G ratio in the absorber column, in this case from
1.043 kg/Sm3 to 1.325 kg/Sm3. Initially, this resulted in an increase of
the absorption rate of CO2 in the absorber column, as can be seen in the

trajectory of CapB and CO2 absorbed in Fig. 5. However, after a while
the CO2 absorbed decreased. The peak of CO2 absorbed was reached at
around 05:22 in test C, around 22min after the set-point change in
solvent flow rate was implemented. The change in the trend can be
explained by that when solvent flow rate is increased (while keeping
constant reboiler duty), the lean loading tends to increase. This was also
observed by the decrease in reboiler solvent temperature which is
considered a good indicator of solvent lean loading; refer to Fig. 7.
However, this change in lean loading does not reach the inlet of the
absorber column until a delayed time due to the circulation times from
stripper sump outlet to absorber inlet (in this case around 14min with
the solvent flow rate of Case 1 in Fig. 3 and Table 3). In addition, the
rise time required for the response in lean flow rate of around 6min
adds to a total delay of around 20min in the recycle loop. Once the
increase in solvent lean loading reaches the absorber column the CapB
and CO2 absorbed tends to decrease. In general, it can be said that the
CapA (and CO2 desorbed) reaches stabilization with a smoother tra-
jectory (without significant inverse response). Note that CapB peaked at
a value of 0.941 and CapA peaked at a value of 0.890. The inverse re-
sponse is also shown in the transient response of the absorber tem-
perature profile, refer to Ta2 and Ta3 in test C of Fig. 6. However, the
peak in temperature Ta3 in the absorber column happened after around
33min, which is a longer delay than capture rate. This could be due to
the effects of thermal inertia in the absorber column. For solvent flow
rate increase it can be observed that the stripper temperature profile
was displaced towards relatively lower temperature values; refer to
Fig. 7 test C. This can explain the higher resulting desorption ratio in
the stripper column. In addition, the response of stripper temperature
profiles is faster (rise time of Ts1 of around 4min) than for absorber
temperature profiles. The inverse response observed in test C was also
observed in tests B (initial part of the test until around 22.30), test E
and test F. Analog explanations to test C could be written for the output
trajectories observed in tests B, E and F for absorber temperature pro-
files, CO2 absorbed and CapB. For all the tests with solvent flow rate
change (B, C, E and F), the observed response of CO2 desorbed and CapA
was smother (without significant inverse response and with relatively
larger peaking values) and faster (took less time to stabilize) than CO2

absorbed and CapB, respectively. In addition, the stripper temperature
profiles seem to stabilize faster than absorber temperature profiles for
set-point step changes in solvent flow rate. The process stabilized after
around 45min for test C.

In test D, flue gas volumetric flow rate was increased from 47
000 Sm3/hr to 60 000 Sm3/hr, which corresponds with 78%–100% flue
gas volumetric flow rate capacity in the absorber column, respectively.

Fig. 8. Transient response of lean and rich solvent densities; and values of lean and rich loading samples taken before the beginning of each test. The open-loop tests
are for 48 h of testing from July 21 to July 23. The vertical lines correspond to the time at which the set-point changes are applied for tests A–F as presented in
Table 5.
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Fig. 9. Experimental results for tests on load change driven by flue gas flow rate reduction and increase for tests 1–4 in Table 6. The process variables measured are
the main inputs to the amine plant during the tests.
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The rise time for measured flue gas flow rate was 8min; refer to Fig. 4.
During test D the rich and lean solvent flow rates remain constant,
while small fluctuations were observed in steam flow rate to the re-
boiler and calculated reboiler duty. The capture rate changed sig-
nificantly from around 86% to around 68%. In this case the trajectory of
capture rate followed quite well the variation of flue gas volumetric
flow rate, since the CO2 mass flow rate fed to the absorber column is
included in the calculation of capture rates (refer to Eqs. (1) and (2)). In
addition, the change in flue gas flow rate does not significantly change
the amount of CO2 being absorbed at initial and final steady-state
conditions, as observed in test A. As in test A, a significant change in
volumetric flow rate had an impact on absorber temperature profiles,
with a change in Ta3 from around 47 °C to around 39 °C. In this case the
response of Ta3 to the change in flue gas flow rate had a time constant of
17 min and a rise time of around 34min. This shows again the effects of
thermal inertia of the process of heat and mass transfer in the absorber
column to changes in flue gas volumetric flow rate. The stripper tem-
perature profile remained constant during the tests A and D of step-
change in flue gas flow rate, as shown in Fig. 7. The transient trajec-
tories of CapA and CapB stabilized after approximately 55min.

4.2. Decentralized control structures

4.2.1. Control of liquid to gas ratio (L/G) and stripper bottom temperature
(Tstr)

In this section, the results from the tests on fast load change with L/
G ratio control are presented, refer to Table 6 in Section 2.3.1. In the
figures included in this section, the vertical dotted line indicates the
time at which the tests begin with the change in flue gas flow rate. Note

that test 2 was stopped after 95min, since it was considered that sta-
bilization of process variables was achieved. Fig. 9 shows the trajec-
tories of volumetric flue gas flow rate (Fgas), rich solvent mass flow rate
(Fsolv), steam mass flow rate (Fsteam) to the reboiler, the resulting L/G
ratio in the absorber column, and the backpressure of the rich amine
solvent pump. Fig. 10 shows the trajectories for capture rates CapA and
CapB, while Fig. 11 shows the trajectories of stripper bottom tempera-
ture (Tstr), CO2 desorbed and CO2 absorbed. In addition, Table 8 shows
the resulting total stabilization times for CO2 absorbed and CO2 des-
orbed trajectories for tests 1–4. Here total stabilization times are cal-
culated considering 10% settling times.

Fig. 9a shows the trajectories of flue gas flow rate disturbances
applied to the pilot plant for tests 1–4. In this case the operators
changed directly the fan speed in order to achieve the desired ramp
trajectory, instead of changing the flue gas flow rate controller Fgas set-
point. This avoided the oscillatory behavior of the flue gas volumetric
flow rate trajectory presented in test A, Section 3.1. Fig. 9b shows the
trajectory of rich solvent flow rate. The set-point was changed with a
ramp rate of 10%/min, and the resulting rise times vary from 3.5 to
5.5 min, refer to Table 6. In test A, marginally stable oscillations around
the final set-point of 52 000 kg/h were observed in the trajectory of rich
solvent flow rate, from time 5min to time 130min. This was due to
flashing of rich solvent. In Fig. 9e oscillations of rich pump back-
pressure during test 1 are shown. To solve this problem, the operator
increased the backpressure of the rich pump by throttling a valve lo-
cated in the hot side of the rich piping between lean/rich heat ex-
changer and stripper column; refer to rich pump backpressure in test 1
from 130min to 170min in Fig. 9e. In following tests 2, 3 and 4 the
operator manipulated this valve opening in order to avoid flashing and

Fig. 10. Experimental results for tests 1–4 in Table 6. Capture rates CapA and CapB calculated as in Eqs. (1) and (2), respectively. Capture rates are shown for the four
transient events in which L/G ratio is kept constant by manipulating the solvent flow rate in order to keep constant the L/G ratio.
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the consequent oscillation in the rich flow rate (and lean solvent flow
rate); refer to Fig. 9.

Test 1 consisted of a reduction of flue gas flow rate from 60
000 Sm3/hr to 47 000 Sm3/hr, and the solvent flow rate was reduced to
keep L/G ratio to a value of around 1.04 kg/Sm3. Due to the solvent
flashing phenomena, the L/G ratio in the absorber column oscillated

around the final steady-state value; refer to Fig. 9d. This lead to small
amplitude oscillations around the final steady-state for all the process
variables shown in Figs. 10 and 11, and it can be considered that the
process achieved conditions of marginal stability. Considering the
averaged value of CO2 absorbed and CO2 desorbed once the marginal
stability was achieved, the total stabilization time was longer for CO2

absorbed (53min) than for CO2 desorbed (45min); refer to Table 8. In
addition, it seems that CapA reaches stabilization faster than CapB.
However, the trajectory of CapA was more sensitive to the disturbance
and peaked at a value of 1.05 at time 5min (see Fig. 10a), while CapB
peaked at a value of 0.90 at 8.5min; refer to Fig. 10b. A capture rate
value of CapA higher than 1 means that there is more CO2 being des-
orbed than what is being fed to the process, during the transient con-
ditions. This high peak can be explained by the dead time observed on
steam flow rate in Fig. 9c (around 5min), due to the fact that there is a
dead time of around 3min for a significant change to be observed in the

Fig. 11. Experimental results for tests 1–4 in Table 6. Stripper bottom temperature, CO2 desorbed and CO2 absorbed during transient load changes of the amine plant.

Table 8
Total stabilization times [min] for CO2 desorbed and CO2 absorbed trajectories
for tests 1–8. The trajectories were calculated considering the 10% settling
time, and for disturbances in flue gas volumetric flow rate.

Stabilization
times [min]

Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8

CO2 Desorbed 45 26 – 41 – 41 48 48
CO2 Absorbed 53 37 – 63 – 49 68 107
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Fig. 12. Experimental results for tests on load change driven by flue gas flow rate reduction and increase. The process variables measured are the main inputs to the
amine plant during the tests. The control structure tries to keep constant the capture rate in absorber column by manipulating rich solvent flow rate, refer to Table 7.
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stripper bottom temperature (Tstr). Once the stripper bottom tempera-
ture began to increase due to the lower amount of solvent being sent to
the stripper, the Tstr controllers reduced the solvent flow rate sent to the
reboiler. The temperature controller kept the Tstr close to the desired set
point of 120.9 °C without excessive variations (< 1 °C). Despite of the
marginal stable behavior due to solvent flashing, the process can reject
the disturbance and it reached stabilization within 55min.

Test 2 was a test for fast load change with a flue gas flow rate in-
crease from 47 000 Sm3/hr to 60 000 Sm3/hr; refer to Table 6. In ad-
dition, L/G ratio was kept constant to a value of around 1.04 kg/Sm3 by
a ramp up of rich solvent flow rate; refer to Fig. 9b. As for the case on
load reduction (test 1), it took longer for the trajectory of CO2 absorbed
to stabilize (37min) than CO2 desorbed (26min); refer to Table 8. CapA
was again more sensitive to the disturbance with a peak down at value
of 0.56 at time 2.5min (refer to Fig. 10a), while CapB peaked down at
0.65 at time 3min. In addition, the temperature of the stripper is
controlled to 120.9 °C without excessive excursions (< 1.2 °C). The
process can reject the disturbance of flue gas flow rate change and can
bring the process towards stable desired steady-state conditions within
37min. This was significantly faster than for load reduction in test 1,
that took 55min (refer to Table 8). This suggests that it can be faster to
reach stabilization and to reject disturbances when ramping up the
volumetric flow rate than when ramping it down.

Test 3 consisted of a reduction of flue gas volumetric flow rate from
60 000 Sm3/hr to 36 000 Sm3/hr (corresponding to 100%–60% flue gas
volumetric capacity in absorber column). The solvent flow rate was
reduced in order to keep L/G ratio at a value of around 1.05 kg/Sm3 in
the absorber column; refer to Fig. 9d. The inputs to the process Fgas and
Fsolv reached stabilization, with a rise time of 6min. However, sig-
nificant instabilities were found in the steam mass flow rate sent to the
reboiler (Fsteam) which oscillated around the value of 3600 kg/h and had
initial peaks of 2540 kg/h at time 20min and 5130 kg/h at time 32min;
refer to Fig. 9c. The large reduction in solvent flow rate (Fsolv) resulted
in a significant disturbance to the flow network. Fluctuations in the
steam flow rate resulted in significant fluctuations of CapA and CapB
(see Fig. 10), CO2 absorbed, CO2 desorbed and stripper bottom tem-
perature (Tstr) (see Fig. 11). This was due to the stripper temperature
controller, which was very sensitive to changes in stripper bottom
temperature (Tstr). This suggests that the value of the controller gain
was too large. Actually, oscillation disappeared when the operator set
the temperature controller on manual and setting a given value of
steam flow rate (not shown). Again, CapA and desorbed CO2 were more
sensitive to the fluctuations of steam flow rate than CapB and CO2 ab-
sorbed, as can be observed in Figs. 10a and 11a. Comparing with test 1,
for larger disturbances in flue gas volumetric flow rate it can be more
complicated to reject the disturbance and reach stabilization of the
process variables with feedback control. This suggests that further work
should be done at the TCM amine pilot plant to fine tune the controllers
of the regulatory control layer of the process, if large and fast dis-
turbances in flue gas flow rate are to be rejected.

Test 4 shows a flue gas volumetric flow increase from 36 000 Sm3/h
to 60 000 Sm3/h with a rise time of 5min, which represents 60% to
100% of absorber flue gas volumetric flow rate capacity. Rich solvent
flow rate (Fsolv) was increased from 45 000 kg/h to 65 000 kg/h with a
rise time of 5min, in order to keep the L/G ratio at a value of around
1.03 kg/Sm3 at the initial and final steady-state operating conditions. It
can be observed how steam flow rate saturated (reached a maximum
value of 6 560 kg/h) from around t= 25min to around t= 35min;
refer to Fig. 9c. Input saturation is not desired in control for smooth
operation of the process. This suggests that the controller gain for the
Tstr controller is too large, and that the stripper temperature set-point
was too large for the given process conditions. However, at time
t= 35min the steam mass flow rate was reduced by the action of the
steam temperature controller. The operators considered that the process
achieved stabilization at around time t= 70min, and injected liquid
water in the steam supply line to avoid excessive temperature of the

supply superheated steam (limited to 150 °C) according to TCM pilot
plant operation guidelines. This reduced the available heat and the
resulting stripper bottom temperature (Tstr). However, it can be con-
sidered that the process stabilized at around 70min. CO2 desorbed
stabilized faster (41min) than CO2 absorbed (63min); refer to Table 8.

4.2.2. Control of capture rate CapA
In this section the results from the tests on fast load change with CO2

capture rate control are presented, refer to Table 7 in Section 2.3.2. In
the figures included in this section, the vertical dotted lines indicate the
time at which the tests begin. Note that test 6 was stopped after 140min
because it was considered that the plant was operated under steady-
state conditions. Fig. 12 shows the trajectories of flue gas volumetric
flow rate (Fgas), rich solvent mass flow rate (Fsolv), steam mass flow rate
(Fsteam) to the reboiler and the resulting L/G ratio in the absorber
column. Fig. 13 shows the trajectories for capture rates CapA and CapB,
while Fig. 14 shows the trajectories of stripper bottom temperature
(Tstr), CO2 desorbed and CO2 absorbed. In addition, Table 8 shows the
resulting total stabilization times for CO2 absorbed and CO2 desorbed
trajectories for tests 5–8.

Test 5 consisted of a reduction of flue gas flow rate from 60
000 Sm3/hr to 47 000 Sm3/hr; refer to Fig. 12a. Solvent flow rate was
set to control capture rate CapA to a set point of 0.74, and steam flow
rate was set to control stripper bottom temperature (Tstr) to a value of
120.5 °C. The manipulated variables of the controller layer Fsolv and
Fsteam are shown in Fig. 12b and d. It can be seen that the solvent flow
rate was reduced by the controller after the disturbance was introduced.
At time t= 32min, the solvent flow rate began to increase and started
to have small amplitude oscillations. As observed in the trajectory of
CapA (in Fig. 13a), at the initial part of the transient (from time
t= 0min to time t= 45min) the controller brought the process CapA
towards the target set point, however from time t= 50min the tra-
jectory of CapA showed an oscillatory trajectory with increasing am-
plitude. As in test 3, solvent flow rate (Fsolv) variations induced varia-
tions in the stripper bottom temperature, hence the steam sent to
reboiler was modified by the Tstr controller, resulting in an oscillatory
trajectory with growing amplitude of Fsteam. Since CapA is sensitive to
changes in Fsteam, the capture rate trajectory CapA will follow the var-
iations in Fsteam. Then, the controller of CapA modifies further solvent
flow rate, resulting in the unstable behavior of the process. At the time
around t= 150min, the operator disconnected the Tstr controller and
set a given value of steam pressure, and the oscillatory behavior
stopped, bringing the process towards steady-state conditions. This test
illustrates the interaction between the feedback control loops, that re-
sults in unstable performance of the process in response to the dis-
turbance in flue gas flow rate reduction. In addition, this test shows the
challenge of tuning the feedback controllers of the process if decen-
tralized control structures are to be applied to control the chemical
absorption process for fast load change disturbances, especially when
ramping down the flue gas volumetric flow rate capacity.

Test 6 shows a transient test on load change increase by im-
plementing an increase in flue gas volumetric flow rate from 47
000 Sm3/hr to 60 000 Sm3/hr. The same control structure as the one
utilized in test 5 was implemented; refer to Table 7. In this case the
control structure managed to bring the process towards the desired
steady-state operating conditions after the disturbance in flue gas vo-
lumetric flow rate was applied to the process; refer to Fig. 12a. CO2

desorption rate required a total stabilization time of 41min, and sta-
bilized faster than CO2 absorption rate CO2 (49min). This test con-
tributed to emphasize that ramping up flue gas flow rate towards full
capacity (or close to design conditions) is less challenging than ramping
down flue gas flow rate (towards steady-state off-design conditions
within the operating window of the process). In addition, the dis-
turbance in CO2 vol% from a value of 4.1–3.7 happened at time
t= 72min with a rise time of 6min; refer to Fig. 2. This disturbance
affects significantly the CapA output trajectory, which increases
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instantaneously, since the amount of CO2 fed to the process is reduced
due to this disturbance; refer to Fig. 13a at time t= 72min. However, it
seems that the buffering effect of the process to disturbances at the inlet
to the plant avoids a significant change in the trajectories of the rest of
process variables presented in this section, and hence the disturbance in
terms of CO2 vol% is properly rejected with this control structure.

Test 7 shows the response of the process when operated with control
structure in which CapA is controlled by manipulating solvent flow rate
Fsolv, and in this case steam flow rate is reduced by applying a ramp
from around 5300 kg/h to 4000 kg/h in 40min. This ramp was speci-
fied based on the steam flow rate trajectory during the first 50min of
transient test 5, in order to test the response of the process when steam
flow rate was operated with a feedforward action by modifying the
steam pressure (disconnecting the Tstr feedback control loop). Note that
during test 7 the initial conditions were significantly different than
those for test 5. Even if both had 100% volumetric flow rate in the
absorber column (refer to Fig. 12a time t=−5min to t= 0min), the
initial process conditions in terms of Fsolv, and Fsteam were different in
order to reach a similar CapB value of 0.74; refer to Fig. 13b. In addi-
tion, this could be explained by the lower CO2 content during test 7
(3.7 vol%) than for test 1 (4.1 vol%), since lower amount of CO2 needs
to be absorbed and desorbed in the absorber and stripper column; refer
to time t=−5 to time t= 0min in Fig. 14. It can be seen that for test 7
oscillations and instabilities are not found as for the similar test 5 when
ramping down flue gas flow rate. This confirmed that the control loop
triggering the instabilities was the stripper bottom temperature (Tstr)
controller during test 5. The CO2 desorbed stabilizes after around
48min, while CO2 absorbed took 68min; refer to Table 8. The final
steady-state conditions result in a larger L/G ratio of around 1.15 kg/
Sm3 (refer to test 7 in Fig. 12d), and lower stripper bottom temperature
(Tstr), refer to Fig. 14a.

Test 8 shows the response of the process when operated with control
structure in which CapA is controlled by manipulating solvent flow rate
(Fsolv), and steam flow rate was increased by applying a ramp from
around 4000 kg/h to 5300 kg/h in 40min. This ramp was specified

based on the steam flow rate trajectory during the first 50min of
transient test 6, in order to test the response of the process when steam
flow rate was operated with a feedforward action by modifying the
steam pressure (disconnecting the Tstr feedback control loop). The
controller managed to control the capture rate CapA and stabilized the
plant without significant oscillations after around 107min (refer to CO2

absorbed in Table 8 and Fig. 14). Therefore, the process stabilized faster
when using feedback control for Tstr (in test 6). The resulting final
steady-state process conditions presented a relatively low L/G ratio
(Fig. 12d) and larger stripper bottom temperature (Tstr).

5. Conclusions

Tests on open-loop responses of the plant revealed that for step
changes in flue gas volumetric flow rate the absorption and desorption
rate did not change significantly from initial to final steady-state con-
ditions. While the absorber temperature profiles are affected by changes
in volumetric flow rate, the stripper temperature profile remains ap-
proximately constant with same values for the step changes in flue gas
flow rate applied in test A and D. For changes in flue gas flow rate the
process will take a maximum of around 55min to stabilize. Changes in
steam flow rate to reboiler showed that desorption rates are sensitive to
changes in reboiler duty, and CO2 desorption rate follows tightly the
changes in steam flow rate, while the CO2 absorption rate response
follows with a delay due to circulation times in the recycle loop. The
stripper process conditions change relatively fast in response to inputs
of steam flow rate, while the response of the performance of the ab-
sorber column is slower. In addition, for step changes in rich solvent
flow rate the solvent flow network stabilizes within 6min, which is
faster compared to rest of process variables. When the capture rate is
defined with the absorption rate CapB, the output trajectory describes a
slow inverse response due to solvent circulation times through the re-
cycle loop, while the capture rate CapA defined with CO2 desorbed
reaches stabilization without a significant inverse response. For all tests
with solvent flow rate it took less time to stabilize CO2 desorbed than

Fig. 13. Experimental results for tests 5–8 in Table 7. Absorption and desorption rates are shown for the four transient events in which L/G ratio is kept constant by
manipulating the solvent flow rate in order to keep constant the L/G ratio.
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CO2 absorbed (around 45min in test C).
Tests for fast load change scenarios applied to the pilot plant re-

vealed that the process can reject fast disturbances in flue gas flow rate
and could bring the process towards desired off-design steady-state
conditions within 60min by employing decentralized control struc-
tures. These tests provide empirical evidence at demonstration scale
that combined cycle power plants with post combustion CO2 capture
can keep similar operational procedures as equivalent unabated power
plants, considering fast cycling load changes driven by fast GT load
change. However, care must be taken when tuning the feedback control
loops of the process and especially of the regulatory control layer.
Further work at TCM DA is required to tune the controllers of the
regulatory control layer of the amine plant so that faster closed-loop
responses are achieved, allowing for tighter control of process variables
in the advanced control layer.

Large load changes from maximum to minimum online operation

flue gas volumetric flow rate (100%–60% volumetric flow rate) in the
pilot plant can cause instabilities due to the low rich solvent flow. At
low solvent flow rates (desired at low loads for efficient off-design
steady-state operation of the plant) the circulation times within process
equipment increases, slowing the plant response to change in solvent
flow rate and hence making more difficult to achieve tight control of
capture rate CapA and stripper bottom temperature (Tstr). In response to
flue gas flow rate disturbance, fast and large changes in solvent flow
rate as a control measure can cause instabilities due to the interaction
between the stripper temperature and the capture rate control loops.
Unintended disturbances in CO2 vol% showed the importance of feed-
back control in order to keep the plant within desired steady-state op-
erating conditions. A combination of feedforward and feedback algo-
rithms could be a solution to achieve fast and stable disturbance
rejection.

Fig. 14. Experimental results for tests 5–8 in Table 7. Stripper bottom temperature Tstr, CO2 desorbed and CO2 absorbed during transient load changes of the amine
plant.
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Abstract 
Dynamic process models of the capture unit of a  

600 MW combined cycle power plant with post-

combustion CO2 capture were developed in the 

Modelica language. The process models were utilized to 

understand the transient response of the capture unit 

when the plant was initially operated at steady-state 

conditions at different power plant’s loads. Simulations 

to characterize the open-loop response of main process 

variables of the process to step-change disturbances in 

flue gas mass flow rate, solvent circulation mass flow 

rate and reboiler duty were performed. It was found that 

the plant was slower when operated at lower loads, i.e., 

it required longer total stabilization times for the most 

relevant variables of the process. Simulations revealed 

that the PCC unit responded significantly faster to an 

increase in exhaust gas mass flow rate than to a 

reduction in exhaust gas mas flow rate. 

Keywords: transient, carbon capture, gas liquid 
contactors, operational flexibility, chemical absorption. 

1 Introduction 

CO2 capture and storage (CCS) comprises a group of 

technologies that can significantly reduce the CO2 

emissions from thermal power plants and other 

industrial sources (IEA, 2016). Post-combustion CO2 

capture based on the chemical absorption-desorption 

process using amines is a technology that has been 

technically proven at commercial scale from coal fired 

power plants in projects such as Boundary Dam in 

Saskatchewan, Canada, and the Petra Nova project in 

Texas, USA. 

The introduction of large shares of variable 

renewable energy sources such as wind and solar in 

power systems is changing the operating patterns of 

thermal power generation units, including coal power 

plants and natural gas combined cycle plants (IEA, 

2011). Power plants traditionally operated as base load 

units are operated as load-following units (Montañés, et 

al., 2016). Therefore, during the last years, interest has 

grown in the field of operating flexibility of thermal 

power plants with CO2 capture technologies (IEA-GHG, 

2012). 

The low amount of existing commercial-scale post-

combustion capture plants (PCC) and the scarcity of 

published transient performance data of such systems 

claims for an interest for the development of dynamic 

process models (Bui, et al., 2014). These models allow 

studying plant dynamic performance, analyzing various 

plant transient events as well as developing and 

implementing optimal control strategies for PCC plants 

integrated with thermal power plants. Dynamic process 

simulation provides process insight and contributes to 

the development of the learning curve for flexible 

operation of future thermal power plants with CO2 

capture. 

The purpose of the study is to provide understanding 

of the open-loop transient performance of the main 

process variables of the PCC unit at different load 

operation points of the power plant. A thermal power 

plant operated as load-following unit will be operated at 

part-load conditions during a significant amount of 

hours during its lifetime (Montañés, et al., 2016). 

Therefore it is of importance to find out differences in 

the transient behavior of the process at part-load 

operating conditions with respect to those of nameplate 

capacity. In this work, a dynamic process model of the 

PCC unit of a 600 MW combined cycle power plant with 

post-combustion CO2 capture using aqueous 

monoethanolamine (MEA) as chemical solvent is 

utilized for providing understanding of the open-loop 

response of key performance variables to different 

disturbances applied to the PCC plant. The process 

insight and understanding developed in this work will 

be valuable to develop control strategies of the process 

when integrated with the thermal power plant. 

2 Post-combustion CO2 capture with 

chemical absorption 

2.1 Chemical absorption process 

The process of CO2 capture by chemical absorption is a 

two-steps regenerative process; one involves the 

absorption of CO2 into a solvent, while the other 

involves the desorption or stripping of CO2 from the 

solvent and the regeneration of the solvent. The process 

conditions change in the absorption and desorption 
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process, being main changes temperature and pressure, 

and also solvent concentrations and pH. For absorption, 

low temperature and high partial pressure of CO2 is 

desired, while for desorption, high temperature and low 

partial pressure of CO2 is desired. 

When the process is utilized for flue gas treatment 

from a power plant, the exhaust gases are normally 

cooled down by means of a direct contact cooler (DCC), 

that reduces the flue gas temperature and the water 

content. A fan allows overcome the gas pressure drop in 

the absorber, which is operated slightly above 

atmospheric conditions, and at around 40 ºC, refer to 

Figure 1. In the absorber column, the exhaust gas 

flowing upwards meets the chemical solvent flowing 

downwards. Packing material allows having a thin film 

of liquid with high surface contact area for heat and 

mass transfer between the gas and liquid phases, and the 

exothermal chemical absorption process. Depleted flue 

gas leaves the absorber at the top through a stack, 

normally after flowing through a water wash section that 

allows keeping the water mass balance of the process 

and reduces chemical solvent emissions due to solvent 

droplets or solvent vapor carry over. The rich solvent, 

i.e., solvent with a lot of bounded CO2, accumulates in 

the absorber sump and is then pumped towards the top 

of the stripper. An intermediate heat exchanger allows 

for heat integration between the absorber and stripper 

columns. The rich solvent is heated up by the lean 

solvent coming from the stripper bottom towards around 

110 ºC and then enters the stripper at the top of the 

column. This heat integration allows reducing reboiler 

and cooling duties. A mixing tank allows for 

accumulation of the solvent at different operating 

conditions of the plant. 

The desorption process normally occurs at around 

100 to 130 ºC. Steam supplied from the power plant 

provides the reboiler duty required to regenerate the 

solvent (endothermal desorption process), and to 

generate the stripping vapors flowing upwards in the 

stripper column, consisting mainly of H2O and CO2. The 

regenerated lean solvent is sent to the absorber inlet via 

the heat integration exchanger and a lean amine cooler 

that controls the temperature of the solvent at the inlet 

of the absorber to around 40 ºC. At the top of the stripper 

there is a condenser and a cooler where the solvent and 

steam condenses. The condensate is conducted back to 

the column via a reflux. The product CO2 rich flow the 

top of the stripper is conducted to the compression 

section where it will be conditioned for transport and 

storage purposes. 

2.2 Process configuration 

The PCC unit was designed to treat flue gas from a  

611 MW combined cycle power plant. The gas turbine 

(GT) of the power plant was the heavy duty Mitsubishi 

JAC 701, and the steam cycle consisted of a three-

pressure reheat (3PRH) configuration. The design of the 

PCC unit included the process integration with the 

power plant through the flue gas line from the HRSG 

outlet and a steam extraction from the steam turbine’s 

IP/LP crossover. The steam extraction was utilized to 

feed the reboiler duty required to produce the stripping 

vapors needed for chemical desorption in the stripper 

column. The design point chosen for the post-
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Figure 1. Process configuration of the post combustion CO2 capture unit (PCC) of the natural gas combined cycle power 

plant studied in this work. Includes temperature (T), level (L), flow (F) and pressure (P); transmiters (T) and controllers (C). 
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combustion unit was 100% GT load under ISO 

conditions, which, for the gas turbine, corresponded 

to flue gas with a mass flow rate of 887.1 kg/s with 

4.33 vol % CO2 (wet). The chemical solvent utilized 

was 30%wt aqueous MEA and the target capture rate 

was 90%. Further details on design aspects of PCC units 

for combined cycle power plants can be found  

in (Dutta, et al., 2017). 

The resulting process configuration of the PCC unit 

consisted of a two absorbers and one stripper layout, as 

shown in Figure 1. Each absorber column had 

dimensions of 16.3 m in diameter and 23.2 m height, 

while the desorber had a 9.7 m diameter with 10 m 

height. The process equipment included absorber 

columns, desorber column and reboiler, overhead 

condenser, internal lean/rich heat exchanger, mixing 

tank for water and MEA makeups, direct contact coolers 

and circulation pumps. A fan was included in the 

process to overcome the pressure drop imposed by the 

absorber column. 

3 Dynamic process model 

development and validation 

The Modelica library Gas Liquid Contactors (GLC) 

(Modelon AB, 2016), from Modelon AB, was utilized 

as a basis to develop the dynamic process model of the 

PCC unit. The library contains dynamic process models 

of the main equipment for systems’ level modeling of 

the absorber-desorber process with monoethanolamine 

(MEA) as chemical solvent. That equipment includes 

absorber and desorber columns, sumps, reboiler, 

condensers, water wash sections, pumps, valves, mixing 

tank, and property media packages. 

The chemical absorption-desorption process within 

packed segments was modelled considering the two-

film theory approach for heat and mass transfer. 

Chemical equilibrium for reactions was assumed, and 

mass transfer was modeled considering rate-based 

models with enhancement factor (Kvamsdal, et al., 

2009). Detailed description of the dynamic process 

models included in the GLC library has been presented 

previously in literature (Prölß, et al., 2011). 

The dynamic process models included in the GLC 

library have been previously validated with large-scale 

experimental data by (Montañés, et al., 2017). The 

validation consisted of modeling the whole absorber-

desorber system of the demonstration scale chemical 

absorption plant at CO2 Technology Centre Mongstad 

(TCM DA), in Norway. The amine plant at TCM DA 

was configured to treat exhaust gases coming directly 

from the exhaust of a natural gas fueled combined heat 

and power (CHP) plant placed at Mongstad’s refinery. 

The exhaust gas from two GE 9001E gas turbines 

contains about 3.5 %vol CO2, and around 3% of the total 

exhaust gas mass flow rate is conducted to the amine 

plant for CO2 absorption. The PCC plant at TCM can 

treat up to 60 000 Sm3/hr of exhaust gas and can capture 

around 80 ton CO2/day at nameplate capacity when 

configured to treat CHP gas. The experimental data 

utilized for validation includes steady-state data for a 

wide range of operating conditions and multiple 

transient events. The plant was operated with 30 wt % 

aqueous MEA. The conclusion of the work in 

(Montañés, et al., 2017) is that the process models can 

capture, with sufficient accuracy, the steady-state and 

transient phenomena of the process at the demonstration 

plant scale. In addition, it gives confidence towards 

using the models for simulation and analysis of the 

transient performance of the scaled-up process to 

commercial scale of 4770 ton/day CO2 captured. 

Rules for consistent inventory control (Aske & 

Skogestad, 2009) were applied to design the regulatory 

control layer of the PCC unit in Figure 1. It included 

level controllers for absorbers and stripper sumps, 

overhead condenser pressure control, lean solvent 

temperature at absorbers inlet, and exhaust gas 

temperature at absorber inlet. The controllers were 

tuned by means of the SIMC tuning rules. 

The supervisory control layer for this process has 

three degrees of freedom, consisting of the two solvent 

mass flow rates at absorber inlet �̇�s,a and �̇�s,b, and the 

reboiler duty �̇�reb. 

4 Process simulations description 

Generally, a combined cycle power plant is brought to 

part-load operating conditions by reducing the GT load 

and consequently the steam turbine’s power output will 

be reduced. A GT load reduction results in reduced GT 

exhaust gas mass flow rate sent to the HRSG of the 

combined cycle and to the absorbers of the PCC unit. 

The open-loop transient performance of the plant is 

studied for three steady-state operating conditions of the 

power plant, corresponding to 100%, 80% and 60% GT 

load. 

4.1 Steady-state operating conditions at 

100%, 80% and 60% GT load 

In order to obtain the steady-state operating conditions 

of the PCC unit at the three operating points, simulations 

were run with different flue gas mass flow rates as input 

boundary conditions to the dynamic process model, 

corresponding to different GT loads, refer to Table 1. 

The exhaust gas temperature and composition of the 

absorber was considered constant as boundary condition 

(input). Note that the exhaust temperature at the inlet of 

the absorber is normally controlled by the DCC, and that 

it was observed that exhaust gas composition did not 

change considerably for the purpose of this study, 

considering the part load range analyzed of 100% to 

60% GT load, and for the specific GT utilized in this 

work. In addition, a decentralized control structure for 

the supervisory control layer was included. Several 
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studies, including the one based on self-optimizing 

control theory by (Panahi, 2011), suggest that keeping 

the capture ratio Cap and a temperature in the stripper 

column constant can lead to efficient operation of the 

process for varying loads of the absorption-desorption 

process. Therefore, the available degrees of freedom for 

operation where utilized to control these process 

variables. Solvent mass flow rates �̇�s,a and �̇�s,b were 

utilized to control the respective CO2 capture rates Capa 

and Capb at the top of the absorbers to the design value 

of 0.9, while reboiler duty was used as manipulated 

variable to control reboiler temperature Treb to the value 

119 °C. CO2 capture rates are calculated for each 

absorber column at the top, by using Equation (1), where 

�̇�abs,in is the exhaust flue gas at the inlet of the absorber 

column, Xabs,in is the CO2 mass fraction in the exhaust 

gas at the absorber inlet, �̇�abs,out is the depleted flue gas 

mass flow rate at the absorber stack and Xabs,out is the 

CO2 mass fraction in the flue gas at the absorber stack. 

The resulting operating conditions of the PCC at 

different GT loads are shown in Table 1 and Table 2. 

Table 1. Values of PCC unit input variables at different 

power plant’s load operating conditions. Note that both 

absorber columns were operated in parallel, so �̇�s,a was 

equal to �̇�s,b. 

GT load [%] �̇�abs,in [kg/s] �̇�s,a [kg/s] �̇�reb [MW] 

100 887.1 613.3 205.9 

80 765.1 535.2 176.2 

60 653.5 464.1 149.6 

 

𝐶𝑎𝑝𝑎 =  
�̇�𝑎𝑏𝑠,𝑖𝑛∙𝑋𝑎𝑏𝑠,𝑖𝑛−�̇�𝑎𝑏𝑠,𝑜𝑢𝑡∙𝑋𝑎𝑏𝑠,𝑜𝑢𝑡

�̇�𝑎𝑏𝑠,𝑖𝑛∙𝑋𝑎𝑏𝑠,𝑖𝑛
  (1) 

 
Table 2. Values of most relevant process variables of the 

PCC unit at different operating conditions of the power 

plant. Note that both absorber columns were operated in 

parallel, so 𝐶𝑎𝑝a was equal to Capb (in the table shown as 

Cap). It also resulted in same value of solvent loading at 

absorbers inlets (Li,abs). 

 

GT load [%] Li,abs Li,str Cap Prod [kg/s] 

100 0.280 0.501 0.9 55.2 

80 0.280 0.497 0.9 47.6 

60 0.279 0.493 0.9 40.7 

 

4.2 Open-loop step response simulations 

The simulations consisted of step-changes of ±10% of 

main PCC inputs, or disturbances, when the plant was at 

steady-state operating conditions at the three GT 

operating points. Step-changes were applied to each 

process input at a time, keeping the remaining process 

inputs constant. The output in main process variables 

was recorded and dead times and 10% settling times 

were calculated. 

 Dead time ϴ describes how long it takes before a 

process variable begins to respond to a change in the 

process input. With begins to respond it is meant 

that the trajectory of the process variable moves out 

of the band defined by the initial steady-state value 

of the process variable y0, and a ±1% change in the 

process variable Δy, i.e.: -0.01 Δy + y0< y0< 0.01 Δy 
+ y0, for the first time. 

 The 10% settling time ts is the time it takes from the 

instant in which the process variable begins to 

respond to the input change, until it remains within 

an error band described by the final steady-state 

value of the process variable y∞, and 10% of the 

change in the process variable Δy, i.e.: -0.1 Δy + y∞< 

y∞< 0.1 Δy + y∞.  

 The resulting total stabilization time tsta is the sum 

of the dead time and the settling time. In addition, 

the relative change RC in the process variable is 

calculated as in Equation (2), where y0 is the initial 

steady-state value of the process variable. 

 

𝑅𝐶 (%) = 100 ∙  
𝒚∞−𝒚𝟎

𝒚𝟎
    (2) 

 

The main inputs/disturbances applied to the process 

in this analysis were: 

 

 Flue gas mass flow rate �̇�abs,in. Note that the flow 

was split and the absorber columns were operated 

in parallel. This means that each absorber column 

treated an exhaust gas mass flow rate of �̇�abs,in/2. 

 Solvent mass flow rates at absorbers inlets �̇�s,a and 

�̇�s,b. 

 Reboiler duty �̇�reb. 

 

The responses of the main process variables of 

interest in this analysis were: 

 

 Solvent lean CO2 loading at absorbers inlet Li,abs. 

 Solvent rich CO2 loading at stripper inlet Li,str. 

 CO2 capture rate at absorbers stacks Capa and Capb. 

 CO2 product mass flow rate Prod, at the outlet of 

the overhead condenser of the desorber. This is the 

CO2 rich product flow of the PCC unit sent to 

conditioning, compression and transport. 

 Temperature at stripper column bottom Treb. 

 

The difference in solvent loading at inlet and outlet 

of the absorber determines the capability of the solvent 

to carry CO2. This in turn depends on the absorber size, 

operating conditions, regeneration of the solvent and 

CO2 partial pressure. Solvent CO2 loading L is defined 

as the ratio between moles of CO2 and moles of solvent 

(mol/mol) in Equation (3). 
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𝐿 =
𝑚𝑜𝑙𝑠 𝑜𝑓 𝐶𝑂2

𝑚𝑜𝑙𝑠 𝑜𝑓 𝑠𝑜𝑙𝑣𝑒𝑛𝑡
    (3) 

5 Results and discussion 

5.1 Response to step changes in flue gas 

mass flow rate �̇�abs,in 

The resulting response times of the PCC unit’s main 

process variables to step-changes in flue gas mass flow 

rate are shown in Table 3 and Table 4. Figure 2 shows 

the transient response of the main process variables for 

the different step changes studied in this work. In 

addition, Figure 3 shows trends of total stabilization 

times tsta for the main variables of the process when 

operating the plant at different loads. 

It can be observed that CO2 capture rate Cap 

stabilized relatively fast, within 1 h, after a disturbance 

in flue gas mass flow rate. The CO2 capture rate 

decreased for increased flue gas mass flow rate (+10%). 

A faster response in Cap was observed when the flue gas 

flow rate was increased (+10%) than when it was 

decreased (-10%), showing the non-linear performance 

of the PCC system. This behavior was consistent at the 

different operating points of the PCC plant. The dead 

time of this response was negligible, since the flue gas 

mass flow rate was included in the calculation and 

naturally changes when a step change is applied. 

The CO2 product flow rate Prod required larger 

stabilization times than Cap. This shows the differences 

in performance of the absorbers and desorber columns 

during transient conditions when a disturbance is 

applied to the PCC unit. The dead times observed in the 

CO2 product mass flow rate can be explained by the 

residence time imposed by the solvent hold-ups in the 

cold side of the internal heat exchanger’s piping and rich 

solvent piping. These residence times resulted in dead 

times in convectively transported variables of the liquid 

solvent from absorber outlet to stripper inlet, including 

rich solvent loading at the stripper inlet Li,str. Note that 

the dead times of Li,str and Prod responses are similar in 

Table 3 and Table 4. Stabilization of the Prod was 

significantly faster when increasing flue gas mass flow 

rate (around 1 h) than when flue gas mass flow rate was 

decreased (9 to 11 h). It can also be observed that the 

Prod response was slower at lower power plant loads, 

refer to Figure 3. 

For flue gas flow rate increase (+10%), the relative 

change in solvent loadings was small. This is because 

the solvent capacity was close to the limit under these 

operating conditions. In general, it was found that lean 

solvent loading at the inlet of the absorber Li,abs required 

larger stabilization times tsta than rich loading at stripper 

inlet Li,str. This can be explained by the buffering effect 

introduced by the mixing tank placed in the recycle loop 
(from stripper sump to absorber liquid inlet). In 

addition, larger dead times to this specific disturbance 

were found for Li,abs than for Li,str, due to the additional  
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Figure 2. Transient responses of the relevant process variables to different step-changes in process inputs. These simulations 

correspond to the initial steady-state operation of the PCC unit for 60% GT load. Step-changes were applied at t = 0 min. 
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Table 3. Response to +10% step increase in flue gas mass 

flow rate �̇�abs,in at various GT loads. Dead times ϴ, settling 

times ts and total stabilization times tsta are shown. 

  10 % 

GT load 

[%]   

ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

100 

Li,abs  74 53 127 0.45 

Li,str  26 11 36 0.45 

Cap 0 12 12 -8.79 

Prod 26 5 31 0.29 

Treb 0 127 127 -0.05 

80 

Li,abs  36 105 141 0.47 

Li,str  27 12 39 0.50 

Cap 0 15 15 -8.74 

Prod  28 45 72 0.35 

Treb 0 54 54 -0.05 

60 

Li,abs  68 88 156 0.48 

Li,str  34 13 46 0.54 

Cap  0 17 17 -8.70 

Prod  34 28 62 0.42 

Treb 0 60 60 -0.06 

 

Table 4. Response to -10% step decrease in flue gas mass 

flow rate �̇�abs,in at various GT loads. Dead times ϴ, settling 

times ts and total stabilization times tsta are shown. 

  -10 % 

GT load 

[%]   
ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

100 

Li,abs  47 578 626 -2.50 

Li,str  26 538 564 -2.62 

Cap  0 55 55 8.55 

Prod  27 556 583 -0.98 

Treb 3 572 575 0.30 

80 

Li,abs  50 639 689 -2.31 

Li,str  29 592 621 -2.53 

Cap 0 58 58 8.84 

Prod  30 603 633 -1.90 

Treb 0 625 625 0.27 

60 

Li,abs  129 619 748 -1.99 

Li,str  131 529 661 -2.26 

Cap  0 39 39 8.88 

Prod  163 503 666 -1.85 

Treb 5 667 672 -2.83 

 

residence time introduced by liquid hold-ups in desorber 

packed segments and sump, lean amine piping and hot 

side piping of the integral heat exchanger, mixing tank 

and lean amine cooler. Again, the plant response in 

solvent CO2 loadings was faster when flue gas mass 

flow rate was increased for all power plant loads studied, 

refer to Figure 3. It must be mentioned that the relative 

change in process variables to step-changes is more 

significant the step-down than step-up of the flue gas 

flow rate. This can be explained by the fact that the 

solvent rich loading at the steady-state operating 

conditions is close to the solvent limit CO2 loading 

capacity, which is limited by stoichiometry. 

5.2 Response to step-changes in solvent mass 

flow rate �̇�s,a and �̇�s,b 

The resulting response times of the PCC unit’s main 

process variables to step-changes in solvent circulation 

mass flow rates are shown in Table 5 and Table 6. 

Table 5. Response of the main process variables to 10% 

step increase in solvent circulation mass flow rate �̇�s,a and 

�̇�s,b at the inlet of the absorbers, for different GT loads. 

Dead times ϴ, settling times ts and total stabilization times 

tsta are shown. 

  10 % 

GT load  

[%]   

ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

 

100 

Li,abs  27 50 77 8.04 

Li,str  25 118 143 -0.02 

Cap  0 131 131 -1.46 

Prod  21 40 60 -1.48 

Treb 0 25 25 -1.04 

80 

Li,abs  31 113 144 8.19 

Li,str  37 112 149 -0.01 

Cap  0 137 137 -1.77 

Prod  25 21 46 -1.78 

Treb 0 35 35 -1.05 

60 

Li,abs  35 67 102 7.85 

Li,str  29 813 842 0.00 

Cap  0 161 161 -1.47 

Prod 31 22 52 -1.46 

Treb 0 39 39 -0.99 

 

Solvent circulation mass flow rate step changes 

resulted in inverse responses in CO2 capture rates, refer 

to Figure 2. This can be explained by the coupled 

operation of the absorbers and desorber columns via the 

recycle loop. When increasing the solvent circulation 

flow rate (10%), the Cap increases during the first part 

of the transient. However, since the reboiler duty is kept 

constant, the lean loading at the inlet of the absorber 

Li,abs will increase (more solvent being circulated for the 

same regeneration energy introduced in the process 

�̇�reb), resulting in a reduction of Cap, with a delay 

imposed by solvent hold-ups (residence time) through 

piping and mixing components in the recycle loop. 
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Observe the large dead time in Li,abs in Figure 2. An 

analog explanation could be used for the inverse 

response observed when solvent circulation mass flow 

rate was reduced. Larger stabilization times were 

required when the plant was operated at lower loads, see 

Figure 3. 

For these disturbances, CO2 product mass flow rate 

Prod stabilizes relatively faster (around 1 h) than CO2 

capture rate Cap (2–3 h). Similar stabilization times tsta 

were noted when increasing (10%) and when decreasing 

(-10%) the solvent circulation mass flow rates �̇�s. 

The relative change in stripper inlet rich solvent 

loading Li,str was very small, so it can be considered 

constant when changing the solvent circulation rate by 

10%. It shows that the solvent’s capacity was working 

at the limit. However, lean loading Li,abs relative change 

was large. A large dead time was observed in Li,abs (27-

47 minutes), due to the large amount of solvent 

inventory within the plant (residence time), and in the 

recycle loop. In addition, a settling time of 1 to 2 hours 

was observed, this is likely due to the buffering effect 

introduced by the absorber tank and other mixing 

components, such as, desorber and absorber sumps. 

Table 6. Response of the main process variables to -10% 

step decrease in solvent circulation mass flow rate �̇�s,a and 

�̇�s,b at the inlet of the absorbers, for different GT loads. 

Dead times ϴ, settling times ts and total stabilization times 

tsta are shown. 

  -10 % 

GT load 

[%]   
ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

100 

Li,abs 35 53 88 -10.26 

Li,str  29 150 180 0.00 

Cap  0 118 118 2.05 

Prod  26 29 55 2.03 

Treb 0 8 8 1.09 

80 

Li,abs  35 74 108 -10.60 

Li,str        0.00 

Cap  0 125 125 2.11 

Prod  30 33 64 2.85 

Treb 0 37 37 1.13 

60 

Li,abs  43 71 115 -9.47 

Li,str  37 788 825 0.00 

Cap  0 166 166 1.38 

Prod  35 28 63 1.40 

Treb 0 9 9 0.99 

5.3 Response to step-changes in reboiler 

duty �̇�reb 

Simulations in which reboiler duty �̇�reb was changed 

with step-changes by ± 10% were performed. Flue gas 

conditions and solvent circulation flow rates were kept 

constant at each operating point of the plant. The 

resulting response times of the PCC unit’s main process 

variables are shown in Table 7 and Table 8. 

Table 7. Response of the main process variables to 10% 

step increase in reboiler duty �̇�reb, for different GT loads. 

Dead times ϴ, settling times ts and total stabilization times 

tsta are shown. 

  10 % 

GT load 

[%]   

ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

100 

Li,abs 28 384 412 -10.00 

Li,str 172 526 697 -1.80 

Cap 31 69 100 9.54 

Prod 0 322 322 9.70 

Tprod 0 335 335 1.09 

80 

Li,abs 33 419 451 -9.42 

Li,str 247 531 778 -1.52 

Cap  35 67 102 9.06 

Prod  0 332 332 9.67 

Treb 0 353 353 1.02 

60 

Li,abs 37 457 494 -8.91 

Li,str  335 539 874 -1.34 

Cap 40 87 126 9.24 

Prod 0 606 606 9.44 

Treb 0 368 368 0.96 

 

Table 8. Response of the main process variables to -10% 

step decrease in reboiler duty �̇�reb, for different GT loads. 

Dead times ϴ, settling times ts and total stabilization times 

tsta are shown. 

 
 

 -10 % 

GT load 

[%] 

 

  

ϴ 

[min] 

ts 

[min] 

tsta 

[min] 

RC 

[%] 

100 

 Li,abs  28 56 85 8.448 

 Li,str  44 694 739 0.008 

 Cap  29 52 81 -10.81 

 Prod  0 24 24 -10.84 

 Treb 0 11 11 -1.10 

80 

 Li,abs 29 66 96 8.1519 

 Li,str 92 685 777 0.0058 

 Cap  34 65 99 -10.62 

 Prod  0 27 27 -10.63 

 Treb 0 13 13 -1.05 

60 

 Li,abs  37 72 109 7.88 

 Li,str  93 403 496 -0.006 

 Cap  39 75 113 -10.44 

 Prod  0 33 33 -10.44 

 Treb 0 12 12 -1.01 
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Increasing the reboiler duty will result in increased 

CO2 capture rate Cap due to the lower resulting lean 

loading at the inlet of the absorber Li,abs. Reducing 

reboiler duty will result in reduced Cap due to the 

increase in Li,abs. A relatively large dead time in the Cap 

response of 28–37 min was found. This dead time was 

larger when the plant was operated at lower power plant 

loads. This is because at lower power plant loads solvent 

circulation rates are smaller (refer to Table 1), resulting 

in larger residence time though piping and mixing tank 

in the recycle loop. 

The relative change in CO2 product mass flow rate 

Prod was also large, but with practically no dead time. 
This is because the reboiler duty introduced in the 

reboiler is physically closer to the overhead of the 

stripper. However, the recycle loop and coupled 

operation of the absorber and desorber makes the total 

stabilization time tsta of the Prod longer than for Cap. 
Observe the slow response in Li,str in Figure 3. In 

general, longer total stabilization times were found for 

both Cap and Prod when the plant was operated at lower 

loads, refer to Figure 3. 

The relative change was also significant for lean 

loading at absorber inlet Li,abs with a large dead time, as 

previously mentioned. The dead times were even larger 

for rich loading at the inlet of the stripper Li,str, and 

longer total stabilization times than for Li,abs were 

observed. 

6 Conclusions 

The open–loop transient performance of the main 

process variables of the plant were studied when the 

plant was operated at different power plant’s load 

conditions, and for different disturbances to the PCC 

unit. In general, it is found that the plant was slower 

when the plant was operated at lower loads, i.e., it 

required longer total stabilization times for the main 

variables of the process. In general, CO2 capture rate 

stabilized relatively faster (1–3 h) than other process 

variables (1–11 h). 

Figure 3. Trends in total stabilization times of main process variables of the PCC unit, when disturbed by the different plant 

input step changes, at different GT loads. a) CO2 capture rate Cap; b) Solvent CO2 loadings at absorbers inlets Li,abs; c) 

Product CO2 mass flow rate Prod; and d) solvent CO2 loading at stripper inlet Li,str. 
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In addition, it was found that the PCC unit responded 

significantly faster to the increase in flue gas mass flow 

rate than to reductions in flue gas mas flow rate. This 

could have significant implications on efficient 

operation of the PCC unit when ramping down the 

power plant’s load, due to long stabilization times 

require of the process and the resulting inefficient 

operation during transient conditions, if a suitable 

control structure cannot be implemented. 

Process variables respond differently to different 

disturbances. For the same process disturbance and 

process variable, the response was different when 

increasing or decreasing the input. This shows the non-

linear behavior of the process. The recycle loop in the 

process from desorber outlet to absorber inlet connects 

the operation of the absorbers units and the stripper, and 

the resulting dynamic interaction between the 

absorption and desorption unit resulted in long 

stabilization time of main process variables, up to 11 h.  

Current and future work includes the integration of 

the PCC unit with a dynamic process model of the power 

plant. That will allow the study of dynamic interactions 

between the power plant and the PCC unit under 

transient events of the power plant, and to analyze 

optimal control structures and operation of the 

integrated process for efficient flexible operation. 
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A B S T R A C T

The present work aims to study the transient performance of a commercial-scale natural gas combined cycle
(NGCC) power plant with post-combustion CO2 capture (PCC) system via linked dynamic process simulation
models. The simulations represent real-like operation of the integrated plant during load change transient events
with closed-loop controllers. The focus of the study was the dynamic interaction between the power plant and
the PCC unit, and the performance evaluation of decentralized control structures. A 613 MW three-pressure
reheat NGCC with PCC using aqueous MEA was designed, including PCC process scale-up. Detailed dynamic
process models of the power plant and the post-combustion unit were developed, and their validity was deemed
sufficient for the purpose of application.

Dynamic simulations of three gas turbine load-change ramp rates (2%/min, 5%/min and 10%/min) showed
that the total stabilization times of the power plant’s main process variables are shorter (10–30 min) than for the
PCC unit (1–4 h). A dynamic interaction between the NGCC and the PCC unit is found in the steam extraction to
feed the reboiler duty of the PCC unit. The transient performance of five decentralized PCC plant control
structures under load change was analyzed. When controlling the CO2 capture rate, the power plant performs in
a more efficient manner at steady-state part load; however, the PCC unit experiences longer stabilization times of
the main process variables during load changes, compared with control structures without CO2 capture rate
being controlled. Control of L/G ratio of the absorber columns leads to similar part load steady-state perfor-
mance and significantly faster stabilization times of the power plant and PCC unit’s main process variables. It is
concluded that adding the PCC unit to the NGCC does not significantly affect the practical load-following
capability of the integrated plant in a day-ahead power market, but selection of a suitable control structure is
required for efficient operation of the process under steady-state and transient conditions.

1. Introduction

Atmospheric concentrations of CO2 have increased by 40% relative
to pre-industrial levels, primarily from fossil fuel emissions, and there is
unequivocal base evidence that it is one of the major drivers of climate
change (IPCC, Climate Change, 2013, 2014). Limiting climate change
would require maintained and substantial reductions of anthropogenic
greenhouse gas (GHG) emissions during the next decades and near zero
GHG emissions by the end of the 21 st century (IPCC, Climate Change,
2014). Nevertheless, it is expected that coal and natural gas will remain
as important energy sources for electricity generation in long-term
global prospects to 2040 (IEA, 2015). Implementation of carbon cap-
ture and storage technologies (CCS) can significantly reduce the life

cycle CO2 emissions of fossil fuel power plants (Dixon et al., 2014).
Natural gas combined cycle power plants have moderate capital

costs, short construction times and high efficiency and flexibility
(Möller et al., 2007; IEAGHG, 2012). State-of-the art large-scale natural
gas combined cycle (NGCC) power plants with three-pressure reheat
configurations (3PRH) have recently reached lower heating value
(LHV) fuel efficiencies of above 60% by different vendors (World,
2016). This LHV fuel efficiency is higher than most efficient coal-based
power plants with up to 47% LHV fuel efficiency. In addition, at
350–450 kgCO2/MWh, combined cycle power plants are less carbon
intense than their coal-based counterparts at 750–1000 kgCO2/MWh
(IEA, 2016). These facts might drive the implementation of combined
cycle natural gas-fueled power plants in the transition towards future
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low-carbon energy systems in different areas of the world. As concluded
in Johnsson et al., (2014), conventional NGCC power plants are likely
to be serious competitors to coal with CCS in the short to medium term.
According to the International Energy Agency, the global average
carbon intensity of power plants being operated today is around
530 kgCO2/MWh, which is still far away from the 100 kg/MWh global
average required in the power sector to be consistent with a 2 °C cli-
mate scenario by 2050 (IEA, 2016). Therefore, in the medium to long
term, CCS might be required to enable the reduction of CO2 emissions
from NGCCs by retrofitting existing units and extending their lifetime or
by implementing novel advanced process configuration concepts with
higher levels of process integration.

The most promising near-term technology to implement post-com-
bustion CO2 capture from combined cycle power plants is that of che-
mical absorption with solvents (IEA, 2008). NGCC power plants with
PCC can reach carbon intensities of below 50 kg/MWh (Adams and Mac
Dowell, 2016). Chemical absorption with 30%wt aqueous mono-
ethanolamine (MEA) is commonly used as the benchmark solvent for
most of the academic work related to integrated studies of NGCC power
plants with post-combustion CO2 capture based on process simulation.

The increasing share of variable renewable energy sources in elec-
tricity generation changes the operating role of base load thermal
power generating units (IEA, 2011; Brouwer et al., 2015). NGCC power
plants will be operated as load-following, with an increased number of
start-ups and shutdowns, and providing fast cycling capabilities
(Genrup and Thern, 2013). That includes thermal power plants with

CCS (IEAGHG, 2012; IEAGHG, 2016). The Carbon Capture and Storage
update 2014 concludes that the financial case for CCS requires that it
operates in a flexible manner, and load-following ability is considered
extremely important for the long-term economics (Boot-Handford et al.,
2014).

A key aspect of the operational flexibility of power plants with post-
combustion CO2 capture using amines is the steady-state design and
part-load off-design performance of the power plant. Recent simulation
studies have analyzed the part-load performance of the NGCC plant
integrated with post-combustion CO2 capture for different process
configurations and process integration concepts (Jordal et al., 2012).
These concepts include exhaust gas recycle (EGR), partial reboiler in-
tegration in the heat recovery steam generator (HRSG) and the eco-
reboiler concept (Jonshagen et al., 2010). A previous work (Jordal
et al., 2012) suggested that understanding the dynamic interaction
between the power plant and the PCC unit remains a key aspect for
developing the NGCC PCC technology. In addition, it was concluded in
Adams and Mac Dowell (2016) that a key area of future work should be
the inclusion of detailed dynamic process models of the power plant
when analyzing the transient performance of the PCC plant integrated
with post-combustion CO2 capture.

The transient or time-dependent behavior of the chemical absorp-
tion PCC process is characterized by being relatively slow, compared to
that of the combined cycle power plant. Despite the increased interest
in carrying out transient test campaigns in pilot chemical absorption
plants to assess the transient performance and operational flexibility of

Nomenclature

AP Absolute percentage error
Ar Argon
Cap Capture rate [%]
CCS Carbon capture and storage
CH4 Methane
CO2 Carbon dioxide
CV Control variable
CW Cooling water
DA Deaerator
DCC Direct contact cooler
EGR Exhaust gas recycle
F Mass flow rate [kg/s]
Fa Arrangement factor
FWC Feedwater cooler
GHG Greenhouse gas
GT Gas turbine
h Enthalpy [J/kg]
HP High pressure
HPB High pressure boiler
HPE2 High pressure economizer 2
HPE3 High pressure economizer 3
HPS0 High pressure superheater 0
HPS1 High pressure superheater 1
HPS3 High pressure superheater 3
HRSG Heat recovery steam generator
H2O Water
IP Intermediate pressure
IPB Intermediate pressure boiler
IPE2 Intermediate pressure economizer
IPS1 Intermediate pressure superheater 1
IPS2 Intermediate pressure superheater 2
Kb Bauman factor
Kt Flow area coefficient
LAC Lean amine cooler
L/G Liquid to gas ratio [kg/kg]

LHV Lower heating value
LP Low pressure
LPB Low pressure boiler
LPS Low pressure superheater
LTE Low temperature economizer
MAP Mean absolute percentage error
MEA Monoethanolamine
MPC Model predictive control
MV Manipulable variable
NGCC Natural gas combined cycle
NOx Nitrogen oxides
N2 Nitrogen
O2 Oxygen
PCC Post-combustion CO2 capture
reb Reboiler
RH1 Reheater 1
RH3 Reheater 3
RGA Relative gain array
s Solvent
SIMC Simplified internal mode l control
ST Steam turbine
SO2 Sulfur oxides
T Temperature [K]
TET Turbine exhaust temperature
TIT Turbine inlet temperature
TPM Throughput manipulator
VIGVs Variable inlet guide vanes
wt Weight percent [kg/kg]
x Vapor quality [kg/kg]
X Mass fraction [kg/kg]
3PRH Three-pressure reheat

Greek symbols

η Efficiency
ρ Density [kg/m3]
λ Thermal conductivity [W/m K]
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the chemical absorption process with MEA (Jordal et al., 2012; Faber
et al., 2011), most of the work to assess transient plant performance and
control has been based on dynamic process simulation (Bui et al.,
2014). Recent work by Flø et al. (2016) carried out open-loop step
responses on the plant via dynamic process simulation of validated
models, where they characterized the transient response of several
process variables (outputs) to step changes in main inputs to the plant,
concluding that one can expect long dead times and relatively large
settling times – in the order of hours.

A key area of research within the dynamic operation of the PCC
process is the development and analysis of plant-wide control strategies
for the post-combustion capture process (Panahi and Skogestad, 2011;
Nittaya et al., 2014; Walters et al., 2016; Panahi and Skogestad, 2012).
Most of the published work focuses on flue gas from a coal-based power
plant (Bui et al., 2014). In these analyses the flue gas is considered a
disturbance to the process, and the steam coming from the power plant
to feed the reboiler duty required to regenerate the solvent is con-
sidered as a boundary condition, omitting dynamic interactions be-
tween the power plant and the post-combustion capture unit. A recent
report from the IEAGHG includes a literature review and assessment of
control strategies for the PCC process (IEAGHG, 2016). It concludes and
recommends that future work should include detailed dynamic process
models of the power plant with advanced dynamic process modeling
tools. Some studies have assessed simulation of the NGCC process with
post-combustion CO2 capture, however these works do not implement
detailed dynamic process models and controllers of the power plant
(Mechleri et al., 2017; He and Ricardez-Sandoval, 2016). He and Ri-
cardez-Sandoval mention to have included a dynamic process model of
the power plant in Aspen Plus® for analysis of the integrated process,
but details on the dynamic process model of the power plant were not

presented, and it is stated that to simplify their analysis, the off-design
dynamic performance evaluation of the gas turbine and steam turbine
under transient operations were not included. Their work concludes
that future work in this research should aim at developing suitable
control strategies for the integrated system and to study the dynamic
operability of the closed-loop under changes in the power plant.

Due to the lack of operational experience of the commercial-scale
integrated NGCC power plant with PCC, there is a need to assess its
load-following capability via dynamic process simulation. Previous
plant-wide control studies found in literature omitted the dynamic in-
teractions between the power plant and the PCC systems. The aim of
this work is to assess the transient performance of the NGCC with PCC
during load changes, in order to gain understanding of the dynamic
interaction between the power plant and the PCC unit. The study in-
cludes the identification and evaluation of suitable decentralized con-
trol structures for the integrated process. Firstly, we describe the power
plant process configuration and design procedure, including PCC pro-
cess scale-up. Secondly, the process models of the gas turbine (GT),
steam cycle and PCC system are described, with an emphasis on the
detailed dynamic process models of the steam cycle. The validation of
the dynamic process models is assessed. Then, the performances of
different control strategies for both the power plant and the PCC plant
are discussed. Finally, we demonstrate and explain the transient load
change of the NGCC with PCC and assess the performance of different
decentralized control structures for the integrated process.

Fig. 1. Process flow diagram of the NGCC power plant integrated with post-combustion CO2 capture.
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2. Power plant description

2.1. Natural gas combined cycle power plant configuration

The NGCC power plant consisting of a 3PRH HRSG was designed by
means of the process simulation software, Thermoflow (Thermoflow,
2014). As shown in Fig. 1, the NGCC has been designed considering the
heat integration with the PCC plant. Steam extraction from the inter-
mediate pressure (IP) and low pressure (LP) turbine crossover and
steam from the LP superheater are mixed, de-superheated, and sent to
the reboiler in order to feed the reboiler duty of the PCC system. The
utilization of Thermoflow (2014) allows detailed design data including
main plant components’ geometry, materials and process flowsheet to
be obtained. In addition, it provides reliable steady-state full-load and
part-load performance data of the plant, for both GT and steam cycle.
These data reflect the current technology performance of the power
plant and have been considered as a reliable source of plant perfor-
mance under off-design loads in the literature (Jordal et al., 2012).
Therefore, the performance data for off-design loads was used in this
work as a reference for steady-state design and off-design validation of
the dynamic process models of the combined cycle power plant con-
figuration. In addition, detailed geometry, flowsheet and materials are
required as inputs to parameterize the main dynamic process models of
the steam cycle.

The key performance data at design load of the natural gas com-
bined cycle power plant NGCC-PCC are shown in Table 1 including
main steam cycle parameters. Fuel is assumed to be 100% CH4, and the
GT has a dry low NOx combustor. The flue gas flow to the capture plant
is assumed to be free of flue gas components SO2 and NOx.

2.2. Post-combustion CO2 capture unit configuration

A post-combustion capture unit with 30% wt MEA as chemical
solvent was designed with the commercial software, Aspen Plus® (A.T.
Inc., 2014). The process configuration considered was the one with two
absorbers and one stripper, as proposed by Jordal et al. (2012), fol-
lowing the methodology presented in Dutta et al. (2017). Modified
process configurations, including absorber inter-cooling, solvent split
flow or lean vapor recompression stripping, as studied by Amrollahi
et al. (2011), were not considered in this paper. Therefore, no attempt
was made to optimize the plant’s steady-state performance.

The design point chosen for the post-combustion unit is 100% GT
load under ISO conditions, which, for the Mitsubishi 701 JAC gas tur-
bine, corresponds to flue gas with mass flow rate of 887.1 kg/s with
4.33 vol% CO2 (wet). The design target CO2 capture rate is 90% at
100% load operation. The flue gas from the HRSG is cooled from 126 °C
down to 40 °C with a direct contact cooler (DCC) and fed to both ab-
sorbers (443.55 kg/s of flue gas per absorber at design conditions).
Mellapack 350Y structured packing was selected for the absorbers and
stripper. The diameter of the absorber columns was determined by
setting 65% flooding limit for absorbers and 70% for stripper column,
to be consistent with previous work in Jordal et al. (2012). Relevant
input data for the simulations and scale-up of the PCC unit are shown in
Table 2. Table 3 shows a list with main residence times and solvent
hold-ups at design points in different parts of the PCC system. Residence
times have been chosen according to data published in the literature
(Flø, 2015).

2.3. Process integration

Two key integration aspects for this specific configuration of a
NGCC-PCC plant are the exhaust gas from the HRSG stack sent to the
chemical plant and the steam extraction from the steam turbine to feed
the reboiler. Since CO2 is captured from the GT exhaust gas, pressure
drop will be imposed in the flue gas line by the HRSG recuperators and
bypass-stack system with dampers, the DCC, the absorber column

packing and washer sections, and additional ducts and stacks. Most of
this pressure drop is overcome by the GT. From an efficiency point of
view, it is advantageous to let a fan, rather than the gas turbine,
overcome this pressure drop. Therefore, a fan was included in the flue
gas line after the DCC cooler to overcome the additional pressure drop
imposed mainly by the absorber column.

A second important thermodynamic interface between the PCC
process and the power plant is the steam extraction from the steam
turbine to provide the heat required for solvent regeneration and to
generate the stripping vapors flowing upwards through the stripper
column. This integration aspect has been widely discussed in literature
for both gas and coal-fired power plants with post-combustion CO2

capture (Lucquiaud et al., 2009; Thern et al., 2014; Biyouki, 2014;
Linnenberg et al., 2011). The most efficient method of providing that
heat is to condense the steam extracted from the power plant. Due to
solvent degradation problems, the temperature of the solvent in the
reboiler should be limited within the range of 120–122 °C. Therefore,
the supply temperature of the steam should at least be 130 °C at sa-
turation, when considering a differential temperature approach to be at
least 10 °C. This corresponds to a steam pressure of 2.7 bar. In addition,
the process conditions for steam supply to the reboiler should be above
these to overcome the piping pressure losses. In this work the integra-
tion methodology with steam extraction from the IP/LP crossover has
been applied as presented in Biyouki (2014). The IP/LP crossover ex-
traction option for reboiler heat integration has also been implemented
in previous part-load performance studies for 3PRH power plant with
post-combustion CO2 capture with aqueous MEA as solvent (Rezazadeh
et al., 2015). Steam extracted from the IP/LP crossover at 3.7 bar is
mixed with steam from the LP superheater. The steam is de-superheated
by water injection from the high pressure (HP) feedwater line of the
HRSG (refer to FWC SR in Fig. 1). The HP water extraction is regulated
by a throttling valve, with the objective of controlling the steam tem-
perature of the superheated steam sent to the reboiler at 150 °C, with
the purpose of preventing solvent degradation. Under design condi-
tions, steam extracted from the IP/LP crossover, from the LP super-
heater and from the HP water extraction, represents, respectively,
around 71%, 14%, and 15% of the total steam fed to the reboiler.
Sufficient steam must be available at the extraction for solvent re-
generation under part-load operation (Jordal et al., 2012). Steady-state
off-design simulations conducted during this work revealed that enough
steam is available at the extraction for part loads down to 60% GT load.
The condensate from the reboiler is sent to a feedwater tank, where it is
mixed with the feedwater coming from the steam turbine condenser. All
feedwater is circulated to the low temperature economizer in the HRSG

Table 1
NGCC with PCC performance data summary.

Gas Turbine Mitsubishi 701 JAC

GT Power Output [MW] 451.8
Fuel CH4

Fuel lower heating value [MJ/kg] 50.047
GT Exhaust mass flow [kg/s] 887.1
GT Exhaust temperature [°C] 632
HRSG efficiency [%] 82.81
Steam turbine gross power [MW] 161.1
Plant net LHV electrical efficiency [%] 52.38%
HP pressure and temperature [bar/°C] 145/591
RH pressure and temperature [bar/°C] 30/591
LP pressure and temperature [bar/°C] 3.69/290
Crossover pressure [bar] 3.69
Condenser pressure and temperature [bar/°C] 0.0483/32.25
Cooling water temperature [°C] 15
HP/IP/LP dry section efficiencies [%] 87.9/92.3/93.8
HP turbine inlet flow [kg/s] 111.15
IP turbine inlet flow [kg/s] 125.7
LP steam generated in HRSG [kg/s] 12.9
LP turbine extraction flow [kg/s] 3.7
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(refer to Fig. 1).
Extracting steam from the steam turbine results in lower steam flow

rate through the LP turbine and condenser and, hence, reduced turbine
power output. The LP steam turbine has been sized for operation with
the post-combustion system operating under full-load plant operation.
This results in a smaller LP turbine, condenser and generator than if the
LP turbine is designed for temporary CO2 capture shutdown. Thern
et al. (2014) discuss implications of temporary CO2 capture shutdown
for LP steam turbine design and performance. A recent study
(Rezazadeh et al., 2015) discusses the impacts of non-capture operation
on IP and LP turbine efficiency and condenser backpressure; it con-
cludes that, if the NGCC plant is to be operated with an integrated post-
combustion CO2 capture scheme, it is not beneficial to operate it in a
standalone mode (non-CO2 capture operation), aside from inevitable
situations such as CO2 capture plant or compression train unit trip.

3. Dynamic process model description for power plant and post-
combustion plant

3.1. Dynamic process models of the power plant

The dynamic process models in this work were developed with the
open physical modeling language, Modelica (Modelica Association,
2017). The dynamic process models implemented in Modelica were
obtained from the ThermalPower library (TPL) (Modeloon, 2015). The
base models were utilized to build up the power plant model as

designed in Thermoflow (2014), by using the dynamic process-mod-
eling environment, Dymola (Dassault Systems, 2017). Accumulation of
energy and mass within process equipment is highly dependent on fluid
inventories and equipment size. Therefore, dynamic process models
from the ThermalPower library require design data of the equipment
for model parameterization, obtained from Thermoflow (2014). Those
data include equipment size, tube geometry, hold-up of vessels and
residence times, wall materials, fluids’ property packages, drum geo-
metry and wall thickness.

3.1.1. Gas turbine model
It is a generalized approach in load-change transient modeling and

simulation of combined cycles to omit the full dynamic process model
of the GT (Dechamps, 1995; Dechamps, 1994). For transient applica-
tions, the GT is normally modeled with the block diagram approach to
simulate its governor controls (Rowen, 1983; Can Gülen and Kim,
2013). In this work, a quasi-static approach is considered, in which the
off-design performance of the GT exhaust’s temperature and mass flow
rate is implemented. Small variations in exhaust gas composition were
disregarded, since those were found to be small for the operating
window studied in this work. A common procedure is to simulate the
steady-state off-design performance of the GT and include the key
characteristics of the exhaust as a disturbance to the dynamic process
model of the HRSG and turbine island. By assuming a ramp rate, a
turbine exhaust time series can be tailor-made to simulate the GT load
change; refer to Fig. 2. This method is justified because of the faster
transient performance of the GT than that of the steam cycle due to the
HRSG thermal inertia (Can Gülen and Kim, 2013). Hence, the GT ex-
haust characteristics for different loads were modeled as a disturbance
to the HRSG gas-side process models. The exhaust gas from the gas
turbine, consisting of a mixture of Ar, H2O, O2, N2 and CO2, is modeled
with the ideal thermodynamic equation of state, and thermochemical
properties are calculated using a seven-coefficient version of the NASA
ideal gas properties.

A steady-state model in Thermoflow (2014) was used to obtain the
validated part-load performance of this GT. Table 4 shows the main
performance values of the GT at loads from 100% to 60%, for ISO
ambient conditions. Fig. 2 includes the steady-state off-design loads’ gas
turbine characteristics in terms of exhaust temperature, mass flow rate
and gross power. Fig. 3 shows the time-dependent exhaust temperature
and mass flow for an event with load reduction from 100% GT load to
80% GT load, with a typical GT load reduction of 5%/min (Genrup and
Thern, 2013). Load change rate from one load point to another would
be typically 4–5% per min, for both load increase and load decrease, for
a combined cycle (Genrup and Thern, 2013; Jordal et al., 2012).

3.1.2. Heat recovery steam generator, deaerator and condenser models
The heat recovery steam generator of this plant consists of

Table 2
Absorber columns, heat exchanger and desorber design data (Jordal et al., 2012; Jilvero
et al., 2014).

Absorber columns

Diameter [m] 16.3
Height [m] 23.2
Packing material Mellapak 350Y
Design flooding limit [%] (Jordal et al., 2012) 0.65
Lean loading 0.27
Rich loading 0.5
Whole column pressure drop [bar] 0.06
Inlet gas velocity [m/s] 1.9
Pressure at top of column [bar] 1.1
Lean solvent inlet temperature [degC] 40

Stripper
Diameter [m] 9.7
Height [m] 10
Packing Material Mellapak 350Y
Pressure at top of column [bar] 2
Whole column pressure drop [bar] 0.06
Design flooding limit [%] (Jordal et al., 2012) 0.7

Heat Exchanger
Average U-value [W/m2 K] (Jilvero et al., 2014) 2000
Lean-rich temperature approach [K] 5
Heat exchanger area [m2] 27855.3

Table 3
Residence time, volumetric flow and solvent hold-up at different parts of the PCC system,
based on data from literature (Flø, 2015).

Residence time
[min]

Volumetric flow
solvent [m3/min]

Hold-up
[m3]

Absorber sump 5 32.9 164.6
Buffer tank 16 68.8 1100.5
Reboiler 5 353.2
Desorber sump 5 70.7 353.3
Desorber sump and

reboiler
10 70.7 706.6

Cross heat exchanger
and piping

26 66.8 1736.7

Reboiler steam side 1 5.9 5.9

Fig. 2. GT exhaust characteristics at different steady-state off-design loads with ISO
ambient conditions.
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horizontal three-pressure levels with reheat system. It has three drum
systems with evaporator (LPB, IPB, HPB), including an integrated LP
drum and deaerator system (LPB and DA). In addition, there are a total
of 12 finned tube flue gas to water and steam recuperators. The re-
cuperators consist of four economizers (LTE, IPE2, HPE2 and HPE3), six
superheaters (LPS, IPS1, IPS2, HPS0, HPS1 and HPS3) and two re-
heaters (RH1 and RH3). Two inter-stage superheated steam tempera-
ture control systems are implemented: one between the last two su-
perheaters and the other between the two reheaters. Such systems use
high pressure water from the HP feedwater line upstream of the high
pressure economizer, HPE2. The HP water is injected into the pipe
between the superheating and reheating stages, and consequently the
temperature is reduced by evaporative cooling. A valve implemented
for the extraction is manipulated to change the HP water mass flow rate
and hence control the temperature of the steam sent to HP and IP steam
turbine intakes. The water and steam thermophysical property package
is implemented by using the IAPWS-IF97 standard, with analytic deri-
vatives (Wagner et al., 2000).

The heat exchanger recuperator model is built from base physical
process components of hot side piping, conductive heat transfer wall
and cold side piping. Both pipes and wall are discretized in the axial
direction, and heat transfer equations are solved in a discretized
manner. The process model configuration assumes counter-current
flow, while the physical configuration is cross-flow. Note that, in a
HRSG heat exchanger the entire metal mass has a specific geometry
with bare tubes with serrated fins on them. As discussed in Dechamps
(1994), for transient simulations, an important consideration is the wall
temperature evolution over time. A typical approach is to consider the
whole heat exchanger metal mass as a lumped metal cylinder, since in
the exhaust flow gas path the tubes are quite close to each other and
have a high density of fins; thus, the entire heat exchanger is substituted
by a lumped cylinder with the same mass (volume and density) and
external heat transfer surface area as the real heat exchanger (HX) (Can
Gülen and Kim, 2013). The cylinder has a wall thickness equivalent to

that of a single tube and geometry (length and diameter) and is cal-
culated so as to consider the overall heat transfer area and metal mass
as the actual heat exchanger. Therefore, the hypothetical heat ex-
changer model is a 1-D counter-current model, which is then discretized
in the axial direction in n volumes.

The dynamic discretized pipe models are implemented with a si-
milar modeling approach for both gas and water/steam side. For the gas
side, mass, mass fraction and energy balance equations are discretized
by means of the finite volume method, with n the number of volume
segments. For this work, static balances on the gas side have been
considered, since such processes are relatively fast (Dechamps, 1995). A
uniform velocity is assumed in the cross-section leading to a 1-D dis-
tributed parameter model. The state variables are mass fractions, n
temperatures and a lumped pressure. The energy balance equation is
written by assuming a uniform pressure distribution, and the pressure
drop calculation is lumped at the piping outlet. Longitudinal heat
transfer diffusion is neglected within the pipe.

For the water/steam side, the model allows for calculation of both
fluid states with one-phase or two-phase mixture, and it uses the in-
tegrated mean density and lumped pressure approach. The model
consists of dynamic mass and energy balances with static momentum
balance; equations are discretized as well by means of the finite volume
method, with n the number of volume segments.

Fluid flows in the pipes can exchange thermal power through the
lateral heat surfaces, which are connected to the wall process model.
This allows the calculation of convective heat transfer between the
water/steam fluid bulk and the wall’s inner surface, and between the
gas bulk and the wall’s outer surface. A wall model for transient con-
ductive heat transfer, considering the capacity of the metal to store heat
(thermal inertia) and the resistance for conductive heat transfer, is
implemented in the HX model. The wall is discretized in n segments in
the longitudinal direction. Longitudinal wall conductive heat transfer is
neglected. For this application, a discretization of the wall model in the
radial direction was not considered, but it would be possible to do so for
thermal stress estimation applications, as presented by Benato et al.
(2015).

The convective heat transfer coefficient for 1-phase gas flow over
tube bundles is modeled continuously with a Nusselt correlation cov-
ering the entire flow region, and the flow is considered to be thermally
and hydraulically developed. The heat transfer coefficient hg is com-
puted for each segment as in Eq. (1), where Fa is a tube arrangement
factor, λ is the thermal conductivity of the gas and dhyd is the hydraulic
diameter of the pipe. The Nusselt number for each row is calculated by
Reynolds-dependent correlations from (G.V.-G.V.u., 1997).

=h F Nu λ
dg

a

hyd

0

(1)

For the water side, a heat transfer correlation has been considered
for estimating the convective heat transfer coefficient for superheaters,
hs, for 1-phase; see Eq. (2). A similar formulation is employed for
economizers. The mean Nusselt number, Num, is calculated by Rey-
nolds-number-dependent correlations from (G.V.-G.V.u., 1997).

Table 4
Main performance values of the Mitsubishi 701 JAC for ISO ambient conditions, at different off-design loads.

GT Load% 100 95 90 85 80 75 70

GT gross power [MW] 451.8 429.7 407.9 386.1 364.2 342.1 319.8
GT fuel LHV chemical energy input (77F/25 °C) [MW] 1081.5 1038.7 1002.1 965.2 927.5 889.1 849.2
Turbine exhaust mass flow [kg/s] 887.1 871.2 835.4 799.4 765.1 731.9 702.7
Turbine exhaust temperature [C] 632 623.8 633.8 644.5 654.3 663.4 668.5
Exhaust gas N2 mole fraction [%] 73.97 74.04 74.02 74 73.99 73.98 74
Exhaust gas O2 mole fraction [%] 11.25 11.46 11.4 11.34 11.3 11.28 11.33
Exhaust gas CO2 mole fraction [%] 4.33 4.23 4.26 4.29 4.30 4.31 4.29
Exhaust gas H2O mole fraction [%] 9.56 9.38 9.43 9.48 9.52 9.53 9.49
Exhaust gas Ar mole fraction [%] 0.89 0.89 0.89 0.89 0.89 0.89 0.89

Fig. 3. Time-dependent tailor-made GT exhaust characteristic considering a quasi-static
modeling approach. GT load reduction from 100% to 80% load. Transience starts at
minute one.
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=h Nu λ
ds

m

hyd (2)

For the two-phase flow in the evaporators, a constant heat transfer
coefficient of 120 kW/m2K for the cold side was considered. The pres-
sure drop in both the cold and hot sides is computed with Colebrook’s
equation, where the hydraulic friction coefficient f is specified by the
nominal operating point (mass flow rate, pressure drop and density).

The main function of a drum in a subcritical HRSG is to separate the
steam from the liquid water, at a given pressure level. Transient phe-
nomena and dynamic modeling of drum boilers has been studied ex-
tensively (Åström and Bell, 2000). As described in Eborn (2001), one
difficulty in power plant control is the drum-level control problem, due
to the known shrink and swell effect. The drum model available in the
ThermalPower library is capable of capturing pressure and drum-level
dynamics and includes wall dynamics. The model describes the cy-
lindrical drum of a drum boiler, where there is no thermodynamic
equilibrium between the liquid and gas hold-ups. The drum and eva-
porator dynamic process model included in TPL (Modeloon, 2015) uses
the formulation described in Francesco Casella (2003). The required
parameterization of the model is mainly the equipment data (geometry
and material properties). Natural circulation in the drum-evaporator
system was implemented by means of an ideal height difference model
with pressure head for modeling the downcomers and risers of the
system.

In a steam power plant, the main function of the deaerator is the
removal of non-condensable gases such as CO2 and O2. The objective is
to avoid synergetic corrosion effects within the water tubes of the
HRSG, which would reduce the lifetime of the plant considerably
(Bolland, 2014). In this case, the deaerator model is simulated to con-
sider the water/steam inventory under transient conditions. Therefore,
the medium in the process model is water/steam. The dynamic process
model assumes thermodynamic equilibrium between the liquid and
vapor hold-ups (same temperature and pressure), and takes into ac-
count variable hold-ups (level and pressure must be controlled).

The condenser model is a model of a cylindrical condenser that
assumes thermodynamic equilibrium between vapor and liquid hold-
ups. In addition, a dynamic wall model accounting for transient wall
effects is included in the model. The wall separates the condensing
steam from the cooling media. The wall model considers the capacity of
the tubes to store heat under transient conditions. The cooling liquid
heat transfer uses a liquid correlation, valid for both laminar and tur-
bulent flow. It uses a logarithmic average of the cooling inlet and
cooling outlet temperatures as the driving temperature. A correlation
for heat transfer condensation over tube bundles has been implemented
for the water/steam side of the condenser (G.V.-G.V.u., 1997). The
model includes a hotwell that collects the liquid hold-up. The level of
water in the hotwell has been decided by considering the design in-
ventory of water in the condenser, as defined in Thermoflow
(Thermoflow, 2014). The cooling water inlet temperature and the mass-
flow under part-load conditions are maintained as constant.

3.1.3. Steam turbine models
For the range of part-load operation considered in this study

(100–60% GT load), the steam cycle of the combined cycle plant is
operated under sliding pressure operation mode (Kehlhofer et al.,
2009). The steam turbine model is assumed as a quasi-static model. This
is justified because the purpose of the transient model is to simulate the
load-following transient event; therefore, the main thermal inertia of
the system consists of the HRSG inertia (Dechamps, 1994). Effects of
steam turbine rotor dynamics and steam turbine casing and rotor
thermal inertia are not of interest here, since those are normally rela-
tively fast. Therefore, dynamic interactions between the power grid and
the steam cycle in terms of real-time frequency control-related tran-
sients are neglected, as those are outside the scope of this work. Steam
turbine expansion is defined by the swallowing capacity and the isen-
tropic efficiency. Stodola’s law of cones is used to define the swallowing
capacity of the turbine (Eqs. (3)–(4)), where Kt is the flow area coeffi-
cient, based on the nominal flow conditions of pressure and density,
subscript n stands for nominal conditions, i for inlet, o for outlet, and Ft
for mass flow through the turbine.
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Turbine expansion was assumed to have constant isentropic effi-
ciency under variable loads. For different loads, the steam turbine has
approximately constant volumetric flow. This helps to keep the velocity
triangles of the stages approximately constant, and therefore the effi-
ciency remains approximately unchanged (Bolland, 2014). Dry isen-
tropic efficiencies were assumed to be 0.88, 0.923, and 0.931, for the
HP, IP and LP sections, respectively. In addition, the efficiency of the LP
section of the steam turbine has been corrected for the moisture con-
tent, since the expansion crosses the Wilson line (Bolland, 2014). The
dry efficiency degradation is a function of the steam quality and can be
expressed by Bauman’s formula, Eq. (5). The Bauman’s coefficient Kb

has been set to 0.8 (Bolland, 2014). A simplified generator model is
included to account for mechanical shaft and generator losses, with a
constant mechanical efficiency of 0.98.

= − −η η K x·(1 ·(1 ))is is dry b mean, (5)

3.2. Dynamic process model of the post-combustion CO2 capture plant

The dynamic process models for the main equipment of the PCC
plant are implemented in the Modelica language. A library called Gas
Liquid Contactors (Modelon, 2017), containing dynamic process models
of the main equipment of the PCC unit, has been utilized as a basis for
this work. For a detailed description of the models and equations, the

Table 5
Validation of the power plant model under off-design GT load operation.

ST gross power [MW] HP admission pressure [bar] RH admission pressure [bar]

GT Load GT pro Dymola Error% GT pro Dymola Error% GT pro Dymola Error%

100 161091 161444 0.22 145 145.3 0.20 30 30.4 1.23
95 154716 154767 0.03 139.2 139.9 0.55 28.9 29.2 0.98
90 153359 153260 0.06 137.3 137.3 0.02 28.5 28.8 1.11
85 151046 151020 0.02 133.8 133.6 0.17 28.2 28.5 1.08
80 148347 148373 0.02 130.2 129.7 0.37 27.8 28.2 1.19
75 145356 145343 0.01 126.5 125.8 0.58 27.3 27.6 0.99
70 141617 141501 0.08 122.5 121.6 0.74 26.6 26.9 0.96
MAP 0.06 0.38 1.08
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reader should refer to GarÐarsdóttir et al. (2015) and Prölß et al.
(2011). The Modelica models were calibrated to fit the design point
data from the AspenPlus® design of the two-absorber and one-desorber
scaled-up plant, as described in Table 2. Calibration included matching
temperature profiles of the absorber and desorber columns, lean/rich
loadings at the inlet and outlet of columns and absorption and deso-
rption rates. The main calibration factor was the enhancement factor
for chemical reactions.

4. Process model validation

The power plant dynamic process model has been validated against
steady-state data for both design and off-design conditions by com-
paring the results obtained from Thermoflow (Thermoflow, 2014).
Absolute percentage errors AP in Table 5 are calculated based on Eq.
(6), while mean absolute percentage errors MAP are based on Eq. (7),
where Rt is the reference value and St is the value from simulations.
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R

100 t t
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The gas side HRSG’s temperature profile under design conditions
was validated, and mean absolute error was found to be 0.16%, max-
imum absolute error being 0.62% (not shown). Table 5 includes vali-
dation results of the steam turbine gross power, HP and RH steam ad-
mission pressures for different GT loads.

The transient performance in terms of steam turbine power output
showed correct behavior in respect of 99% settling time for load
changes with a 5%/min GT load ramp rate. Note that, by settling time,
we mean here the time required for the response curve to reach and stay
within a range of 1% of the final value. These settling times were si-
milar to those reported in Thermoflow software (Thermoflow, 2014). In
addition, a similar modeling methodology for predicting transient
performance of NGCCs has been utilized in literature (Benato et al.,
2015), resulting in similar settling times of 6–9 min. This means that
the dynamic process model of the power plant is also capable of

capturing the process dynamics with high fidelity. Therefore, it can be
concluded that the power plant dynamic process model is capable of
predicting proper steady-state performance under different loads to an
appropriate level of accuracy, required for the analysis, and predicts
transient trends under load change transient event driven by the GT
load reduction.

The models of the post-combustion capture plant were validated in
a recent work by Montañés et al. (2017). That work uses large-scale
steady-state and transient data from an amine pilot plant with flue gas
from a natural gas-fired power plant at CO2 Technology Center
Mongstad (2017).

5. Proposal of different control structures

The day-to-day operation of thermal plants can be handled by
closed-loop control (Kehlhofer et al., 2009). The main objective of the
control system is to provide load control and frequency response. Fre-
quency response is utilized when sudden increases or decreases in
electrical power load are required (Montañés et al., 2016) and is nor-
mally provided by the gas turbine and by the steam turbine if it is
designed to do so. The load of the combined cycle is controlled by
means of the GT load reduction/increase. The steam cycle will follow
the GT load change by providing power with the available steam gen-
erated in the HRSG. Once a GT load change is applied, the steam tur-
bine load will adjust automatically with a time delay of about
10–15 min (Kehlhofer et al., 2009), normally defined by the thermal
inertia added by the HRSG. In this regard, the GT load change can be
seen as a disturbance to the steam cycle. In addition, from the PCC
plant’s perspective, the exhaust gas coming from the NGCC power plant
is a disturbance to the process; thus, the control system of the PCC plant
must be capable of handling this disturbance under load changes.

The control system of a process plant is typically designed in a
hierarchical manner, with different tasks assigned to different control
layers. As described in the literature (Kehlhofer et al., 2009; Skogestad
and Postlethwaite, 2005), the control layer of a chemical and a power
plant can be divided into two main layers: the regulatory control layer
(“base control”) and the supervisory control layer (“advanced control”).

Fig. 4. Power plant control layers. For controllers, the first letter stands for temperature (T), pressure (P), level (L) or flow rate (F), while the second letter stands for controller (C) or
transmitter (T).
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• Regulatory control layer: The main task of the regulatory control
layer is to stabilize the plant’s drifting variables under fast dis-
turbances and keep these variables close to the set-points in the fast
timescale. Stabilization here means that the process does not drift
away from acceptable operating conditions under disturbances. This
normally implies controlling temperatures, pressures and levels, and
having a consistent inventory control structure (Aske and Skogestad,
2009).

• Supervisory control layer: The supervisory control layer is used to
control variables that are more important from an overall point of
view, i.e., in a longer timescale. It is the slower upper layer that acts
on the set-points of the regulatory control layer or remaining de-
grees of freedom. This layer will be in charge of supervising load
changes.

In the following, the control structures implemented in the dynamic
process models are presented. Functions related to logic on start-up/
shut-down and safety systems of the plant were not included in this
work.

5.1. Control layers for combined cycle

The gas turbine in a combined cycle is normally provided with a
standardized control system and therefore the gas turbine supplier
provides an engine that is already automatized for operation. The gas
turbine load is controlled by the combination of variable inlet guide
vanes (VIGVs) and fuel mass flow rate (Kehlhofer et al., 2009). VIGVs
allow modification of the air mass flow rate input to the gas turbine.
The main objective during part-load operation is to keep high turbine
inlet temperatures (TIT) and turbine exhaust temperatures (TET) under
part loads, since that will allow highly efficient part-load operation of
the steam cycle. TIT is normally controlled by a combination of fuel
flow input and the position of the VIGVs; this keeps high levels of both
TIT and exhaust gas temperature at part loads. In modern gas turbines,
this strategy can be utilized down to about 40% GT load, from which
the VIGVs’ saturate and air mass flow rate cannot be further reduced.
Lower loads can be achieved by further reducing fuel input flow rate,

but the TIT cannot be kept at high values. In this work the GT model is a
quasi-static model. To control the steam production in the HRSG at part
loads, a strategy called sliding pressure operation is normally im-
plemented. With sliding pressure operation mode, the steam turbine
inlet control valves are fully open, so that the admittance pressure is
sliding or floating. This allows high levels of efficiency to be maintained
in the steam cycle, compared with strategies in which the HRSG steam
pressures are controlled by valve throttling, partial arc admission or
hybrid configurations (Jonshagen, 2011). Sliding pressure operation is
normally applied down to approximately 50% live-steam pressure, from
which a control strategy based on pressure control via valve throttling
is applied (Kehlhofer et al., 2009). Valve throttling will be required
under normal operation to provide a fast frequency response, if the
steam cycle is designed to do so.

Fig. 4 shows the regulatory control layer implemented in the steam
cycle. It includes the essential control loops that are required in order to
ensure stable steam cycle operating conditions in the combined cycle
power plant under stable operation and for load changes driven by GT
load changes. The controllers were implemented in the dynamic process
models and are described as follows:

• Live-steam temperature control (FWC-SH, FWC-RH and FWC-SR):
The temperature of the live steam (superheated, reheated and steam
sent to reboiler) must be controlled to limit the temperature peaks
that occur during off-design operation. High pressure feedwater is
injected in between the superheaters and reheaters into the live
steam to cool it down. In this work, proportional and integral (PI)
controllers on control valves were implemented. The superheated
steam sent to the reboiler must come at suitable temperatures re-
quired for the proper operation of the reboiler. Therefore, it was
controlled by injecting high-pressure feedwater from the HRSG with
a PI controller on a control valve.

• Drum level control: A three-element controller was applied for the
three drums (LP, IP and HP) in the process. Drum level, feedwater
and live-steam flows are measured. These signals were processed in
a cascading manner (Basu and Debnath, 2015) so that the con-
trollers decide on the feedwater valves’ opening.

Fig. 5. Control layer of the post-combustion capture system. Fs,a, Fs,b and Fsteam are the main degrees of freedom of the plant. For controllers, the first letter stands for temperature (T),
pressure (P), level (L) or flow rate (F), while the second letter stands for controller (C) or transmitter (T).
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• The pressure of the LP drum and that of the deaerator are controlled;
refer to Fig. 4.

• A level controller was applied to the condenser howtwell; refer to
Fig. 4.

5.2. Control layers of the post-combustion plant

Rules for consistent inventory control were followed (Aske and
Skogestad, 2009) in order to design the regulatory control layer of the
PCC system. An important decision is to select the location of the
throughput manipulator for the amine/water solvent circulation, i.e.,
the mass flow rate of the recycled solvent circulating though absorber
and stripper. For this configuration with two absorbers in parallel, there
are two throughput manipulators (TPMs). Those two have been located
at the inlet of the absorber; therefore, the TPMs are the solvent flow
rates at the inlet of the absorbers Fs,a and Fs,b. This defines the direction
of the level controllers for absorber sumps and stripper sump. For this
process configuration, the main drifting variables that need to be con-
trolled to ensure stable operation of the PCC plant are:

• Rich solvent temperatures at the inlet of the absorbers.

• Absorber sumps and stripper sump levels.

• Stripper pressure.

• Condenser temperature.

• Reboiler steam/water side level.

• Make-up water.

The “pairings” or inputs utilized to control the above-mentioned
drifting variables are shown in Fig. 5. During pilot plant operation,
MEA concentration is manually monitored onsite by periodic lab sam-
ples. MEA concentration is adjusted to (30 wt%) by the addition or
extraction of water (Bui et al., 2016). For practical implementation in
the dynamic process model, the water injected/rejected from the PCC
plant is the amount required to have a water mass balance of the overall
PCC plant; water is added/rejected in the surge tank based on the
measured water flow rate inlet to the absorbers, outlet to the absorbers
and outlet to stack. MEA make-up was not introduced because the
process model assumes that MEA is non-volatile and does not leave the
plant through the absorber.

The supervisory control layer of the PCC plant for this process
configuration has three degrees of freedom, consisting of lean solvent
flow rates to the absorber Fs,a and Fs,b and steam mass flow rate to the
reboiler Fsteam. These degrees of freedom will be used to control dif-
ferent process variables, depending on the operational strategy and
objectives of the plant. Based on a literature study, five decentralized
control structures were studied for load-change operation of the full
power plant with PCC; refer to Table 6. Choosing appropriate tuning
rules is of importance. Controller tuning was carried out based on
simplified internal model control (SIMC) tuning rules, which are ana-
lytically derived and are well-suited for processes with large dead times
and long stabilization times (Skogestad and Grimholt, 2012).

Panahi and Skogestad (2011, 2012) carried out a plant-wide control
procedure for the post-combustion capture process with flue gas from a
coal-fired power plant source, based on self-optimizing control theory
(Skogestad and Postlethwaite, 2005). Their study concluded that the
two main self-optimizing control variables (CVs) are the CO2 capture
rate Cap at the outlet of the absorber and the temperature of a tray
within the stripper (Tstr). They evaluated four decentralized control

structures based on different pairings of the above mentioned manip-
ulable variables (MVs) and CVs and different regions of operation of the
plant. They also evaluated a model predictive control scheme (MPC),
concluding that MPC might not be required for base-load operation.
Nittaya et al. (2014) evaluated three different control structures under
disturbances from coal-fired power plants with absorber-desorber PCC
system; they studied different control structures based on a static re-
lative gain array (Chinen et al., 2016) analysis and heuristic ap-
proaches. The control structures were evaluated under different sce-
narios, including CO2 capture rate set-point change and changes in flue
gas flow rate. Their study concludes that decentralized control struc-
tures A and B (see Table 6) showed the best performance in respect of
disturbances and set-point tracking, considering different operational
objectives. Control structures A and B have CO2 capture rate at top of
absorber columns as CVs, see Table 6, and were selected for further
study with the integrated dynamic process model of the power plant.
The results are presented in Scenario 2 Case 1, in Section 6.2.1.

In addition, control structures in which the CO2 capture rate is not a
constraint or operational objective were studied. Since changes in sol-
vent circulation rate can result in large dead times and total stabiliza-
tion times of the main process variables of the plant (Flø et al., 2016),
control structure C with constant solvent circulation rates was studied.
In addition, ratio control on solvent circulation rate to keep constant
liquid to gas (L/G) ratio in the absorber at part-load operation was
considered, with Treb controlled by Fsteam (structure D) and ratio control
on Fsteam (structure E), as proposed in Ceccarelli et al. (2014). The re-
sults are presented in Scenario 2 Case 2, in Section 6.2.2.

6. Results and discussion

6.1. Scenario 1: performance of the NGCC-PCC during load change

The transient performance of the integrated power plant during load
change driven by GT load reduction was studied for different ramp
rates. These simulations represent the operation of the plant when
following a scheduled power output change established in a day-ahead
power market (Montañés et al., 2016). The plant operator will change
the power plant load set-point, and the transience will be driven by GT
load change. In this study we consider load change from 100% GT load
to 85% GT load. The ramp rates are chosen to represent a slow change
of 2%/min GT load; a typical load change in NGCC power plant op-
eration is 5%/min GT load reduction (Genrup and Thern, 2013; Jordal
et al., 2012), and a more aggressive load change of 10%/min GT load is
utilized in modern fast cycling combined cycle power plants (Genrup
and Thern, 2013). For this scenario, the PCC unit is operated with
control structure A, according to Table 6. The transient gross power
output of the gas turbine, steam turbine and combined cycle plant is
presented in Fig. 6. Fig. 7 shows the HP and IP pressures at the steam
turbine intake during load change. Table 7 shows 100% rise times and
99.9% settling times for GT power output and steam turbine (ST) power
output for different GT ramp rates. Rise time is a measure on how fast
the response of the process variable to load change is in the short
timescales of 100–101 min, characteristic of the transient operation of
NGCC power plant during load change (Benato et al., 2015). Here, rise
time means the time required for the response changing from 0% to
100% of its final value. In addition, the settling time is a good indicator
of the long total stabilization time of the process variables, which
propagate to the longer timescales, 101–102 min, normally observed in

Table 6
Control structures for the PCC plant studied in this work.

Structure A B C D E

MV Fs,a Fs,b Fsteam Fs,a Fs,b Fsteam Fs,a Fs,b Fsteam Fs,a Fs,b Fsteam Fs,a Fs,b Fsteam
CV Capa Capb Treb Treb Treb Capa Fs,a Fs,b Treb L/Ga L/Gb Treb L/Ga L/Gb Fsteam/Fs,a
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PCC process load change transient operation (Flø et al., 2016). Settling
times refer to the time required for the response curve to reach and stay
within a range of 0.1% of the final value.

Fig. 6a shows that, after a GT load reduction, the ST power output is
reduced with a longer rise time, in the range of 4–9 min instead of the
2–8 min of the GT, see Table 7. This shows the effect of the mass and
energy storage of the HRSG and other components of the power plant
on the transient response of the steam cycle. The faster the GT load
change ramp rate, the faster the change in ST and total CC power output
of the power plant. In addition, with faster ramp rate, the difference
between the GT and ST rise times will be larger. Fig. 6b shows slow
oscillations with small amplitude (< 1%) in the ST transient response.
Slow here means in the order of 160 min, clearly within the timescales
of chemical plant operation. This is explained by the fact that the steam
extraction is regulated by a throttle valve that is used as a MV to reg-
ulate a CV of the PCC unit, in this case Treb. This means that there is a
dynamic interaction between the power plant and the PCC unit in the
longer timescales (101–102 min). The time-dependent trajectory of the
steam mass flow rate extraction for different GT load ramp rates is
presented in Fig. 8e and f. It should be mentioned here that the con-
tribution made by the GT to total CC power output is 74.8% at 100% GT
load and 71.9% at 85% GT load. This proportion is larger than for
combined cycles without post-combustion capture (around 2/3 GT
power at high GT loads), since the steam extraction from the IP/LP
turbine represents around 50% of the total steam mass flow rate
through the LP turbine. This means that the highest contribution to

total power output of the power plant is provided by the GT. Hence, the
ST’s slower stabilization time loses importance when compared with
the total power output of the power plant.

The sliding pressure operation mode of the HRSG is demonstrated in
Fig. 7, where it is shown that the ST intake pressures vary over time for
different GT load change ramp rates. The transient response of ST in-
take pressures varies for different GT load ramp rates, there being faster
rise time and settling time for faster GT ramp rates. This transient

Fig. 6. Scenario 1: Percentage of power output with respect to nominal values for steam turbine (ST), gas turbine (GT) and the total combined cycle (CC). Three scenarios for load change
driven by GT load reduction (100% to 85%) at three different ramp rates are: conservative (2%/min), typical for modern NGCCs (5%/min) and modern NGCCs with fast cycling concepts
(10%/min). The vertical dotted line shows when the load change begins. Note that the only change in the figure a to b is on the timescale and range (axis-of-abscissas).

Fig. 7. Scenario 1: HP and IP pressures at steam turbine intakes during load change driven by GT load reduction, for three different ramp rates (2%/min, 5%/min and 10%/min).

Table 7
Rise times and settling times for main power plant and PCC unit process variables.

2%/min 5%/min 10%/min

Variable Rise
time
100%
[min]

Settling
time
99.9%
[min]

Rise
time
100%
[min]

Settling
time
99.9%
[min]

Rise
time
100%
[min]

Settling
time
99.9%
[min]

GT Power 7.5 7.4 3 2.9 1.5 1.4
ST Power 9.9 160 6.5 160 3.7 160
HP Pressure 13.2 13.2 8.9 8.9 7.6 7.6
IP Pressure 11.0 21.2 7.7 20 6.9 18
Steam

Extraction
to reboiler

73.3 301.15 73.3 301.5 70 301.5

Product CO2

flow
78.33 292.9 9.5 292.9 8.6 292.9
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response can be explained by the HRSG thermal inertia, added mainly
by mass and energy storage phenomena in large lumped metal mass
walls and fluids within the drum boilers and recuperators. In addition,
the rise time and settling time for HP and IP pressures remain within the

timescale for power plant operation; see Table 7. Consequently, for
these main process variables in the power plant, it can be said that there
is no interaction between the power plant and the PCC unit.

Fig. 8 shows the transient performance of the main process variables

Fig. 8. Scenario 1: Main process variables of the post-combustion capture system during load change driven by GT load reduction for different GT ramp rates. For these simulations,
control structure A was implemented, refer to Table 6. Left figures include timescales on thermal power plant operation, while right figures show timescales for interest on post-
combustion capture system operation Note the differences on the timescale and range (axis-of-abscissas).
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of the PCC unit during the GT driven load change. The CO2 capture rate
measured at the top of the absorbers, as in Eq. (8), is shown in Fig. 8a
(short timescale) and Fig. 8b (long timescale). It can be seen that the
power plant load change has a strong effect on the PCC unit’s load
change, mainly through the fast reduction of GT exhaust mass flow rate
that propagates towards the HRSG, fan, DCCs and absorber columns.
Hence, the GT load change imposes the load change of the PCC unit
within the timescales of power plant operation (100–101 min). The CO2

capture rate depend on the ramp rates. The faster the ramp rate, the
larger the amplitude of oscillations in the CO2 capture rate in the short
timescales (Fig. 8a), while a similar amplitude of oscillations is found in
the longer timescales (Fig. 8b). A similar trend is found in the un-
controlled CO2 rich product mass flow rate and in the steam extraction
mass flow rate; refer to Fig. 8c–f. The reboiler solvent temperature,
shown in Fig. 8g–h, is properly controlled within reasonable limits, so
no excessive solvent thermal degradation can be expected under tran-
sient load change.
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6.2. Scenario 2: performance of different PCC plant control structures under
power plant load change

6.2.1. Case 1: CO2 capture rate to 90% as a control objective
In this case the CVs, Capa, Capb and Treb, are to be controlled by

means of the remaining degrees of freedom or MVs, those being Fs,a, Fs,b
and Fsteam. As shown in Table 6, control structure A pairs solvent

circulation flows with capture rates at the top of the absorber and Fsteam
with Treb, whereas control structure B pairs solvent circulation flow
rates with Treb and Fsteam with capture rate Cap. The transient perfor-
mance of the power plant integrated with PCC for these two control
structures is tested for a typical GT load change with a ramp rate of 5%/
min down and up, of the range of 100% GT load to 75% GT load; refer
to Figs. 9–11. Rise times and settling times for the transient events are
presented in Table 8.

Steam turbine power output is shown in Fig. 9a and b. It can be
observed that the five different decentralized control structures show
similar responses in terms of steam turbine power output transient
performance in the short timescales (100–101), with similar rise times.
This means that, in the shorter timescale, the response of the power
plant is similar from a dynamic perspective for the different control
structures. However, steam turbine power output settling times are
larger for structures A and B, where Capa and Capb are controlled to the
set value of 90%. In addition, a slow response in terms of CO2 product
mass flow rate is observed for both control structures A and B.

Total stabilization times for this process variable range from around
3–4 h for structure A and around 7–10 h for structure B. When utilizing
control structure A, the CO2 product mass flow rate rise time remains
within the shorter timescales of thermal power plant operation, being
faster than for structure B (Fig. 9c–d).

Fig. 10 shows the input usage required to operate the PCC unit
during transient load change, i.e. solvent circulation mass flow rates for
each of the absorbers and steam circulation flow rate. The stabilization
of input usage process variables or MVs is clearly slower when CO2

capture is an objective for plant operation, structure B being slower; see

Fig. 9. Scenario 2: Transient response of different control structures to GT load change with 5%/min ramp rate reduction and increase. Steam turbine power output [%] (a) and (b), and
CO2 product flow [kg/s] (c) and (d). Note the difference in timescale in the axis-of-abscissas.
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also Table 8. This might explain the slower response of steam turbine
power output due to slower steam extraction mass flow rate stabiliza-
tion time. In addition, Fig. 11 shows the controlled variables, Capa, Capb
and Treb, for the different control structures. It can be seen how struc-
ture A shows superior performance, when comparing the CO2 capture
rate response to a disturbance driven by GT load change, and it can be
said that structure A would lead to more efficient operation during
transient load change. The faster response of the main plant process
variables to GT load change when implementing control structure A can
be explained by that structure A has faster closed feedback control
loops. This means that the paired MVs and CVs are physically closer,
which results in tight control when compared with control structure B.
It can be observed in Fig. 10 that the manipulated variables, Fs,a, Fs,b
and Fsteam, reach faster stabilization for control structure A than for
control structure B; also refer to rise times and settling times for steam
extraction mass flow rate presented in Table 8.

6.2.2. Case 2: CO2 capture rate to 90% is not a control objective
In this case the CVs, Capa and Capb, at the top of the absorbers are

not a control objective, leading the remaining degrees of freedom or
MVs for control of another process variable.

Studies consisting of the plant’s open-loop response to step changes
in solvent circulation rate have shown that the main process variables
of the PCC plant have long stabilization times, mainly due to the large
residence times in components that contain large inventories of solvent
and long dead times within piping and process hold-ups (Flø et al.,
2016). In addition, the dynamic interaction between the absorber and
reboiler operation might lead to large total stabilization times. Hence,
slow stabilization of the plant are expected when the liquid solvent flow
network is disturbed. This can explain why the utilization of the solvent
circulation rate, as a MV to regulate a control variable in feedforward
(ratio) or closed-loop feedback control, might lead to large total stabi-
lization times of the PCC unit’s main process variables. Therefore, it can

be reasonable to believe that leaving the MVs’ solvent circulation rates
at the top of the absorber in flow control mode might lead to a faster
plant (keeping circulation flow rate constant as in Fig. 9 c) and d) with
control structure C). However, even if the plant stabilizes relatively
quickly when keeping the solvent flow network unaltered, the plant is
operated in a less efficient manner under off-design loads. This is shown
in Figs. 9–11, where it can be seen that, for the steady-state off-design
conditions of 75% GT load, lower steam turbine power output is ob-
tained, in addition to larger steam extraction mass flow rate (and re-
boiler duty) and therefore large CO2 capture rate of around 97%. It
must be said that, for structure C, it is not possible to keep the reboiler
temperature at set-point, since the steam valve stem saturates and no
further steam can be sent to the reboiler at the part-load operation point
of 75% GT load. At part load operating conditions, less steam was
available for the extraction from the ST. In addition, a large solvent
circulation flow rate (large L/G ratio) was obtained when solvent cir-
culation Fs,a and Fs,b were kept constant. That lead to relatively larger
steam extraction and reboiler duty required for operation of the pro-
cess, as observed in control structure C, refer to Fig. 10. In addition,
control structure E showed faster stabilization response to the dis-
turbance than control structures A and B, see Table 8. However, control
structure E lead to relatively larger L/G ratio in the absorber columns
when compared to A, B and D, and therefore a sub-optimal operation of
the process with a larger steam extraction required and resulting cap-
ture rate.

Structure D utilizes solvent flow rates on L/G ratio control mode
(feedforward). The mass based L/G ratio in the absorber columns is
kept constant at off-design loads by using the lean solvent flow rates’
MVs. This results in the fast change and stabilization of solvent circu-
lation rate, as shown in Fig. 10, that follows the exhaust gas mass flow
rate reduction of the GT. In addition, this also leads to faster stabili-
zation of steam extraction Fsteam than for control structures A and B;
refer to rise times and settling times in Table 8. By looking at the steady-

Fig. 10. Scenario 2: Steam turbine extraction flow rate [kg/s] (a) and (b), and solvent flow rate [kg/s] (c) and (d). Transient response of different control structures to a 5%/min ramp rate
GT load reduction (a) and (c) and increase (b) and (d).
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state off-design performance of the PCC unit when operated with GT
load of 75%, it can be seen that the CO2 capture rate is kept almost
constant when the L/G ratio is kept constant. In steady-state terms, the
plant’s main process variables have a similar steady-state value but
significantly faster stabilization of reboiler solvent temperature, leading
to faster stabilization of CO2 product flow rate and steam extraction
flow rate; however, the CO2 capture rate is slower than when compared
with CO2 capture controlled as in structure A. Therefore, the L/G ratio
control, as in structure D, can be considered as a good option if rela-
tively fast stabilization times in CO2 product flow rate and steam tur-
bine power output are required simultaneously, while keeping the CO2

capture rate close to 90% at part-load operation.
Control structure E uses feedforward ratio control for both steam

mass flow rate and solvent circulation mass flow rate, by keeping
constant the mass based L/G ratio in the absorber and the ratio of steam
extraction mass flow rate to solvent circulation mass flow rate at the
inlet of the absorbers; see Table 6. Fig. 10 shows that the MVs quickly
follow the change in exhaust gas mass flow rate imposed by GT load
change. CO2 product mass flow rate and steam turbine power output
have similar settling times and transient trajectories for structures D
and E. However, structure D leads to a more efficient steady-state part-
load operation, since structure E results in higher steam extraction flow
rate – and hence more CO2 being stripped from the solvent – and a
larger CO2 product flow rate. It seems that control structure D results in
better performance than structure E under transient load change.

It should be mentioned that there is a significant difference between
the trajectories, rise times and settling times of most process variables
for a given control structure when ramping down (100% GT load to

75% GT load) and when ramping up (75% GT load to 100% GT load).
This highlights the fact that the dynamic process system is highly non-
linear.

7. Conclusions

Understanding the dynamic interaction between the NGCC power
plant and the PCC unit remains a key aspect when developing the NGCC
with PCC technology. This work simulates real-like operation of a 3PRH
natural gas combined cycle power plant with post combustion capture
during load change transient event with closed-loop controllers. In
addition, this work includes detailed dynamic process models of the
power plant to the same level of detail as in the chemical absorption
and desorption plant.

The performance of the integrated NGCC power plant with PCC for
different GT load change ramp rates was demonstrated and assessed via
dynamic process model simulations. When the steam extraction mass
flow rate is regulated by a throttle valve, which is used as a MV to
control a CV of the PCC unit, dynamic interaction is found between the
power plant and the PCC unit in the longer timescales, 101–102 min.
Slow oscillations with relatively small amplitude are found in the power
production from the steam turbine. These oscillations in the long
timescales are within (< 1%) of total ST power output. In addition, the
GT load change imposes the load change of the PCC unit within the
timescales of power plant transient operation of 100–101 min, due to
the fast reduction of exhaust mass flow rate from the GT during load
change. Faster GT ramp rates cause faster rise times in the power plant
process variables. For different GT ramp rates, different trajectories of

Fig. 11. Scenario 2: CO2 capture rate [%] (a) and (b), and solvent temperature in reboiler [°C] (c) and (d). Transient response of different control structures to a 5%/min ramp rate GT
load reduction (a) and (c) and increase (b) and (d).
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the main process variables of the PCC unit are found within the time-
scales of power plant transient operation. Nevertheless, within the
longer timescales of 101–102, the transient performance of the PCC unit
is similar for different GT ramp rates. Based on these simulations, it can
be concluded that the addition of the PCC unit to the NGCC plant
should not impose any constraint on, or problem for, stable power plant
operation under scheduled load changes, nevertheless inefficient tran-
sient operation of the PCC unit can be expected in the long timescales.

The transient performance of five different decentralized PCC plant
control structures under power plant load change was assessed. It is
observed that the control structures display similar performance in
terms of steam turbine power output in the short timescales (100–101),
with similar rise times, while, in the longer timescales, the steam tur-
bine power output differs for different control structures. This means
that, within shorter timescales, the response of the power plant is si-
milar from a dynamic perspective for the different control structures.
When controlling the CO2 capture rate, the power plant performs in a
more efficient manner at steady-state off-design loads; however, the
time-dependent response of the PCC plant is slower, leading to long
stabilization times in the main process variables. The control structure
where L/G ratio is kept constant and reboiler temperature is controlled
by the steam throttle valve, has shown similar part-load off-design
performance as that found in control structures with constant capture
rate as CVs. In addition, this control structure results in relatively fast
total stabilization time of the steam turbine power output and CO2

product flow rate. It is recommended to apply control structure D, with
L/G ratio control, if controlling CO2 capture rate is not an operational
constraint.
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