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3.4.3 Influence of heat distribution system 

Besides the parameters described above, the heat distribution system is also expected to have 

significant influence on the energy flexibility potential of structural thermal storage, as the 

dynamics of floor heating, air heating, and radiator heating differ from each other.  Air heat-

ing is very dynamic and reacts directly to the heat demand needed in the zone. The heat trans-

fer can be considered completely convective.  

When a radiator system is chosen, the heat transfer is mostly (around 70%) convective. The 

air volume is also heated directly without considerable delay but the heat-up time is in the 

range of a few minutes. The warmer air then activates all surrounding surfaces in the room. 

The amount of heat that can be stored is therefore largely depending on the material properties 

of the outermost layer of the construction. Nevertheless, depending on the chosen comfort 

range, the maximum operative temperature is reached rather fast, which results in a limitation 

of the heating power, the activation time and finally the stored heat. Depending on the size 

and model, the weight is around 30 kg/m² to 90 kg/m², which together with the water content 

slows down the cool down process. Thus the cool down time is also in the range of a few 

minutes for commonly used panel radiators but can be significantly higher for older steel ra-

diators. 

 

Figure 3-1: Heating power depending on  time for different floor heating systems and coverings, the 

dotted line indicates systems with capillary mats, the solid line indicates conventional wet systems. 

Comparable are 1 and 4, 2 and 5, 3 and 6 (heat up), Ohne Belag  = without flooring; Parkett = parquet, 

Fliesen = tiles [41] 
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There are a lot of different systems who can be named water based floor heating. In general, 

pipes containing water or other media are embedded in the construction or placed inside it. A 

distinction is made between dry systems, which usually use a panel of dry screed above the 

pipes and wet systems, where the pipes are completely covered by concrete. In case heating is 

needed, the slab or the construction is heated first and the heat is conducted to the floor cover-

ing. The warmer surface then heats up the air, and the other surfaces via radiation. As all the 

layers have different properties, the dynamic behavior is strongly depending on the chosen 

system. Figure 3-1 and 3-2 show the heat up and cool down time of different system and floor 

coverings. They show that capillary systems can heat up almost as fast as radiator systems 

when parquet flooring is chosen, but cool down more slowly. For conventional systems the 

heat-up and cool down times are in the range of several hours. 

 

 

Figure 3-2: Heating power depending on  time for different floor heating systems and coverings, the 

dotted line indicates systems with capillary mats, the solid line indicates conventional wet systems. 

Comparable are 1 and 4, 2 and 5, 3 and 6 (cool down), Ohne Belag  = without flooring; Parkett = par-

quet, Fliesen = tiles [41] 
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Storage capacity and storage efficiency  

Le Dréau et al. [29] investigated the modulation potential of a passive house and a poorly in-

sulated building in Denmark. The heat distribution system was varied between radiators and 

floor heating. Both were oversized with a factor of 25%. They simulated 365 days inde-

pendently and compared upward and downward modulations with different durations and 

starting points. The modulations were performed with an in- or decrease of the temperature 

set point of +/- 2K around 22 °C. For a storage event of 2h in a house from the 80s, the medi-

an amount of stored heat for the radiator system was around 70 Wh/m². The storage efficiency 

was approximately 0.9. In the case of floor heating the results were around 50 Wh/m² and 

0.96, respectively. These results correspond well with the findings of other studies.[30, 40] 

For longer activation periods the maximum operative temperature is reached and the heating 

power is adjusted. This limits the available storage capacity. The study showed that this is 

especially the case for the radiator version. In average, an operative temperature of 23.5°C 

was reached after 2 hours of activation and the upper threshold after 4 hours. 

In the case of the floor heating system the operative temperature almost does not change for 

an activation of 2h, after 4 hours the median operative temperature is 22.5°C. The differences 

between the two systems only vanish for activation periods longer than 12 hours. In the con-

sequence, the storage capacity of the floor heating is larger for longer periods. In this case of 

12 hours activation a storage capacity of 300 Wh/m² for floor heating and 150 Wh/m² for ra-

diators, and an efficiency of 0.85 and 0.75 was found, respectively. 

Reynders et al. [30] showed that the efficiency of radiator systems varied between 65% and 

90% for different building types and insulation levels, whereas the values for floor heating 

were above 90%.  They concluded that the lower efficiencies are due to higher heat losses 

caused by higher air temperatures. Consequently, radiator heating is more sensitive to ventila-

tion rates. [42] 
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Supply cover factor and demand cover factor 

As described above, nearly zero energy buildings will be the future. One solution is that the 

produced on-site electricity production by building integrated photovoltaic (BPIV) equals the 

electricity demand on annual basis. Nevertheless, the usual demand profile does not match the 

instantaneous profile of BPIV generation. For example, electricity demand is highest for heat-

ing and lighting in winter times, when generation is low. The influence of the heat distribution 

system on cover factors was assessed by two studies [26, 34].  

Baetens et al. [26] investigated the impact of the type of heat emission system on the self-

consumption and grid-interaction of a BIPV system in a highly insulated Belgian residential 

house. The dwelling was modeled in TRNSYS using a compression heat pump for both space 

heating and domestic hot water production as well as domestic consumers and on-site photo-

voltaic generation. The highest cover factor was reached by the floor heating with 0.30, fol-

lowed by a combination of both systems with 0.24 and radiators with 0.21. For the floor heat-

ing electricity consumption was also highest, which resulted in a much larger BIPV system 

compared to the other two options. Additionally no clear relation was found between peak 

power demand and heat emission system. They concluded that cover factors are mostly de-

pending on the control strategy applied.  

Reynders et al. [34] evaluated the energy flexibility potential of structural thermal mass in a 

detached house in Belgium equipped with building integrated photovoltaic and an air-to-water 

heat pump. They compared a low temperature radiator- and a floor heating system for their 

ability to activate the thermal mass. The heating system was controlled by thermostatic valves 

in the reference case. For the non-predictive DSM control, they raised the temperature set 

point in the zones for 1 K, whenever the PV generation exceeded the normal domestic loads 

and they lowered it when domestic load was 500 W above PV generation. Further, they pro-

posed two model-based control (MPC) approaches, where temperature set points are calculat-

ed based on the predicted heat loss and thermal mass of the building. They also varied be-

tween three different isolation levels and light and heavy weight constructions.  

For comparability with [26] the results for the highest insulated building and for the most so-

phisticated MPC, the supply cover factor for total electricity use is 0.25 for the radiator heat-

ing system and 0.23 for the floor heating system. The demand cover factor is also 0.25 for the 

radiators and 0.22 for the floor heating. The numbers had to be derived from diagrams, as the 

authors did not give exact numbers.  Heat pump electricity use in peak hours could be reduced 
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by 68% for the radiator system and by 86% for the floor heating system compared to the ref-

erence case for the same model set-up. The heat pump demand during peak supply hours was 

increased by 129% for the radiator heating and by 165% for floor heating.  

Weighted temperature deviation hours with the operative temperature being too low are 

around 4.5% for the radiator and 3.2% for the floor heating system. For hours above the tem-

perature limit, the radiator system is slightly better with 11.8% compared to 12.3% for the 

floor heating system. The annual energy use for heating increased between 6.7% and 7.9% for 

the different isolation levels with radiator heating and between 5.0% and 7.3 % for floor heat-

ing. 

Shifting electricity use to off-peak hours 

Arteconi et al.[43] investigated a detached house from the 1990s located in Northern Ireland, 

equipped with a heat pump and a radiator or floor heating distribution system. In contrast to 

the study above, they also investigated the influence of water storage tanks. The goal was to 

shift electricity consumption in peak hours (16:00 h – 19:00 h) to off-peak hours with lower 

prices. Therefore, they applied a DSM control, which switched the heat pump off during these 

hours. In the version without water tanks, the floor heating system could easily maintain 

thermal comfort in the building during these hours and temperature never dropped below 

20°C. The energy consumption decreased about 4% with this control. The lower thermal iner-

tia of the radiator system however led to temperatures lower than 19°C. Consequently, the 

energy consumption decreased as well. A major drawback of this study is the control of the 

radiators. They are only considered active at 7:00-9:00, 12:00-14:00 and 18:00-22:00, which 

means that comfort temperatures could have been violated even before or outside times of the 

DSM event. In contrast, the floor heating was active 24/7.  

Le Dréau et al. [39] used the price signal of the French sport market and divided it into low, 

medium and high prices. They showed that floor heating was more useful for shifting loads 

than the radiators. They also presented a “flexibility factor”. When factor is 0, the same 

amount of energy was consumed in high and low price times. When the factor is 1, there is no 

heating in high price periods. For an activation time of four hours in a state of the art residen-

tial house, the flexibility factor was 0.82 for radiators and 0.87 for floor heating. 
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4 Method 

To evaluate the influence of the space heating distribution system on the energy flexibility of 

residential buildings, detailed dynamic simulations are carried out. Firstly, the ventilation sys-

tem is designed according to plans of the test case building, the living laboratory in Trond-

heim, and the current building regulation. Secondly, a heat load simulation is carried out for 

the design outdoor temperature and the calculated airflow rates. The results are then used to 

size the heat generation system (heat pump and tanks) as well as the three heat distribution 

systems. For each of the heat distribution systems simulation models are created. A further 

specification is then made to evaluate the influence of opened or closed doors. These cases are 

then simulated with a reference heating control, a rule based control using a fixed schedule 

and a price based control. The controls affect firstly the heating set point in the rooms and are 

then extended to the space heating and domestic hot water tank. In total 30 model versions are 

created. 

   

 

Figure 4-1: Overview of the methodology 
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4.1 Software 

The Software IDA ICE (Indoor Climate and Energy) 4.7.1 was used to model the building 

and the HVAC system. The Software is common in Scandinavia but has emerged as one of 

the most used building performance programs in Germany as well in recent years.  

4.2 Case Study  

The Living laboratory (Living Lab) at the Gløshaugen Campus of the Norwegian University 

of Science and Technology (NTNU) was chosen as the case study building. It is a single floor 

residential building, which comprises of two bedrooms, a small bathroom and a combined 

area for cooking and living. (see Figure 4-3) All together, the building has a 105 m² heated 

floor area. As it was designed as a Zero Emission Building (ZEB), envelope constructions are 

highly insulated and airtight. The building can be considered a lightweight building, as the 

constructions are wooden-frame.  

 

 

Figure 4-2: Simulation model of the living lab 



19 

 

 

Figure 4-3: Sketch of floor plan of the Living Lab 

 

The building physical parameters are mostly in accordance to the Norwegian passivhouse 

standard NS 3700:2013 [16]. Table 4-1 gives a brief comparison of values used in the Living 

Lab and NS3700. The notation in brackets indicates whether a value is mandatory (man.) or 

informative (inf.). The Living Lab is therefore not a passive house.  

  

Table 4-1: building physical parameters of the Living Lab 

 Living Lab NS 3700 Unit 

U-value wall 0.16 0.10 - 0.12 ( inf.) [W/m²K] 

U-value floor 0.11 0.08            ( inf.) [W/m
2
K

 
] 

U-value roof 0.11 0.08 - 0.09 ( inf.) [W/m
2
K

 
] 

U-value windows (south) 0.65/0.69 0.8              (man.) [W/m
2
K

 
] 

U-value windows (north) 0.97 0.8              (man.) [W/m
2
K

 
] 

U-value Windows 

(east/west) 
0.80 0.8              (man.) [W/m

2
K

 
] 

g-value 0.5 - [-] 

Infiltration n50 0.7 0.6              (man.) [ach] 

Normalized thermal 

bridge 
0.03 0.03            (man.) [W/m

2
K

 
] 



20 

 

4.3 Climate and Location 

In building performance simulation typical meteorological years are often used to represent 

the climate at a specific location. These years are created from measurements made in a time 

span up to 30 years. This means that a typical meteorological consists out of weeks from dif-

ferent years. In this work, this approach does not fit, as the control of the heating system is in 

some versions defined by real time spot market price data from 2015. It should be noted, that 

the behavior of the spot market is also influenced by the weather. 

For the sake of consistency, a climate file based on measured data from 2015 was chosen. The 

file provides hourly values for dry-bulb temperature, relative humidity, wind-speed and wind-

direction as well as direct and diffuse solar radiation on a horizontal pane. The file was creat-

ed using shinyweatherdata [44] based on data from the Swedish Meteorological and Hydro-

logical Institut as well as Copernicus Atmospheric Monitoring service. 

Figure 4-4 shows the dry-bulb outdoor temperature throughout the year. It is coldest in Janu-

ary and December where temperatures range from a minimum of -12°C to a maximum of 

26°C in August. The mean temperature over the year is 6.78°C. Compared to the mean tem-

perature for Trondheim that is used for energy calculations according to NS-EN ISO 15927-

5:2004 it was a rather warm year, as the temperature was given as 5.8°C in [45].  

 

Figure 4-4: Dry-bulb outdoor temperature for 2015 used in the simulations 
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4.4 Internal gains and human behavior 

As it is a highly insulated building, the definition of internal gains and occupant behavior has 

a great impact of the dynamics of the building. In fact, it can be one of the greatest sources of 

errors when comparing measurements to simulation data. [46]  

In this study schedules for occupancy and lighting were taken from Ahmed et al. [47], who 

developed them for the new ISO/FDIS 17772-1 standard. The number of occupants and the 

nominal power of the light bulbs were adjusted to suit the daily and yearly sum of 13.1 

kWh/m² and 11.4 kWh/m² for occupants and lighting given in NS/TS 3031:2016 [48]. 

 

 

Figure 4-5: applied daily profile of internal gains in simulation 

 

This was chosen because gains from occupant and lighting were constant in NS/TS 

3031:2016 and the timly distribution of SO/FDIS 17772-1 was considered more realistic. 

Schedule and heat gain from equipment were directly taken from NS/TS 3031:2016. All 

internal gains where assumed equally distributed throughout the building and are therefore 

uniform. Windows and outer doors are closed at all times, whereas inner doors are either 

closed or open the entire simulation time. 
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4.5 Ventilation system  

As the ventilation concept directly influences heat losses due to infiltration and air 

flow it is discussed first. It is, besides envelope parameters, the basis for heat load 

calculation and dimensioning. The ventilation system was designed according to the 

Norwegian building code (TEK17). In chapter 13.2 of the code, four minimum re-

quirements are described for pre-accepted performance. 

Firstly, the overall air flow rate has to be at least 1.2 m³/(h m²) floor area. Secondly, 

bedrooms must receive 26 m³/h per Person or more specifically, per planned sleep-

ing opportunity, fresh air. Thirdly, rooms not intended for permanent residence shall 

have ventilation that ensures a minimum of 0.7 m³/(h m²). At last, minimum exhaust 

ventilation rates are given for wet rooms such as kitchen, baths and laundry rooms 

according to Table 4-2. [49] 

 

Table 4-2: Ventilation rates for wetrooms according to TEK 17 [49] 

Room 
minimum ventilation rate 

[m³/h] 

Enhanced ventilation rate 

 [m³/h] 

Kitchen 36 108 

Bathroom 54 108 

Toilet 36 36 

Laundry room 36 72 

 

For the bedrooms two beds were assumed, leading to 52 m³/h supply air. The bathroom, floor 

and kitchen supply was calculated with 0.7 m³/(h m³). These supply rates add up to 153.7 

m³/h which is sufficient to fulfill the first criteria of 1.2 m³/(h m²) which would result in 120 

m³/h. The exhaust ventilation rates are scaled up minimum ventilation rates to fit the supply 

rate value. In table 4-3 the distribution of airflow rates in the building is given. 
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Basic Air handling unit (AHU) 

Ventilation is provided by a balanced mechanical system with constant flow. The 

central air handling unit (AHU) is equipped with a rotary heat exchanger with a re-

covery rate of 85%. The supply air temperature is constant 19°C throughout the 

year. An electrical heating coil with a maximum power of 1.2 kW power assists the 

heat recovery. The air temperature rise due to the fan motor was assumed to be a 

constant 1 K. That means, the set point temperature for the heating coil is 18 °C.  

A specific fan power (SFP) of 1.5 kW/(m³/s), as this is also the minimum require-

ment in NS3700:2013[16], and a efficiency of 0.7 for both the fans was assumed. 

IDA ICE uses both of these parameters to calculate the pressure head automatically. 

The efficiency is constant by default and therefore the pressure head as well. 

 

Table 4-3: Supply- and return airflows 

Room Supply air 

[m³/h] 

Return air 

[m³/h] 

Supply air 

[(m³/h m²)] 

Return air 

[m³/(h m²)] 

Bathroom 4.2 92.2 0.7 15.5 

Bedroom East 52.0 0.0 3.1 0.0 

Bedroom West 52.0 0.0 4.3 0.0 

Floor 14.0 0.0 0.7 0.0 

Kitchen 31.5 61.5 0.7 1.4 

total 153.7 153.7 1.5 1.5 
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4.6 Heat generation  

The core of the heating set up for the Living Lab consists of a two storage tanks in one shell. 

The upper part consists of the domestic hot water (DHW) tank and the lower part is for space 

heating (SH). In the space heating tank there are two heat exchangers, one for the solar ther-

mal circuit and one for domestic hot water, which is thereby pre-heated before entering the 

DHW-tank. This way the solar thermal panels mounted on the south facade can support SH 

and DHW without a second heat exchanger. Primarily, heat demand is covered by a ground 

source heat pump (GSHP) which uses a horizontal surface collector as an energy source. It 

supplies the space-heating tank directly whereas the DHW tank via a heat exchanger. Both 

tanks can also be heated with electrical resistance heaters, with a power of 3 kW in the DHW 

part (AUX 2) and 9 kW in the SH part (AUX 1) respectively.  

To reach the ZEB goal, the building is also equipped with a 12 kWp photovoltaic system. The 

used components, their sizing and implementation are described in detail in the following 

part. 

 

Figure 4-6: simplified description of the buildings energy system 
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4.6.1 Sizing of the heating system 

The heat load calculation was carried out in accordance to NS:EN 12831-1:2017 [50]. The 

proposed internal design temperature is 24°C for the bathroom and 20°C for all other rooms. 

The design outdoor temperature (DOT) is -22°C for Trondheim [45]. Solar radiation and in-

ternal gains were neglected. 

The calculation was done in IDA ICE using the described AHU above and ideal heaters in 

every room. These room units have no mass and react directly to the heat power need. They 

were implemented to release convective power only, which means they directly affect the air 

node of the zone model. The results (table 4-4) show that the bathroom has the highest specif-

ic heating demand, which is due to the higher set point temperature. The adjacency of Bed-

room West to the lower-heated (19°C) machine room is also noticeable.  

 

Table 4-4: Heating demand in zones 

Room 
heating demand 

[W/m²] 

heating demand 

[W] 

Bathroom 66.03 393.5 
Bedroom East 36.37 606.2 
Bedroom West 44.83 539.3 
Floor 25.37 506.4 
Kitchen 34.1 1536 
total  3581.4 
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4.6.2 Heat pump 

The operating mode of the heat pump was chosen monovalent or more specifically mono-

energetic, because of the auxiliary heaters. Therefore, the ground source heat pump (GSHP) 

has a nominal power of 3.5 kW and a COP of 4.0 at the rating conditions of 0/35°C. That also 

indicates that for higher temperatures, e.g. the radiator system or the air heating system, the 

available power will decrease to 2.6 kW at 0/55°C.  

The maximum leaving temperature is 65°C for domestic hot water. The compressor power 

can modulate between 30% and 100% of the nominal capacity. 

It is therefore necessary to model the part load performance of the heat pump. The model in 

IDA ICE relies hereby on four coefficients, which should be calibrated with manufacturer 

data for different operating points (0/35°C, 15/35°C, 0/55°C, 15/55°C). This can be done by 

setting up four or more (one for each operating point available) heat pump models and calcu-

lating the errors between computed values and the given data. Using the parametric runs tool 

in IDA ICE and GenOpt optimization software, several simulations are carried out and the 

error is subsequently minimized. 

 

4.6.3 Water storage tanks 

Space heating tank 

The recommendations for sizing the SH-tank vary widely and are depended on blocking - 

times, the chosen heat emission system and the used heat pump. According to manufacturer 

data 20 - 25 l/kW are used to optimize the duration of heat pump cycles, in case of blocking 

times 30 - 60 l/kW are advised. [51] [52] Others also make a distinction between floor heating 

and radiator heating. The advised volume is doubled for radiators, because of the smaller iner-

tia of the system and smaller amount of water in the circuits. [53] 

As the heat generation set-up should stay the same for all versions, a volume of 200 l was 

chosen which corresponds to 57 l/kW. 
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Domestic hot water tank  

Manufacturers [51, 53] suggest sizing according to hourly peak demand. The tapping profile 

for domestic hot water is therefore decisive for sizing the DHW tank. In the model, the profile 

from NS/TS 3031:2016 (see figure 4-7) for small houses was implemented. The hourly peak 

demand is 1.442 kWh and the daily consumption is 7.2 kWh. Assuming coldwater at 10°C 

and a desired hot water temperature of 60°C, this equals 124 liter.  

 

Figure 4-7: Distribution of domestic hot water use according to NS/TS 3031:2016 

 

This is in line with the tapping profile in EN 15450 for a family with shower use (100 liter). 

Nevertheless, the hourly peak demand is higher with 2.24 kWh. Because of the second daily 

peak in the NS/TS 3031:2016 profile lasting two hours, it seems reasonably to choose 2.88 

kWh as the decisive value. For single family houses there is also the possibility to use a sim-

plified approach. [51, 53, 54] The volume of the DHW-tank is then estimated with daily de-

mand of 25 l (60°C) per person and doubled. A second general estimation is given in [55]. 

As there were multiple ways for dimensioning the DHW tank, a comparison of the approach-

es can be seen in table 4-5. It also shows that there are great differences. For the model, a 160l 

DHW tank was chosen. For even smaller units, manufacturer data is rare. 
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Table 4-5: DHW tank sizes for different sizing methods 

Profile 
Hourly peak demand 

[kWh] 

Minimum volume 

[l] 

3 Pers. shower (EN 15450) 2.24 48.45 
3 Pers. bath (EN 15450) 4.45 87.91 
NS/TS 3031:2016 1.44 28.53 
NS/TS 3031:2016 x2 2.88 57.06 
estimation manufacturers[51, 53] - 187.50 
estimation literature [55] - 175.31 

 

Implementation in IDA ICE 

For the implementation in the simulation environment measurements of a commercially 

available storage tank were used. That way, heights of inlets, outlet and heat exchangers were 

set. The volumes of the internal heat exchangers were calculated according to the given pipe 

diameter and surface area. The heat transfer coefficient of the heat exchangers was deter-

mined with an average overall heat transfer coefficient of 450 W/m² K. This is the average 

value given for helical coils in [56]. 

Water storage tanks are described in IDA ICE as a piled number of horizontal layers. For each 

layer the mass and heat balance is computed. Both of the tanks consist of six layers with a 

height of 0.195 m (SH) and 0.181 m (DHW). 

Besides the set up of inlet and outlets, there are two parameters, which can alter the heat bal-

ance. These are “mixfac” for heat exchange due to mixing processes and “stratfac” for heat 

exchange due to stratification phenomena. Both of these factors were set to zero, as these fac-

tors are highly specific to a certain set up. One example of a calibrated IDA ICE tank model 

can be found in [57], there a mixing factor of twelve showed the best agreement with the 

measurements of a 0.5 m³ tank. 
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4.6.4 Control of the heating system 

The DHW tank is equipped with two temperature sensors, which are in the upper part (TM 4) 

and in the lower part of the tank (TM 3) (see figure 4-8). The charging of the tank begins 

when the temperature of TM 4 is below 55°C and stops when the measurement from TM 3 is 

above this set point temperature. The auxiliary heater (AUX 2) switches on/off with a dead 

band of 0.8 K when the temperature of the upper sensor is 1 K under the threshold.  

The charging of the space-heating tank is rather similar; there are also two sensors at different 

heights (TM 1/ TM 2). If the measurements of the higher one fall short to the value from out-

door temperature compensation curve (OTCC) of the chosen heat distribution system, the 

tank is charged until the temperature of lower sensor is 5 K above the current value of OTCC. 

This also ensures a reasonable run time of the heat pump. The auxiliary heater (AUX 1) is 

switched on when TM 2 is 2 K below the current value of the OTCC. A dead band of 6 K was 

applied here, because of its high nominal power of 9 kW the run time would otherwise be 

shorter than about two minutes. 

The heat pump has a space heating and a domestic hot water operation mode. The charging of 

the DHW- tank has priority. In DHW mode, a P- controller adjusts the mass flow through the 

condenser to achieve a temperature of 60°C. The heat pump is then operating at full capacity.  

In SH-mode, the mass flow is constant and the compressor power is adjusted continuously 

between 30% - 100%. That indicates that when switched on, the smallest power is 30% of the 

nominal power. 
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Figure 4-8: simplified description of the heating system set up 
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4.7 Heat distribution systems 

All heat distribution systems are controlled by an outdoor compensation curve. To determine 

the curve, a whole year simulation was carried out with weather data from 2015 and ideal 

heaters. Figure 4-9 shows the result of a simulation without internal gains. This was then 

translated to supply temperatures for the different systems.  

 

 

Figure 4-9: Heating demand depending on outdoor temperature 
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4.7.1 Water based radiator  

Sizing 

In the Radiator version, a single radiator is placed in the middle of the house, between floor 

and living room. Similar simplified heat distribution systems were assessed in recent studies 

with focus on thermal zoning in passive houses. [58–60]  

The MC33 2300x900 from Lygnson was chosen. The power at norm conditions (75/65 / 

20°C) is given with 7590 W. These temperatures are too high to be operated with a heat pump 

system. At operation conditions (50/45/20°C) the power is 3569 W.  

 

Implementation in IDA ICE 

In the model, the radiator had to be split up because of zone boundary between “Floor” and 

“Kitchen”. This poses some problems to the control of the radiators, as the measurement sig-

nal is the mean air temperature of the zone the radiator is located in by default. It was there-

fore possible that both radiator parts were not operating at the same time. To avoid this, the 

unweighted average of the two mean air temperatures was chosen as the input signal. The 

mass flow is controlled by a PI-controller. In reality, a thermostatic valve is the most common 

solution, but hard on/off switches slow down simulations. The maximum mass flow is calcu-

lated by the software automatically when design power and exponent are given. But it is also 

possible to adjust it in the advanced level manually. 

Additionally, radiators have to be placed at/in walls in IDA ICE, because the model creates a 

wall part the size of the radiator whose temperature is calculated and represents the radiator 

surface. Unfortunately, the available space was smaller than in reality. To keep the area of the 

radiator the same, the height of it had to grow bigger. This is necessary, to ensure that the cal-

culation of the mean radiant temperature and therefore mean operative temperature is not 

compromised in the zone model. It should also be mentioned, that the inertia of a radiator is 

not represented by this model. In the simulations the surface temperature of the radiator- wall- 

part drops exactly in the same way as the delivered power. 
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Figure 4-10: Location of the radiator 
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4.7.2 Water based floor heating 

Sizing 

The floor heating was implemented as a dry screed system, manufacturer data for the system 

“Roth Clima Comfort TBS” was used for design and calculation according to DIN EN 1264-

3:2009 [61]. The construction on top of the pipes consists of parquet flooring (22 mm) and 

dry screed tiles (25mm), underneath there is a wooden frame construction with U-value of 

around 0.1 W/(m²K). The system can be considered as lightweight and fast reacting compared 

to conventional wet systems. Each room has its own floor heating circuit except the kitchen, 

where it is divided into three circuits. 

 

Implementation in IDA ICE 

Floor heating systems are implemented as a tempered layer in the floor construction. There-

fore the structural component is divided in two parts, one above and one beneath the floor 

heating. The maximum mass flow is calculated automatically in IDA ICE from the given 

power  and temperature difference at design conditions. Thus, it is important to include the 

expected downward heat loss. A calculation method for this heat loss is also given in [61]. 

The heat transfer coefficient was left at the default parameter of 10 W/m²K, as no data was 

given by the manufacturer. The circuits are controlled by a PI-controller which uses a sensor 

for  mean air temperature. 
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4.7.3 Air heating 

Sizing 

The third considered heat distribution system is air heating. The air is heated by a water based 

heating coil in the central unit. In contrast to the other hydronic distribution systems, where 

the needed mass flows are calculated during simulation and adjusted continuously until a cer-

tain threshold, this air heating system adjusts the supply air temperature for the basic ventila-

tion rates as defined in 4.5 according to the current heating demand. Nevertheless, these venti-

lation rates are not sufficient for times of high heating demand as the maximum inlet air tem-

perature is defined at 50°C which is in line with [62] where the maximum temperature was set 

to 55°C, the temperature of dust carbonization.  

If the system is designed to cover the entire heat load of 4.03 kW at the outdoor temperature 

of -22°C, an airflow rate of 397 m³/h would be necessary. This is around two air changes per 

hour or 2.5 times bigger than the needed air flow according to building regulation. 

The coldest outdoor temperature in the used weather data is -12°C, corresponding to a needed 

airflow of 298 m³/h. The nominal airflow of 154 m³/h can only provide around 1.5 kW heat-

ing power, which is needed until temperatures up to 0°C. Additionally, the distribution of 

airflow rates throughout the zones does not reflect the distribution of heating demand. For 

example, the kitchen only has a supply rate of 0.7 m³/hm² but 35.1W/m² heating demand 

compared to 3.1 m³/hm² in the Bedroom West with 36.4 W/m² heating demand. Therefore, 

air-heating control should take the nominal flow rates according to building regulation and the 

heating demand into account.  
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Preliminary simulations 

To test this assumption, three airflow distribution concepts were simulated for the coldest 

week in the dataset, 19.01. – 25.01.2015, with open and closed inner doors to evaluate the 

balancing effects of air exchange between the zones. 

 Air flow rates according to TEK17 (154 m³/h) 

 Air flow rates of TEK 17 possible boost to 298 m³/h (scaled TEK 17) 

 Air flow rates of TEK 17 possible boost to 298 m³/h (distributed according to heating demand) 

In the test cases the water based heating coil, was implemented as a free size coil in the cen-

tral unit with an assumed water-to-air efficiency of 0.9. This corresponds to a finned tube 

cross flow heat exchanger and an air velocity of 1 m/s. [55] The air flow rates for each zone 

can be seen in table 4-6. 

Control 

The supply air temperature is defined by a PI controller, using the unweighted average of the 

kitchen and the floor temperature as measurement. In the basic version, the set point is con-

stant 21°C. In the versions with boost flow rates are enhanced according to table 4-6, when 

the supply air temperature reaches 50°C, and lowered to default when the supply air tempera-

ture has dropped to 43°C.  

 

Table 4-6: Air flow distribution for different air heating concepts 

Room Supply  

Tek 17 

[l/s] 

Return  

Tek 17 

[l/s] 

Supply 

boost 

scaled 

[l/s] 

Return 

boost 

scaled 

[l/s] 

Supply 

boost 

distrib. 

[l/s] 

Return  

boost 

distrib. 

[l/s] 

Bathroom 1.2 25.6 2.2 49.7 8.6 49.7 

Bedroom East 14.4 0.0 28.0 0.0 14.4 0.0 

Bedroom West 14.4 0.0 28.0 0.0 14.4 0.0 

Floor 3.9 0.0 7.5 0.0 11.1 0.0 

Kitchen 8.8 17.1 17.0 33.1 34.2 33.1 

total 42.7 42.7 82.8 82.8 82.8 82.8 

 

 

 

 

 



37 

 

Results 

The results show that for the basic airflow rates heating set points cannot be reached neither in 

the open door nor in the closed-door version. The kitchen has the lowest values for the opera-

tive temperature with 18.4 °C (see table 4-7) in the open door case. Nevertheless, the Floor 

and especially the Bedrooms are in an acceptable thermal comfort range. The oversupply of 

heat in the Bedrooms is not enough to heat the kitchen. In the scaled boost version, tempera-

ture is in general higher but does not reach the set point for all versions. In the distributed 

boost case, an increase in the minimum temperature of the Kitchen and Bathroom can be 

achieved. (See figure 4-11 and 4-12) 

The balancing effect of open doors is obvious as the minimum temperatures are 3 - 4 K higher 

in Bedrooms and 0.6 to 1 K lower in the closed-door cases. The distribution boost option 

manages to heat up the Bathroom to 20.5°C and the Kitchen to 19.9°C, while the minimum 

temperature in the Bedrooms can be reduced by 1 – 1.5 K. 

In general, all the discussed versions show high temperatures in the Bedrooms, and colder 

temperatures in the living room. This is quite the opposite to the findings of several studies 

interviewing occupants of super insulated building in cold climates. The desired temperatures 

ranged from 22 – 24 °C in the living room whereas 16°C in the Bedrooms. [59, 63] With this 

in mind, the pre-accepted ventilation rates according to TEK 17 [49] might not be suitable for 

a centralized air heating concept. As this is subject to further studies, the distributed boost 

system was implemented for the evaluation of energy flexibility.   

 

Table 4-7: minimum operative temperatures during the coldest week in 2015 

Version 

Bedroom 

West 

Top [°C] 

Bedroom  

East 

Top [°C] 

Floor 

 

Top [°C] 

Bath- 

room 

Top [°C] 

Kitchen 

 

Top [°C] 

Basic open doors 19.7 19.7 19.3 19.0 18.4 

Boost scaled od 20.9 20.9 20.6 20.3 19.7 

Boost distributed od 21.0 20.9 20.7 20.6 20.0 

Basic closed doors 23.2 24.3 18.7 18.1 17.9 

Boost scaled cd 23.6 24.4 20.4 19.8 19.6 

Boost distributed cd 22.7 22.9 20.5 20.5 19.9 
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Figure 4-11: operative temperature in the kitchen, open doors 

 

 

Figure 4-12: operative temperature in the kitchen, closed doors 
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Implementation of a water based heating coil 

There are two possible ways to implement a water based heating coil in IDA ICE. Firstly, a 

free sized coil, as used in the above simulations, which is defined by a water to air efficiency 

and a waterside temperature difference. Based on these input parameters the mass flow and 

maximum achievable leaving air temperature are calculated. A drawback of this option is that 

the waterside temperature difference always stays at the given value. 

The second, more realistic option is a fixed sized heating coil with a mass flow control. The 

heat transfer is calculated according to the NTU method. There are also different configura-

tion modes: counter flow, cross flow, cross flow both media mixed, cross flow stream 1 un-

mixed and stream 2 unmixed respectively. Unfortunately, it is not known to the user which 

stream is water and which is air, thus it has to be tested. The heating coil was configured ac-

cording to manufacturer data [64] (see also table 4-8). It was possible to compare data from 

the manufacturer and the simulation at different operation points. The configuration mode 6 

of fixed sized model in IDA ICE showed good agreement and was implemented for the eval-

uation of energy flexibility. 

Control 

The control of the coil is the same as described in the preliminary simulations. However, the 

heating coil does not need the same temperature level when operated with the flow rates ac-

cording to Tek17. In part load, the water supply temperature can be 5 K lower. Therefore, the 

desired water supply temperature is increased by the same value when the ventilation boost is 

active as well as the set points in the space-heating tank. 

 

Table 4-8: Data at design conditions, air-heating coil 

Air flow rate 300 m³/h 
Air velocity 1.02 m/s 
Air temperature in/out 8/50 °C 
Humidity in/out 20/2 % 
Water temperature in/out 58/56.5 °C 
Water flow rate 0.7142 l/s 
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4.8 Energy flexibility controls  

4.8.1 Predictive price based control 1 

In this control approach, the set points in the zones are changed according to a price signal. 

Thus, the aim is to reduce consumption in peak hours and at the same time to save costs. 

If the current hourly electricity price is considered high, the set point will be decreased by 2 

K, if it is low the set point will be increased by 2 K. The upper threshold is 75% of the maxi-

mum spot price in the next 24 h and the lower threshold is 25% of the maximum spot price. 

When the current value is in between the thresholds, the set point is kept. The comparison is 

done for each hour and its respective succeeding 24 hours. The analysis is based on data from 

2015 for the Trondheim bidding area at Nordpool Elspot day-ahead market. [65] 

4.8.2 Predictive price based control 2 

The price-based control 1 is extended to the DHW and SH-tank. The set points there are 

raised or lowered by 3 K depending on the price signal described in 4.8.1 

4.8.3 Rule based control 3 

The heat generation system is control as described in chapter 4.6.4, only the heating set points 

in the zones are adjusted depending on a schedule. The schedule aims to reduce the electricity 

need in peak hours 7 - 9 am and 17 – 19 pm. Consequently, the set point is decreased from 

21°C to 19°C in these hours. In the time from 5 – 7 am and 16 -17 pm the set point is in-

creased to 23°C.  This peak hours present hours of high consumption for the average house-

holds in Norway [66]. Between these hours, the set point is 21°C.  

4.8.4 Rule based control 4 

The control approach above is expanded to the DHW and the SH tank. The set points are in-

creased by 3 K in the hours before the peak and decreased by 3 K during the peak hours. 
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4.9 Evaluation criteria 

 Heating needs for DHW and SH 

The sum of energy delivered to the heat distribution system, or used for domestic hot water. 

 Electricity delivered in peak hours 

The hourly values of total electricity consumption in peak hours 7.00 - 9.00 and 17.00 – 19.00 

are summed up and presented in kWh/m²a.  

 Energy costs during operation without feed-in 

For each hour, total electricity consumption is multiplied with the current price data used in 

the controls above. In average, these are 0.189 NOK/kWh, a constant grid fee incl. tax of 

0.493 NOK/kWh and taxes for electricity consumption of 0.139 NOK/kWh were added. Con-

sequently, the total average electricity price is 0.817 NOK/kWh, which is in line with [67]. 

The hourly values are then summed up and presented. 

 Energy costs during operation with feed-in 

The surplus electricity generated by the building integrated PV is multiplied by the current 

spot price and substracted from the current costs due to consumption. This is also done in 

hourly resolution. 

 Grid interaction is characterized by the load cover factor and  the supply cover factor 
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5 Results 

The different versions are named according to the following principle: 

 

Table 5-1: explanation of model naming 

Heat distribution system 
Control of the heating system Doors 

open/closed 

(AH)  Air heating  (0) reference control (CD) Closed  
(FH)  Floor heating  (1)price based control 1 (OD)Open  
(RAD) Radiator heating  (2 )price based control 2 

  (3 )schedule based control 1 
  (4 )schedule based control 2 
 

 

5.1 Domestic electricity use and local PV production 

Domestic electricity use comprises of the consumption of equipment, lighting and fans. The 

consumption of the fans is almost constant throughout the year with a mean value of 123.3 W. 

Annually, domestic electricity use amounts to around 41 kWh/m², which is about two-thirds 

of the total energy demand in the references cases.   

The profile of equipment and lighting can be seen in chapter 4.4. Even though the peaks of 

consumption are in the morning (7:00 - 9:00) and in the evening (19:00 – 22:00), a supply 

cover factor (SCF) of 0.24 and a load cover factor (LCF) of 0.50 was found (domestic elec-

tricity use only). This emphasizes the importance of consumption patterns when evaluating 

the grid dependency. When only heating energy use is considered, both reference cases 

FH_0_CD and FH_0_OD showed LCFs of 0.26 as well as SCFs 0.06.  
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5.2 Evaluation of reference scenarios 

The annual heating need for space heating and domestic hot water was found to be 73.0 

kWh/m², 77.0 kWh/m² and 72.5 kWh/m² for the open door versions for air heating, floor heat-

ing and radiator heating, respectively. The floor heating versions stand out, because of higher 

transmission losses caused by the tempered slab. Nevertheless, the corresponding electricity 

consumption is lowest for floor heating, as the maximum system temperature is in general 

lower (38.2 °C)  compared to air heating (58°C) and radiator heating (50°C).  

The closed-door versions of floor heating and air heating show only small deviations from the 

open door versions as each zone is provided with the needed amount of heat. The radiator 

version shows clearly, that closed doors significantly reduce the transport of heat to the zones 

without heating device. The constant set point of 21°C is then reached faster and the heating 

power adjusted.  In contrast, the closed-door air-heating version has a slightly higher heating 

demand, as the heat supplied in the Bedrooms is prevented from direct exchange with the oth-

er zones. 

 

Table 5-2: results for the reference cases  

Version 
Heating 

demand 

Heating  

energy 

 use  

Electricity  

Delivered 

peak hours 

Energy costs 

 during operation 
Gird interaction 

indexes 

 [kWh/m²a] [kWh/m²a] [kWh/m²a] w/o  

feed in 

with 

feed in 

load 

 cover 

supply  

cover 

AH_0_OD 73.0 21.7 15.7 3527 2347 0.39 0.28 

FH_0_OD 77.0 19.6 13.1 2935 2018 0.39 0.27 

RAD_0_OD 72.5 21.8 15.9 3271 2148 0.39 0.28 

AH_0_CD 74.8 22.7 15.9 3393 2275 0.38 0.28 

FH_0_CD 74.4 19.6 13.0 3545 2399 0.38 0.27 

RAD_0_CD 65.3 18.1 14.9 2994 1862 0.40 0.28 
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5.3 Evaluation of control strategies 

The implementation of price-based control 1, e.g. the change of the heating set point in the 

zones, resulted in higher electricity consumption for each of the heat distribution systems. 

Compared to the reference cases, consumption rises 8%, 10% and 4% for AH, FH and RAD 

respectively (see table 5-4).  

Peak hour consumption was reduced by 10% in the radiator version but only by 3% in the air 

heating and 6% in the floor-heating version. Nevertheless, this control approach also resulted 

in higher operational costs, as the increased set point is being kept at high level for long low 

price periods, which could not be balanced by cost savings due to lower prices. 

The second price based control 2 also includes the DHW and the SH tank, consequently con-

sumption and operational cost rise further. The reduction of consumption in peak hours is 

again best for the radiator system (18%), followed by the air heating system (9%). In the floor 

heating case however, consumption only decreased by 3%.  

The schedule based changing of the zone set point could not successfully reduce electricity 

use in peak hours for the air-heating version, for the floor heating version the consumption 

even increases. In both cases, costs rise as well. In contrast, a reduction of 9 % was achieved 

in the radiator case even with smaller operational costs. 

When DHW and SH is included the reduction of peak hour consumption is the most pro-

nounced, but at the expense of higher costs and total consumption. 

The effects on the cover factors are in general small as the control strategies did not focus on 

them. For example, the activation hours of the schedule based control are not in hours of high 

PV- generation. 

 

 

 

 

 

 

 



45 

 

 

Table 5-3: Results in total numbers 

Version 
Heating  

demand 

Heating  

energy 

use  

Electricity  

delivered 

peak ours 

Energy costs 

during  

operation 

Gird  

interaction 

indexes 

 

[kWh/m²a] [kWh/m²a] [kWh/m²a] 

w/o  

feed in 

with 

feed in 

load  

cover 

supply  

cover 

AH_0_OD 73.0 21.7 15.7 3294 2175 0.39 0.28 

AH_1_OD 75.9 23.5 15.2 3531 2390 0.36 0.28 

AH_2_OD 76.0 24.1 14.3 3632 2483 0.35 0.27 

AH_3_OD 72.6 22.8 15.5 3416 2290 0.38 0.28 

AH_4_OD 72.7 23.8 12.6 3527 2396 0.36 0.28 

FH_0_OD 77.0 19.6 13.1 2935 2018 0.39 0.27 

FH_1_OD 84.0 21.7 12.3 3321 2173 0.37 0.27 

FH_2_OD 84.3 25.2 12.8 3658 2500 0.34 0.27 

FH_3_OD 80.3 21.6 13.5 3309 2165 0.38 0.27 

FH_4_OD 80.5 29.8 10.5 3990 2844 0.33 0.27 

RAD_0_OD 72.5 21.8 15.9 3271 2148 0.39 0.28 

RAD_1_OD 76.6 22.6 14.4 3352 2217 0.38 0.28 

RAD_2_OD 76.7 23.6 13.1 3478 2333 0.36 0.27 

RAD_3_OD 74.5 21.8 14.4 3236 2118 0.39 0.29 

RAD_4_OD 74.6 26.4 11.5 3622 2505 0.37 0.29 

AH_0_CD 74.8 22.7 15.9 3393 2275 0.38 0.28 

AH_1_CD 76.8 23.7 15.4 3528 2171 0.37 0.24 

AH_2_CD 77.0 24.3 14.3 3656 2508 0.35 0.27 

AH_3_CD 74.1 23.2 15.6 3453 2329 0.37 0.28 

AH_4_CD 74.1 24.3 12.6 3570 2443 0.36 0.28 

FH_0_CD 74.4 19.6 13.0 3545 2399 0.38 0.27 

FH_1_CD 80.4 21.2 12.1 3284 2136 0.37 0.27 

FH_2_CD 80.4 26.0 12.8 3724 2565 0.34 0.27 

FH_3_CD 77.6 19.5 12.7 3134 1991 0.39 0.27 

FH_4_CD 77.6 30.6 10.6 4059 2915 0.33 0.27 

RAD_0_CD 65.3 18.1 14.9 2994 1862 0.40 0.28 

RAD_1_CD 69.3 17.9 13.8 2998 1854 0.40 0.27 

RAD_2_CD 69.3 18.9 12.4 3124 1971 0.38 0.27 

RAD_3_CD 67.5 17.9 14.0 2957 1826 0.41 0.28 

RAD_4_CD 67.5 20.9 11.5 3209 2080 0.39 0.28 
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5.4 Influence of door opening 

Door opening has little to no influence when the heating distribution is planned according to 

heat demand of each zone. Consequently, the air heating and floor heating results do not devi-

ate much from the respective open door versions. On the contrary, the simplified heat distri-

bution with one radiator in the Floor and Kitchen area is naturally largely depending on the 

balancing effects of airflow through inner openings. For each control, heating needs for the 

closed-door cases are 10% smaller than the corresponding open door cases.  

5.5 Discussion 

The aim of this thesis was to evaluate the influence of the heat distribution system on the en-

ergy flexibility of residential buildings. However, the case study building only represents a 

small percentage of the actual building stock. Studies [29, 30] showed that differences be-

tween radiator and floor heating change with the age class of the building. 

It should also be noted, that the building is not suitable for air heating. The heat loss of the 

envelope constructions can be considered too high. The ventilation rates had to be increased 

significantly (up to 0.9 ACH) in times of cold outdoor temperatures to ensure thermal com-

fort. Due to the needed supply air temperatures up to 50 °C the indoor air will be very dry, 

humidification would be needed to ensure comfortable surroundings.  

In general, it can be argued how the supply temperature for the heating systems should be 

calculated, as it is a trade-off between available power and system losses due to higher tem-

peratures. In the current work, these temperatures were calculated in relation to the needed 

heat load for an indoor temperature of 23°C. That means, at any outdoor temperature there 

should be enough power to heat up the building to 23°C. Nevertheless, when this should hap-

pen in a short period of time, more power will be required. On top of that the schedule based 

controls only used heat-up and cool down periods of two hours, whereas longer periods would 

also be feasible. The differences between the systems are expected to change with duration. 

The set up of the heating system with the pre-heating of DHW in the SH-Tank can be seen 

critically. Whenever DHW is needed the SH-Tank is cooled down and the heat pump heats 

the DHW - tank first. This causes a large use of the backup heater. The size of the auxiliary 

heaters could also be reduced, because of the high nominal power of 9 kW and 3 kW. They 

are active for only a short time but lead to significant peaks in consumption. This also ex-

plains the peaks in consumption. 
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Table 5-4: Results in relation to the reference version 

 

 

 

 

 

Version 

 

Heating  

Demand 

 

 

[kWh/m²a] 

Heating  

energy 

use  

 

[kWh/m²a] 

Electricity  

delivered 

peak ours 

 

[kWh/m²a] 

Energy costs 

during  

operation 
w/o  

feed in 

with 

feed in 

AH_0_OD 1.00 1.00 1.00 1.00 1.00 

AH_1_OD 1.04 1.08 0.97 1.00 1.02 

AH_2_OD 1.05 1.11 0.91 1.03 1.06 

AH_3_OD 1.00 1.05 0.99 0.97 0.98 

AH_4_OD 1.00 1.10 0.80 1.00 1.02 

FH_0_OD 1.00 1.00 1.00 1.00 1.00 

FH_1_OD 1.09 1.10 0.94 1.13 1.08 

FH_2_OD 1.09 1.28 0.97 1.25 1.24 

FH_3_OD 1.04 1.10 1.03 1.13 1.07 

FH_4_OD 1.05 1.52 0.81 1.36 1.41 

RAD_0_OD 1.00 1.00 1.00 1.00 1.00 

RAD_1_OD 1.06 1.04 0.90 1.02 1.03 

RAD_2_OD 1.06 1.08 0.82 1.06 1.09 

RAD_3_OD 1.03 1.00 0.91 0.99 0.99 

RAD_4_OD 1.03 1.22 0.72 1.11 1.17 

AH_0_CD 1.00 1.00 1.00 1.00 1.00 

AH_1_CD 1.03 1.04 0.96 1.04 0.95 

AH_2_CD 1.03 1.07 0.90 1.08 1.10 

AH_3_CD 0.99 1.02 0.98 1.02 1.02 

AH_4_CD 0.99 1.07 0.79 1.05 1.07 

FH_0_CD 1.00 1.00 1.00 1.00 1.00 

FH_1_CD 1.08 1.09 0.93 0.93 0.89 

FH_2_CD 1.08 1.33 0.99 1.05 1.07 

FH_3_CD 1.04 1.00 0.98 0.88 0.83 

FH_4_CD 1.04 1.57 0.81 1.15 1.22 

RAD_0_CD 1.00 1.00 1.00 1.00 1.00 

RAD_1_CD 1.06 0.99 0.93 1.00 1.00 

RAD_2_CD 1.06 1.04 0.83 1.04 1.06 

RAD_3_CD 1.03 0.99 0.94 0.99 0.98 

RAD_4_CD 1.03 1.15 0.78 1.07 1.12 
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6 Conclusion 

Several simulation models were set up to evaluate the influence of the space heating distribu-

tion on energy flexibility. Two rule base controls were introduced and their effects on energy 

use and costs evaluated. In the air heating versions, the control strategies focus on charging 

the thermal mass and show little to no effect. One explanation might be the restriction of heat-

ing power due to the outdoor compensation curve, or the already very high system tempera-

tures. The floor heating system shows the highest increases in heating energy use as well as 

costs. That is especially the case for the schedule based controls and the short heat up times. 

For strategies focusing on the activation of thermal mass, the consumption in peak hours was 

increased. The radiator system shows the best performance in terms of shifting loads without 

significantly increasing cost and energy consumption. However, the simplified distribution is 

sensitive to closed doors, which reduces the ability to shift loads, as it cannot directly activate 

the thermal mass in the other rooms. 

For future research, the influence of the sizing of the heat distribution components and the 

role of the outdoor compensation curve should be further investigated. It should also be tested 

how the systems behave for longer activation times and periods. A comparison between dif-

ferent floor heating systems (e.g. wet systems and dry systems) is also a point of interest. 

The effect of the systems, when controls focusing on load matching are applied, was also not 

assessed in this study. However, the strong influence of not shiftable loads on the cover fac-

tors was illustrated.  
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