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1 Introduction

Reservoir simulation refers to the procedure of applying mathematical models and computa-
tional methods to predict the flow and transport of fluids and fluid components in porous
media. Oil and gas companies use reservoir simulation as an engineering tool for decision
making in reservoir management, e.g., for development of new fields or to increase the recovery
of hydrocarbons from existing fields. Reservoir simulation is also used in other engineering
disciplines, such as CO2 storage and sequestration, groundwater flow, and nuclear waste dis-
posal. A wide range of materials can be classified as porous, e.g., rock, soil, biological tissue,
cements and ceramics, and the flow of fluids through these can be described by much of the
same models as in a petroleum reservoir.

In a mathematics perspective reservoir simulation contains two main steps. The first, com-
monly referred to as mathematical modeling, is to model the physical processes of porous
media flow by a set of differential equations and associated boundary conditions. Central in
the modeling step is to determine what kind of assumptions that are appropriate for the spe-
cific problem at hand. This is a difficult task and require deep understanding of the physical
processes. A wide range of models for fluid flow in porous media have been developed for
different applications. The second step, discretization, is to reduce the infinite dimensional
problems, governed by the mathematical model, to a finite dimensional problem that can be
solved by computer methods. The geological models describing a reservoir are typically large
and complex. Thus, efficient and robust numerical methods are needed to approximate the
solution. The increase in computational power has been tremendous over the last decades, but
maybe equally important to the overall efficiency is the development of mathematical methods.

A typical subsea reservoir is heterogeneous on many different length scales. The material
properties may vary locally by many orders of magnitude, and the heterogeneities may form
complex geometrical patterns. Such high ratios in material properties combined with compli-
cated geometry are known to pose great challenges to the numerical methods. An extreme type
of heterogeneity are fractures, which are thin surfaces with very high conductivity compared
to the surrounding material. Fractures are often paramount to the fluid flow, since they serve
as preferential paths. The fracture aperture (width) is typically orders of magnitude smaller
than any other characteristic sizes in the domain of interest.

Basically there are two main ways to handle heterogeneity or fractures. The first alternative
is to explicitly include them in the model. This is a feasible approach whenever the charac-
teristic size of the geological feature is only a few orders of magnitude smaller than the global
domain in consideration. However, one may have geological features that are present on a much
smaller scale, but that still are of great importance to the global flow pattern. Even with the
tremendous increase in computational power, it is infeasible to include such features explicitly
into the global model. Hence, the second alternative to handle heterogeneity and fractures
is by upscaling, also referred to as averaging or homogenization. The essence of upscaling is
to find an effective (upscaled) value of the rock property in a heterogeneous bulk, such that
the effective value captures the small scale influence on the larger scale. In the ideal situation
this would reduce the model size, while still being able to approximate the global flow pattern
accurately.

1.1 Objectives of thesis

This thesis addresses simulation of fluid flow and transport in heterogeneous and fractured
porous media. The viewpoint will be from an applied mathematics perspective with the overall
goal of contributing towards more accurate, efficient and robust reservoir simulation software.
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The purpose of this thesis is to develop mathematical models and numerical methods that in
turn can be used in simulation software. Moreover, we aim at delivering contributions that is
of relevance to both industry and the mathematical community.

Motivated by the introductory discussion, we have identified three key tasks that are ad-
dressed in this thesis:

(I) Study and validate steady-state upscaling of two-phase flow for representative heteroge-
neous reservoirs.

(II) Develop a postprocessing method to calculate locally conservative fluxes in heterogeneous
media.

(III) Develop an embedded discrete fracture-matrix model for coupled flow and transport in
fractured porous media.

1.2 Outline of thesis

This thesis consists of two parts. Part I, Background, introduces the main topics and the basic
theory, while Part II, Research papers, constitutes the main contributions in terms of scientific
research papers published in or submitted to peer-reviewed journals. The research papers are
somehow compressed and focused towards a few issues. Hence, the main purpose of Part I is
to serve as a complement to the individual papers by properly introducing the central topics,
give additional details and put the contributions into a larger context. This will hopefully also
motivate the choice of identified tasks in light of the main objective of the thesis.
After this introductory section of Part I, we proceed with a brief presentation of the funda-

mental theory of porous media flow in Section 2. This includes central concepts in reservoir
simulation and a description of the most commonly used mathematical models. In Section 3,
we introduce basic discretization schemes used in reservoir simulation. Moreover, the notion
of local conservation of mass, which is a key concept for task (II) above, is discussed here. The
next two sections, Section 4 and 5, are devoted to the main topics of this thesis: upscaling
and flow in fractured porous media. We describe the basic theory and refer to key references
among the great amount of literature. Finally, in Section 6, we give a summary of each research
paper contained in Part II. We highlight the main contributions and comment on how they
contribute to the main objectives of the thesis.

2 Flow and transport in porous media

This section introduces some of the fundamental theory of flow and transport in porous media.
We only give a brief introduction to those concepts that are relevant for this thesis. For further
details we refer to one of the many textbooks on porous media flow, e.g., [1–6], or [7, 8] for a
more condensed version. Flow in fractured porous media is covered in Section 5, and is not
considered here.
A porous media is a solid material containing interconnected pores (void space). The pores

are usually filled with fluids, either liquid or gas. The porosity of a porous media is defined as
the volume fraction of void space over the total volume. Another important property is the
permeability, which is a measure of the ability of the material to allow fluids to pass through it.
A subsea reservoir is typically built up of many thin layers of different porous rocks alternating
in the vertical direction, see Fig. 2.1. Reservoirs can be highly heterogeneous and the rock
properties may vary by many orders of magnitude. Local variations in permeability in the
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range 1mD to 104 mD (1mD = 9.87 · 10−16 m2) are not unusual. Such heterogeneities are
present on many different length scales [8–12], and resolving these is one of the key challenges
in reservoir simulation.

In general the governing equations for fluid flow and transport can be formulated as a set
of conservation equations, one for each component present in the porous media. The number
of different components can be very large, and hence it is common to group components with
similar properties together and describe their movement with the same set of equations. The
term phase is used for matter that has uniform physical properties. Usually, only three phases
are considered: aqueous (w), oleic (o) and gaseous (g) phase. One or multiple component(s)
constitute the phases. Before introducing the mathematical models for single-phase and mul-
tiphase flow (Section 2.2 and 2.3, respectively), we give a short introduction to the different
scales of interest.

2.1 Scales of consideration

An important concept for the separation of scales is the notion of representative elementary
volumes (REVs). A REV denotes a volume of the property field that is large enough to capture
a representative amount of the heterogeneity [4], see Fig. 2.2. For practical purposes, one often
speaks of an appropriate volume, which is a volume where the measured property is relatively
insensitive to small changes in volume and location [11]. Identifying REVs is a challenging task,
since they are property dependent and also vary from reservoir to reservoir. Nevertheless, if
REVs can be identified, they can serve as a guideline to separate and identify natural length
scales for modelling [8]. A central reference for REV is [4], while [11, 12] give more recent
presentations.
The smallest scale of interest in reservoir simulation is the pore scale (∼ 10−3 m). This is

where the actual flow takes place, and studies on the fundamentals of porous media flow are
conducted on this scale. Flow models at larger scales can be seen as averaging of flow at the
pore scale. A common strategy is to represent the porous media by a graph, see e.g., [13].
The next scale of interest is the core scale (∼ 10−2 m). Rock samples on the core scale from a
reservoir are commonly used to determine rock and fluid parameters in a laboratory. We are
now at a scale where the porous media can be viewed as a continuum and where Darcy’s law
(defined below) is commonly accepted.
Information from the pore and core scale is used to populate geological models, which are

three-dimensional representations of a reservoir, with rock and fluid properties, see Fig. 2.3 for
a schematic illustration. The industry standard is to represent such models by a corner-point

Fig. 2.1: Example of a section of a reservoir with alternating layers.
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Fig. 2.2: Schematic illustration of representative elementary volume (REV) (after [12]). At small vol-
umes (1), the measured property (e.g., porosity or permeability) is very sensitive to the size and position
of the volume. As the volume increases (2 and 3), more of the texture is included and the variation in
measured property is dampened. At a certain volume (4), referred to as a REV, enough of the texture
is included so that the measured property is relatively insensitive to the position or further increase in
volume.

Fig. 2.3: Schematic figure of various scales and models in reservoir simulation (after [8, Fig. 3, p. 311]).
Reprinted with permission from Springer Nature.

grid1, where the rock properties are represented by a constant value on each cell. Permeability
may be given as a full tensor in order to represent cross-flow. A model is isotropic if the
permeability can be expressed as a scalar. The size of a typical cell in a geological model is
10–50m in the horizontal directions and 0.1–1m in the vertical direction.

A full field reservoir can be on the scale of kilometers. Geological models typically contain
far too many grid cells to run full field flow simulations directly on these models. This is
due to limitations in memory and computing power of current computers. Field simulation
is therefore performed on simulation models, which are also commonly represented on corner-
point grids, but where the cell size is about 100m in the horizontal direction and about 5m in
the vertical direction. Upscaling, which is a technique for transferring rock data from geological
to simulation models, are covered in Section 4.

1See Section 3 for a brief introduction to corner-point grids.



2 Flow and transport in porous media 7

2.2 Single-phase flow

The simplest model for fluid flow in porous media is single-phase flow, where only one phase
is present. Single phase flow builds upon the general mass conservation equation

∂(φρ)
∂t

+∇ · (ρu) = ρq. (2.1)

Here φ is the porosity, ρ is the fluid density, u is the fluid velocity, and q is a source/sink term,
typically modeling wells. The standard assumption on the fluid velocity is to apply Darcy’s
law,

u = −K
µ

(∇p− ρg∇z) , (2.2)

where K is the permeability tensor, µ is the fluid viscosity, p is the fluid pressure, g is the
gravitational acceleration and z is the depth. Eq. (2.1) and (2.2) constitutes the governing set
of equations for single-phase flow.
The fluid pressure is commonly related to the fluid compressibility, cf , through an equation

of state,

cf = 1
ρ

∂ρ

∂p

∣∣∣∣
T

(2.3)

at a fixed temperature T . Assuming cf constant over a certain range of pressure, we may write
(2.3) as

ρ = ρ0e
cf (p−p0), (2.4)

where ρ0 is the density at a reference pressure p0. Taylor expansion to the first order gives the
approximation

ρ ≈ ρ0 (1 + cf (p− p0)) . (2.5)

Similarly, we may relate the porosity to the rock compressibility, cr, defined as

cr = 1
φ

dφ
dp . (2.6)

After integration and Taylor expansion to the first order we arrive at the approximation

φ ≈ φ0 (1 + cr(p− p0)) , (2.7)

where φ0 is the porosity at p0.
Substituting Darcy’s law (2.2) and the two approximations (2.5) and (2.7) into (2.1), and

carrying out the time differentiation, we end up with the following equation for slightly com-
pressible fluid and rock,

φρct
∂p

∂t
−∇ ·

(
ρ

µ
K (∇p− ρg∇z)

)
= ρq, (2.8)

where ct denotes the total compressibility,

ct = cf + φ0
φ
cr. (2.9)

Eq. (2.8) is parabolic in p.
If one further assumes incompressible fluid and rock, that is, cr = cf = 0, Eq. (2.8) reduces

to the stationary elliptic problem

−∇ ·
(K
µ

(∇p− ρg∇z)
)

= q. (2.10)
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2.2.1 Transport of a component

The transport of a component, e.g., a solute, in a single fluid phase can be described by
conservation of mass of the component,

∂(φcρ)
∂t

+∇ · (cρu− ρD∇c) = ρqc∗. (2.11)

Here c is the concentration of the component, D is the diffusion–dispersion tensor, and c∗ is
the upwind concentration at the source/sink, i.e.,

qc∗ =
{
qc, if q ≤ 0,
qcw, if q > 0,

(2.12)

where cw is the inflow concentration from the source. The diffusion–dispersion tensor D is
commonly expressed as

D(u) = φ
(
dmI + |u|

(
dlE(u) + dtE⊥(u)

))
, (2.13)

where dm is the molecular diffusion coefficient, dl and dt are the longitudinal and transverse
dispersion coefficients, respectively, E(u) = 1

|u|2 uuT, and E⊥(u) = I−E(u), see e.g., [6].
Assuming incompressible fluid and rock, we end up with the following advection–diffusion

equation

φ
∂c

∂t
+∇ · (cu−D∇c) = qc∗. (2.14)

A common application of this equation is tracer flow [14].

2.3 Multiphase flow

We consider next multiphase flow with multiple components. Denote by Sα the phase satu-
ration defined as the fraction of the void volume that is filled with phase α, α ∈ {w, o, g}.
Furthermore, clα denotes the mass fraction of component l in phase α. The sums of volume
and mass fractions are equal to unity, i.e.,∑

α

Sα = 1, (2.15)∑
l

clα = 1, ∀α. (2.16)

Mass is allowed to transfer between the phases, but each component is conserved. Hence,
multiphase, multicomponent flow is governed by a set of conservation equations, one for each
component l,

∂

∂t

(
φ
∑
α

clαραSα

)
+∇ ·

(∑
α

clαραuα

)
=
∑
α

clαραqα. (2.17)

Subscript α refers to a phase specific quantity, so that ρα is the density of the phase, uα is the
phase velocity, and qα is the phase source.

To model the phase velocity, the most common approach is to extend Darcy’s law (2.2) to
multiphase flow,

uα = −Kα

µα
(∇pα − ραg∇z) , (2.18)
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Fig. 2.4: Example of relative permeability and capillary pressure curves for a two-phase oil-water system.

where

Kα = krαK (2.19)

is the phase permeability. The coefficient krα is known as the relative permeability and models
the reduced permeability of each phase due to the presence of the other phases. We will
consider krα as a known function of the phase saturations.

Another common assumption is that the differences between phase pressures are known
functions of the phase saturations. These quantities are commonly referred to as capillary
pressures, and are defined as

pcow = po − pw, (2.20a)
pcgo = pg − po. (2.20b)

One could also define a third capillary pressure, but this is not necessary since it can be
expressed in terms of pcow and pcgo. Examples of relative permeability and capillary pressure
curves are displayed in Fig. 2.4.
In the following sections, we consider two important multiphase flow models that are special

cases of the general set of equations (2.15)–(2.18).

2.3.1 Immiscible two-phase flow

In this section we consider a two-phase flow model with one water phase (α = w) and one
hydrocarbon phase (α = o). The water phase has a single component (l = w), while the
hydrocarbon phase consists of dissolved gas (l = g) and a residual oil (l = o). The fluids are
immiscible and we assume that there is no mass transfer between the phases. Under these
assumptions, the mass fractions clα can be expressed as

cww = 1, cow = 0, cgw = 0,

cwo = 0, coo = mo

mo +mg
, cgo = mg

mo +mg
, (2.21)

cwg = 0, cog = 0, cgg = 0,

where mg and mo are the masses of oil and gas, respectively. The conservation equations (2.17)
yields one equation for each component l, l = w, o, g. Adding the equations for the oil and gas
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components, we get one equation for each phase,

∂(φραSα)
∂t

+∇ · (ραuα) = ραqα, α = o, w. (2.22)

By inserting Darcy’a law (2.18) into Eq. (2.22), we get the following equations for two-phase
immiscible flow,

∂(φραSα)
∂t

−∇ ·
(
ραkrα
µα

K (∇pα − ραg∇z)
)

= ραqα, α = o, w. (2.23)

In addition, we have the closing conditions (2.15) and (2.20a).
Several alternative formulations of this set of equations have been derived. In the next

section we consider the global pressure formulation.

Global pressure formulation

For now, we assume incompressibility both for the rock and the fluids such that ∂φ
∂t = ∂ρα

∂t = 0,
for α = o, w. Then Eq. (2.23) reduces to

φ
∂Sα
∂t

+∇ · (λαK (∇pα − ραg∇z)) = qα, α = o, w, (2.24)

where λα = krα
µα

are the phase mobilities. Furthermore, define the fractional flow functions
fα = λα

λ . We follow the approach of [3] and introduce the global pressure

p = po − p̂, p̂(Sw) =
∫ Sw

1
fw(ξ)dpcowdξ (ξ)dξ. (2.25)

From Darcy’s law (2.18), we get that the global velocity is given as

u = uo + uw = −Kλ (∇p− (ρwfw + ρofo)g∇z) (2.26)

with λ = λo + λw. Furthermore, by adding the two equations defined by (2.24) together, it
follows that

∇ · u = q, (2.27)

where q = qo + qw. Moreover, the phase velocities can be expressed as

uw = fwu + Kλofw∇pcow + Kλofw(ρw − ρo)g∇z, (2.28)
uo = fou−Kλwfo∇pcow + Kλwfo(ρo − ρw)g∇z. (2.29)

One can now rewrite (2.24) for α = w into

φ
∂Sw
∂t

+∇ · (Kλofw (∇pcow − (ρo − ρw)g∇z) + fwu) = qw. (2.30)

Eq. (2.26), (2.27) and (2.30) constitute the global pressure formulation. Observe that the
saturation equation (2.30) contains three different terms that represent different types of
forces acting on the fluids. These are capillary forces (Kλofw∇pcow), gravitational forces
(Kλofw(ρo − ρw)g∇z)), and viscous forces (fwu). Eq. (2.27) is commonly referred to as the
pressure equation and is elliptic in p, while Eq. (2.30) is in general parabolic in p, but with
a hyperbolic nature when viscous or gravitational forces are dominant. An advantage of the
global pressure formulation is that the pressure and saturation equations are weaker coupled
compared to other formulations. This makes it better suitable for a sequential solution scheme.
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2.3.2 The black oil model

The black oil model describes the simultaneous flow of three phases (water, oil and gas) and
is one of the most common models in industrial reservoir simulators. The water phase still
contains only pure water, and thus there are no mass transfer between the water phase and
the other phases. The hydrocarbon components are divided into a gas component and a oil
component at standard temperature and pressure. We allow for the gas component to be
dissolved into the oil phase, but we do not consider oil to be vaporized into the gas phase.
Hence, we have the following mass fractions,

cww = 1, cow = 0, cgw = 0,
cwo = 0, coo = (PVT), cgo = (PVT), (2.31)
cwg = 0, cog = 0, cgg = 1,

where we have indicated that coo and cgo need to be determined from PVT (Pressure–Volume–
Temperature) models, which will not be further explained here. The conservation equations
(2.17) for the three components can now be written as

∂(φρwSw)
∂t

+∇ · (ρwuw) = ρwqw, (2.32)

∂(φcooρoSo)
∂t

+∇ · (cooρouo) = cooρoqo, (2.33)

∂(φ(cgoρoSo + ρgSg))
∂t

+∇ · (cgoρouo + ρgug) = cgoρoqo + ρgqg. (2.34)

The Darcy equations (2.18) is used as velocity model also for the black oil model. Further-
more, the closing conditions (2.15), (2.16) and (2.20) apply, where (2.16) reduces to the single
condition coo + cgo = 1.

3 Discretization

In this section we introduce some of the most common discretization schemes used in classical
reservoir simulation. The main purpose is to highlight their characteristics and describe their
advantages and disadvantages. To keep the presentation simple we consider incompressible
single-phase flow (2.10) coupled to the transport problem (2.14) for a single solute on a poly-
hedral domain Ω ⊂ Rd, d = 2, 3. We refer to [6, 7, 15] for good reviews and discussions of
discretization schemes for porous media flow.
We remark that corner-point grids [16] are the industry standard to represent geological

and simulation models. A corner-point grid is built up of multiple vertical or inclined linear
pillars. A constant number of points are defined on each pillar, and a corner-point cell is
a hexahedron defined by four neighboring pillars and two neighboring points on each pillar.
Corner-point grids are in general very flexible as they allow for degenerated cells where two or
more points may coincide. Furthermore, the grid can be non-conforming, and cells may have
zero volume. This flexibility allows for complex geological features to be represented, but pose
great challenges to the numerical method, see [15] for further discussion. In the following, we
will not restrict the presentation to discretization schemes on corner-point grids, but rather
consider a general partition of the domain.
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3.1 Preliminaries

Denote by Kh a partition of Ω into polyhedral cells (or elements)1 K ∈ Kh. We let K ∈ Kh
be open. The set of cell faces is denoted Fh, which we further divide into interior faces, Fh,I ,
and faces on the boundary, Fh,B. Furthermore, let nK be the unit normal on ∂K pointing out
of K. We also fix an orientation of every F ∈ Fh and denote by nF the unit normal on F .
Observe that nF either coincide with nK or points in the opposite direction, i.e., nF = ±nK |F
for F ∈ ∂K.
We will use the standard notationHs(ω) for the Sobolev space of order s on ω with the special

case L2(ω) = H0(ω). For a function space V , we denote by V d the space of d-dimensional
vector functions with each component in V . In particular, we will make use of the following
function spaces,

Hdiv(K) = {v ∈ (L2(K))d : ∇ · v ∈ L2(K)}, (3.1)
Hdiv

0 (Kh) = {v ∈ Hdiv(∪K∈KhK) : v · n|∂Ω = 0}, (3.2)
Hdiv

0 (Ω) = Hdiv
0 (Kh) ∩Hdiv(Ω). (3.3)

Moreover, we denote by (·, ·)ω the L2 inner product on ω, and by (·, ·)Kh the broken inner
product, i.e.,

(u, v)ω =
∫
ω
uv dx, (3.4)

(u, v)Kh =
∑
K∈Kh

(u, v)K , (3.5)

(u, v)Fh =
∑
F∈Fh

(u, v)F . (3.6)

The set of piecewise constant functions on Kh and Fh are denoted P0(Kh) and P0(Fh),
respectively, while the set of continuous functions consisting of polynomials of order r > 0 on
each element in Kh is denoted Pr(Kh). Moreover, we denote by J·K and {{·}} the jump and
average operators, respectively, defined as

JvK = v+ − v−, (3.7)

{{v}} = 1
2(v− + v+), (3.8)

where

v±(x) = lim
ε→0+

v(x± εnF ), x ∈ F. (3.9)

3.2 Discretization schemes for the flow equation

The elliptic single-phase flow equation (2.10) is given by

−∇ · (K∇p) = q, in Ω, (3.10)

where we have neglected gravity and set µ = 1. This equation can also be written in mixed
form,

∇ · u = q, in Ω, (3.11a)
u = −K∇p, in Ω. (3.11b)

1The terms cell and element will be used interchangeably throughout this thesis dependent on the context.
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For simplicity, we consider homogeneous Neumann boundary conditions,

u · n = 0, on ∂Ω, (3.12)

also commonly referred to as no-flow conditions since no fluids are allowed to enter or leave the
domain. To close the system, we add the extra constraint

∫
Ω p = 0, and we require

∫
Ω q = 0

for the problem to be well-posed.

3.2.1 Cell-centered finite volume methods

We integrate Eq. (3.11a) over a cell Ki ∈ Kh and apply the divergence theorem to obtain∫
∂Ki

u · nKi ds =
∫
Ki

q dx. (3.13)

Finite volume methods are formulated by approximating the pressure p by a piecewise constant
function ph ∈ P0(Kh) and estimating the normal velocity u · n across cell interfaces from a set
of neighboring cell pressures. In the two-point flux approximation (TPFA) the normal velocity
is approximated by the pressure in the two cells adjacent to the current interface.

Let uij be the integrated flux along an interface Fij = ∂Ki ∩ ∂Kj , i.e.,

uij = −
∫
Fij

(K∇p) · nij ds, (3.14)

where nij is the unit normal on Fij pointing from Ki towards Kj . In the following, we will
assume Kh to be a regular hexahedral grid with gridlines aligned with the principal coordi-
nate axes. Let Fij be an interface between two neighboring cells in the x-directions so that
nij = (1, 0, 0)T. Then the pressure gradient is approximated by the pressure drop in the two
neighboring cells,

∂p

∂x

∣∣∣∣
Fij

≈ 2(ph,j − ph,i)
∆xi + ∆xj

, (3.15)

where ph,i = ph|Ki and ∆xi is the cell dimension in the x-direction for cell Ki. Next, let uh,ij
be the finite volume approximation to uij . For TPFA we have

uh,ij = −2(ph,j − ph,i)
∆xi + ∆xj

∫
Fij

kij ds, (3.16)

where kij = nT
ijKnij is the directional permeability. However, in most reservoir models, K

is a piecewise constant tensor, and hence not well-defined on the cell interfaces. Instead, the
distance-weighted harmonic average is used, i.e.,

kij = (∆xi + ∆xj)
(

∆xi
ki,ij

+ ∆xj
kj,ij

)−1

, (3.17)

where ki,ij = nT
ijKinij . We can now formulate the flux approximation (3.16) as

uh,ij = tij(ph,i − ph,j), (3.18)

where tij are known as the transmissibilities, defined as

tij = 2|Fij |
(

∆xi
ki,ij

+ ∆xj
kj,ij

)−1

. (3.19)

Summing over all neighboring cells, we get an approximation to
∫
∂Ki

u · nKi . By requiring
(3.13) to hold for all Ki ∈ Kh, we can formulate the TPFA method as follows.
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Definition 3.1 (TPFA). Find ph ∈ P0(Kh) such that
∑
j

tij(ph,i − ph,j) =
∫
Ki

q dx, ∀Ki ∈ Kh. (3.20)

The TPFA method can be extended to more general grids, including unstructured grids, and
the formulation (3.20) still applies, but the calculation of the transmissibilities are dependent
on the grid. The main drawback of TPFA is that it suffers from grid-orientation effects so that
the solution depends on the geometry of the grid. More precisely, TPFA is only convergent on
so-called K-orthogonal grids. A grid is K-orthogonal if every cell is a parallelepiped2 and

nij · (Knik) = 0, ∀Ki ∈ Kh, nij 6= nik. (3.21)

Multi-point flux approximation (MPFA) schemes is a class of finite volume methods that
aims to resolve the shortcomings of TPFA. The basic idea is to approximate the integrated
flux, uij , by more than two cell pressures. Several MPFA schemes are presented, e.g., the
O-method [17, 18].

3.2.2 Classical finite element method

The weak formulation of the boundary value problem (3.10) and (3.12) is obtained by mul-
tiplying (3.10) with a test function v ∈ H1(Ω), integrate over Ω and apply Greens formula.
Find p ∈ H1(Ω) such that

a(p, v) = l(v), ∀v ∈ H1(Ω), (3.22)

where

a(·, ·) : H1(Ω)×H1(Ω)→ R, a(u, v) = (K∇u,∇v)Ω , (3.23)
l(·) : H1(Ω)→ R, l(v) = (q, v)Ω . (3.24)

The classical finite element method (FEM) is obtained by restricting the weak formulation
to a finite dimensional subspace Vh ⊂ H1(Ω). Choosing Vh = Pr(Kh) for r > 0, results in the
continuous Galerkin FEM (CG-FEM).

Definition 3.2 (FEM). Find ph ∈ Vh such that

a(ph, vh) = l(vh), ∀vh ∈ Vh. (3.25)

Another variant is the isogeometric FEM [19], see also [20] for an application to Darcy flow.

3.2.3 Mixed finite element method

The mixed FEM is based on the mixed formulation (3.11). In contrast to classical FEM, the
fluxes over element faces are considered as unknowns in addition to the pressure. Let us define
the following bilinear forms:

b(·, ·) : Hdiv
0 (Kh)×Hdiv

0 (Kh)→ R, b(u,v) =
(
u,K−1v

)
Kh
, (3.26)

c(·, ·) : Hdiv
0 (Kh)× L2(Ω)→ R, c(u, p) = (p,∇ · u)Kh , (3.27)

d(·, ·) : Hdiv
0 (Kh)×H

1
2 (Fh)→ R, d(u, π) = (π, Ju · nK)Fh . (3.28)

2A parallelepiped is a three dimensional volume formed by six parallelograms.
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The weak formulation is derived by multiplying (3.11) by test functions, integrate over Ω and
apply Greens formula. Find (u, p) ∈ Hdiv

0 (Ω)× L2(Ω) such that

b(u,v)− c(v, p) = 0, ∀v ∈ Hdiv
0 (Ω), (3.29a)

c(u, v) = l(v), ∀v ∈ L2(Ω). (3.29b)

A mixed FEM (MFEM) scheme is then obtained by restricting the weak formulation to finite
dimensional subspaces Uh ⊂ Hdiv

0 (Ω) and Vh ⊂ L2(Ω).

Definition 3.3 (MFEM). Find (uh, ph) ∈ Uh × Vh such that

b(uh,vh)− c(vh, ph) = 0, ∀vh ∈ Uh, (3.30a)
c(uh, vh) = l(vh), ∀vh ∈ Vh. (3.30b)

A popular choice is to use the Raviart–Thomas elements [21, 22]. A major drawback of
mixed FEM is that it requires to solve a saddle-point problem, which leads to indefinite linear
systems that require special solvers and are considered hard to solve. The mixed hybrid
FEM (MHFEM) resolves this issue by enforcing flux continuity weakly through Lagrange
multipliers instead of requiring Uh ⊂ Hdiv

0 (Ω). The hybrid formulation goes as follows. Find
(u, p, π) ∈ Hdiv

0 (Kh)× L2(Ω)×H
1
2 (Fh,I) such that

b(u,v)− c(v, p) + d(v, π) = 0, ∀v ∈ Hdiv
0 (Kh), (3.31a)

c(u, v) = l(v), ∀v ∈ L2(Ω), (3.31b)

d(u, µ) = 0, ∀µ ∈ H
1
2 (Fh,I). (3.31c)

Observe that compared to the mixed formulation (3.29), we now have u ∈ Hdiv
0 (Kh) instead

of u ∈ Hdiv
0 (Ω), and we use broken norms in the formulation. The Lagrange multiplier π can

be interpreted as the face pressure, and Eq. (3.31c) enforces flux continuity weakly.
Similarly as for FEM and MFEM, we formulate MHFEM by restricting the weak formulation

(3.31) to finite dimensional subspaces Uh ⊂ Hdiv
0 (Kh), Vh ⊂ L2(Ω) and Wh ∈ H

1
2 (Fh,I).

Definition 3.4 (MHFEM). Find (uh, ph, πh) ∈ Uh × Vh ×Wh such that

b(uh,vh)− c(vh, ph) + d(vh, πh) = 0, ∀vh ∈ Uh, (3.32a)
c(uh, vh) = l(vh), ∀vh ∈ Vh, (3.32b)
d(uh, µh) = 0, ∀µh ∈Wh. (3.32c)

In practice, the resulting linear system is typically solved by a Schur-complement reduction.

3.2.4 Mimetic finite difference method

The mimetic finite difference method (MFDM) [23, 24] can be seen as a finite-difference coun-
terpart of MHFEM [15]. Observe that if we choose piecewise constant functions for the pressure
and the Lagrange multipliers, i.e., Vh = P0(Kh) andWh = P0(Fh), both c(uh, ph) and d(uh, πh)
can be determined without an explicit representation of uh in the element interiors, only by
the normal component on the element boundaries. This can be seen immediately for d(uh, πh),
while we apply the divergence theorem to c(uh, ph), to reveal that

c(uh, ph) =
∑
K∈Kh

∫
K
ph∇ · uh =

∑
K∈Kh

ph|K
∫
∂K

u · nK . (3.33)
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Hence, to formulate the MFDM we are left with the term b(u,v). While MHFEM ap-
proximate this term by restricting Hdiv

0 (Kh) to a finite dimensional subspace, MFDM instead
replaces b(u,v) by a discrete inner-product, m(·, ·) that acts on a finite dimensional subspace
Mh ⊂ L2(Fh). If we denote by νh the approximation to the normal flux, u ·n, we can formulate
MFDM as follows.

Definition 3.5 (MFDM). Find (νh, ph, πh) ∈Mh × P0(Kh)× P0(Fh) such that

m(νh, ψh)− c(ψh, ph) + d(ψh, πh) = 0, ∀ψh ∈Mh, (3.34a)
c(νh, vh) = l(vh), ∀vh ∈ P0(Kh), (3.34b)
d(νh, µh) = 0, ∀µh ∈ P0(Fh). (3.34c)

Stability and convergence of MFDM for general grids are proven in [25, 26].

3.2.5 Discussion

Despite its shortcomings, TPFA is the dominant method in commercial reservoir simulators
due to its simplicity and computational efficiency. However, as explained earlier, TPFA is not
robust with respect to the grid geometry. MPFA are more accurate than TPFA, but can be
hard to implement on non-conforming grids with non-matching faces. Furthermore, MPFA are
not monotone on general grids, in contrast to TPFA. MFDM is very flexible with respect to
cell geometry and handles non-conforming grids in a natural way.
An advantage of FEM compared to finite volume and finite difference methods is the large

amount of results on convergence and error estimates. FEM can also handle grids with degen-
erated cells [27, Section 3.4]. CG-FEM can be considered a simpler method than M(H)FEM
as they contain fewer degrees of freedom and the elements are easier to implement. In par-
ticular, CG-FEM is attractive due to simple (dynamic) mesh adaptivity. Non-matching grids
can be handled in a straight forward way, while for M(H)FEM non-matching elements must be
handled by special techniques such as mortar coupling. Moreover, CG-FEM produce symmet-
ric positive definite linear systems, which are efficient to solve. Discontinuous Galerkin FEM
(DG-FEM), see e.g. [28], is an alternative method that shares many of the advantages that
CG-FEM has. However, it is computationally expensive due to the large number of degrees of
freedom.
Classical FEM has been applied in reservoir simulation in, e.g., [29–31], where FEM is used

for the pressure problem and then coupled to a node-centered finite volume method on a dual
mesh for the transport problem. It has also been used in modeling fracture propagation due
to the excessive need for adaptivity in such applications, see e.g. [32–36].
All numerical methods presented in this section are locally conservative in the sense of (3.13),

except for the classical FEM. This is a primary drawback of FEM, and will be further discussed
in Section 3.4, where we present methods to resolve this issue.

3.3 Discretization scheme for the transport equation

The transport equation for a single solute (2.14) reads

φ
∂c

∂t
+∇ · (cu) = f(c), (3.35)

where we have discarded diffusion. Typically, this equation is coupled to a pressure problem,
e.g., Eq. (3.10), through the velocity u, but in this section we will assume that u is known. A
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common discretization scheme is the finite volume method with upwind weighting. Integrating
(3.35) over an K ∈ Kh and applying the divergence theorem we get that∫

K
φ
∂c

∂t
dx+

∫
∂K

cu · n ds =
∫
K
f(c)dx. (3.36)

Next, c is approximated by a piecewise constant function ch ∈ P0(Kh) and the boundary term
is approximated by upwinding. Furthermore, we apply the implicit Euler method with step
size ∆t as the time integrator, and denote by cnh the approximation at the intermediate time
t = tn. This results in the following equation,

cn+1
h − cnh

∆t

∫
K
φ dx+

∫
∂K

cn+1
h u · n ds =

∫
K
f(cn+1

h ) dx, (3.37)

where the concentration on the cell boundaries are approximated by upwinding, i.e.,

cnh
∣∣
F=∂K∩∂K̃ =

{
cnh|K , if u · nK ≥ 0,
cnh|K̃ , if u · nK < 0.

(3.38)

Eq. (3.37) should hold for all K ∈ Kh.
Low order finite volume methods as described above is typically used in commercial reservoir

simulators [7]. One reason is that reservoir simulation is typically performed on quite coarse
grids with high uncertainty in the material properties. Hence, higher order methods may not
pay off. Low-order methods are also quite robust and easy to implement. We mention that
the above scheme also can be formulated as a lowest order discontinuous Galerkin scheme, see
Paper III for details.
Regarding time integration, the implicit Euler method is known to cause significant numerical

diffusion. The explicit Euler method is less diffusive, but requires very small time steps to
obtain stability in terms of a CFL condition. Higher order methods, see e.g. [37], can be used
to reduce diffusion and at the same time allow for large time steps.

3.4 Local conservation of mass

Assuming incompressible flow, the conservation equation for single-phase flow, Eq. (2.10), and
multiphase flow, Eq. (2.27), can be written as

∇ · u = q, in Ω, (3.39)

where u denotes either the single-phase fluid velocity, Eq. (2.2), or the global velocity, Eq. (2.26).
If we integrate the conservation equation over an element K ∈ Kh and apply the divergence
theorem, we get ∫

∂K
u · nK ds =

∫
K
q dx. (3.40)

This equation is interpreted as discrete local conservation. We can also express the integral
over ∂K as a sum over the faces of K,∑

F∈∂K

∫
F

u · nF (nK · nF ) ds =
∫
K
q dx, (3.41)

where nK · nF = ±1 dependent on the orientation of F . In this thesis we make the following
definition of local conservation.
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Fig. 3.1: Numerical example illustrating the effect of locally conservative velocity. A concentration of
1 flows into a domain with a low permeable barrier (depicted by the white line). The top and bottom
rows display, respectively, the concentration solution with non-conservative and conservative fluxes at
t = 0.5, 1.0, 2.0 (from left to right). For the case with non-conservative fluxes, oscillations and unphysical
solutions (c > 1) are encountered, in particular close to the heterogeneity.

Definition 3.6 (Local conservation). Let U ∈ L2(Fh) be an approximation to the flux (normal
velocity) u · nF , where u is the solution to (3.39). We say that U is locally conservative if
(3.41) holds for every K ∈ Kh, i.e., if∑

F∈∂K

∫
F
U(nK · nF ) ds =

∫
K
q dx, ∀K ∈ Kh. (3.42)

Moreover, a numerical method is locally conservative if it produces a velocity approximation
whose normal component over faces F ∈ Fh satisfies (3.42).

Local conservation is important by several reasons. Firstly, a locally conservative method
produces an approximation that obeys the underlying differential operator, that is, the di-
vergence operator. Furthermore, if coupled to a transport problem, e.g., Eq. (2.14), a non-
conservative flux approximation would introduce spurious sources or sinks into the system.
This could lead to erroneous and unphysical solutions, as demonstrated in Fig. 3.1, see also
[38–40].
All methods introduced in Section 3.2 are locally conservative in terms of Definition 3.6,

with the exception of CG-FEM. We remark, however, that CG-FEM is considered locally
conservative in terms of a different definition, see e.g. [41]. Local conservation of CG-FEM is
addressed in a series of papers, including [41–52]. CG-FEM has no degrees of freedom for the
velocity, so that a velocity approximation must be derived from the pressure approximation,
denoted ph. Moreover, the gradient of ph is not continuous across element boundaries. Thus,
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a natural way to define the flux approximation is by averaging,

uh = −K∇ph, in K ∈ Kh, (3.43)
Uh = {{uh · nF }}, on F ∈ Fh, (3.44)

Different kinds of averaging, e.g., harmonic averaging with respect to the permeability, may
be applied, but nevertheless, local conservation in terms of Definition 3.6 is in general not
satiesfied.

3.4.1 Postprocessing of non-conservative fluxes

Methods for computing locally conservative fluxes from CG-FEM models have been studied
for almost half a century. Optimal postprocessing for one-dimensional models was studied by
[53] and generalized by [54]. Methods for approximating fluxes on the domain boundary for
multi-dimensional problems based on the work by [55] were analyzed by [56]. Furthermore,
postprocessing on element boundaries for multi-dimensional problems was studied by [57] for
error estimation purposes. Existence of such fluxes for general FEM including 1-irregular
meshes with hanging nodes3 was proved in [42]. Furthermore, superconvergence of recovered
gradients of linear FEM for elliptic and parabolic problems was considered by [58, 59].

In Paper II of this thesis we present a method that is based on[45] and [46] for the elliptic
problem (3.39). In both papers a piecewise constant correction term is added to the non-
conservative flux approximation. It can be viewed as a minimization problem such that the
correction is minimized in the L2 norm. This ensures that the postprocessed flux has the
same order of convergence as the original flux approximation. Such postprocessing methods
are applied in a series of recent works [60–63].

Over the last few years, several noteworthy contributions have been made [48–52]. The
methods by [48–50] are based on solving local Neumann problems on each element. How-
ever, it produces locally conservative fluxes on a vertex centered dual mesh, and is hence
not applicable if one wants to solve the transport problem on the same mesh as was used
for the pressure problem. In [51] a local postprocessing approach for both conforming, non-
conforming and discontinuous finite elements on triangular meshes are presented. The fluxes
are Hdiv

0 (Ω)-conforming and have optimal error estimate. Later, [52] proposed a local postpro-
cessing method where the finite element solution is postprocessed such that the new solution
satisfies Darcy’s law strongly. This method is also only defined for triangles (2D) or tetrahe-
drons (3D). Finally, we mention that an alternative to postprocessing based on enrichment of
CG-FEM was presented in [38] for elliptic problems, and extended to parabolic problems in
[39] and to two-phase flow with capillary pressure in [64].

4 Upscaling

Upscaling of a reservoir property refers to the technique of calculating effective values of a
heterogeneous volume as if the volume was homogeneous. Due to computational limitations
it is not possible to include all heterogeneities into a full field simulation model. To resolve
this issue, upscaling is typically used to replace a fine-scale model with a coarse model by
producing effective properties for each coarse cell, see Fig. 4.1. This process may also produce
less irregular grid structures. The optimal goal of upscaling is to reproduce the global flow

31-irregular means that only one hanging node per face is allowed
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Fig. 4.1: Conceptual illustration of upscaling process. The fine scale heterogeneous (and possibly
isotropic) model to the upper right is upscaled to a homogeneous anisotropic cell, which in turn is
used in a larger model. The field model to the left is credited Statoil.

pattern, while at the same time reduce the computational costs. We remark, however, that
this is primarily a theoretical objective since full field simulation on the fine model is seldom
performed for all flow scenarios.

Additive properties like porosity and saturation are commonly upscaled by volume weighted
averaging. However, for other quantities, like permeability, relative permeability and capillary
pressure, it is often necessary to take fluid flow into account in order to incorporate most of
the heterogeneity.

We remark that homogenization and upscaling are used interchangeably in the literature.
However, homogenization is also the name of a rigorous mathematical theory for asymptotic
analysis of periodic structures [65, 66]. Homogenization theory has been applied for upscaling of
reservoir properties, see e.g., [67–70]. To avoid confusion, we will only use the term upscaling for
the process of replacing fine scale models by effective homogeneous property values. Moreover,
homogenization methods are not further considered in this thesis.

4.1 Single-phase upscaling

Single-phase upscaling has been subject to extensive research over the last decades and has
become an essential tool in reservoir simulation. A great variety of different methods have been
developed, and we refer to [71–75] for reviews and discussions of the most common methods.
For single-phase flow, porosity and permeability are the central rock properties to upscale.
Porosity can be upscaled by simple volume weighted averaging, while permeability upscaling
is more difficult due to its anisotropic nature. Earlier, in Section 3.2, we saw that for finite
volume methods, like the two-point flux approximation, the permeability is incorporated into
the transmissibility concept, cf. Eq. (3.20). Hence, instead of upscaling permeability directly,
some methods upscale transmissibilities.

Upscaling methods can be classified in several ways. Firstly, we separate between averaging
methods and flow based methods. Averaging methods are analytical, and thus simple and
efficient. Examples of averaging methods include the harmonic and arithmetic averages, which
are special cases of the more general power averaging methods [76]. However, for complex
geometries, averaging is often too simple and not general enough to resolve important small-
scale heterogeneities. Flow based methods, on the other hand, solve flow problems on the fine
scale and use the solution to calculate the upscaled value. This gives higher computational
costs compared to averaging methods, but are considered to be more accurate and robust.

Flow based methods can again be divided into two main classes. Local methods, e.g. [77],
solves flow problems on the target coarse cell to be upscaled for, while global methods, e.g.
[78], solve the fine scale problem on the whole domain of interest to take into account global
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effects. Global methods are expected to give higher level of agreement between the simulation
on the fine grid and the simulation on the coarse grid. However, the level of agreement
is highly dependent on the choice of global flow problem used in the fine scale simulation.
Global methods are also much more computational expensive than local methods. The major
drawback of local methods is that they are dependent on the set of boundary conditions used
for the local flow problems. However, they are more general in the sense that they can be used
on different scales, while global methods are best suited for upscaling from a geological model
to a simulation model. Local methods is also favorable for upscaling to REVs that can be used
several places in the coarse model. Upscaling of every simulation cell is often not necessary
and even meaningless if all parts of the reservoir do not have unique measurements. Local
upscaling methods are also very easy to parallelize as each coarse grid cell can be handled
individually independent on the other cells.

To try to get the best from two worlds, some hybrid methods have been presented, including
extended local methods, e.g. [79–82], which consider a region of the fine scale model that is
slightly larger than the target cell to be upscaled for, and quasi-global methods, e.g. [83, 84],
where solutions to global coarse scale problems is used to determine the boundary conditions
used for extended local methods.

In this thesis, we mainly consider local flow based upscaling. In the following subsection, we
will describe in more detail how these can be formulated. As we will see later, this is also an
essential tool in upscaling of two-phase properties.

4.1.1 Local upscaling of permeability

Local upscaling of permeability is based on the elliptic pressure equation (2.10) over the target
domain, which we denote by Ω,

−∇ ·
(K
µ
∇p
)

= 0, on Ω. (4.1)

It is assumed that Ω is a hexahedron, where ∂Ωξ,i, for ξ = x, y, z and i = 1, 2, denote the
six boundary faces as illustrated in Fig. 4.2. Then a pressure drop, ∆pη, is imposed in the
η-direction, for η = x, y, z, and the corresponding velocity solution uη is used to calculate the
upscaled permeability tensor, K̃, in the following way,

K̃ =

k̃xx k̃xy k̃xz
k̃yx k̃yy k̃yz
k̃zx k̃zy k̃zz

 , where k̃ξη = µQηξLη/∆pη, ξ, η = x, y, z. (4.2)

Here Lη is the average distance between opposite boundary faces in the η-direction, and Qηξ is
the net flow in the ξ-direction when the pressure drop is imposed in the η-direction,

Qηξ = 1
2|∂Ωξ,2|

∫
Ωξ,2

uη · n ds− 1
2|∂Ωξ,1|

∫
Ωξ,1

uη · n ds. (4.3)

As mentioned earlier, the upscaled permeability is dependent on the choice of boundary
conditions for the flow problem (4.1). Three sets of boundary conditions (BCs) have been
commonly used. Fixed BCs use p = 1 on ∂Ωη,1, p = 0 on ∂Ωη,2, and use no-flow conditions
(homogeneous Neumann) on the other boundaries. This discard cross-directional flow, so
that the upscaled permeability is diagonal. An alternative approach described in [75] yields
a full tensor also with fixed BCs. Linear BCs also use p = 1 on ∂Ωη,1 and p = 0 on ∂Ωη,2,
but use a linear decreasing Dirichlet condition on the other boundaries. This results in a
full upscaled permeability tensor, but may fail to be symmetric and positive definite. The
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Fig. 4.2: Naming convention for the six faces of a hexahedron.

alternative aforementioned technique for fixed BCs can be applied to the case with linear BCs
as well, resulting in a positive definite tensor. Periodic BCs [85] enforce periodicity of the
normal velocity, u · n, on opposite boundaries (∂Ωξ,1 and ∂Ωξ,2, for ξ = x, y, z), and a unit
pressure drop in the η-direction. This results in a full tensor that is symmetric and positive
definite.

4.2 Two-phase upscaling

For two-phase flow one needs to upscale relative permeability curves, and possibly also capillary
pressure curves dependent on the flow regime, in addition to porosity and permeability. Two-
phase upscaling is also studied to a large extent, and we refer to [75, 86–89] for review papers.
Upscaling of two-phase properties is much more complex than single-phase upscaling, because
of the saturation dependency and the combination of capillary, viscous and gravitational forces.
For instance, capillary trapping may occur due to heterogeneities normal to the flow direction,
see e.g. [90–92], for homogenization techniques to include such effects.

There are roughly two classes of upscaling methods for two-phase flow. Dynamic methods
(also referred to as pseudoization methods), can be characterized as global in the sense that they
compute the solution on the whole fine scale grid, and calculate pseudorelative permeabilities
based on this solution. Two early and central contributions to this class of methods are [93, 94],
while newer contributions include [88, 95–98]. The other class of two-phase upscaling methods
is steady-state upscaling, which is further introduced in the next section.

4.2.1 Steady-state upscaling

In steady-state upscaling, one consider the incompressible immiscible two-phase equations
(2.24) at steady-state. If one further discard gravity and wells, we are left with the following
equation for each phase α,

∇ ·
(
krαK
µα
∇pα

)
= 0. (4.4)

The relative permeabilities, krα, are saturation dependent, but at steady-state the saturation
is constant in time. Hence, if we assume that the saturation distribution is known, Eq. (4.4)
is equivalent to the single-phase equation (4.1) that was used for single-phase upscaling, but
where K is replaced by the phase permeability Kα = krαK. This means that we can use
the single-phase upscaling method described earlier (Eq. (4.2)) to calculate the upscaled phase
permeability K̃α. The upscaled relative permeability, K̃rα, can then be derived by multiplying
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by the inverse of the upscaled permeability, i.e., K̃rα = K̃αK̃−1. Observe that the upscaled
relative permeability is a tensor. The upscaled relative permeability is valid for the upscaled
phase saturation, which is simply calculated by a volume weighted average of the fine scale sat-
uration distribution. By repeating this procedure for several different saturation distributions
and for both phases, one obtain the desired upscaled relative permeability curves.

In the previous paragraph we assumed that the saturation distribution is known. There are
several ways to find this. The most general approach is to solve the time-dependent equation
(2.24) until a steady-state saturation solution is obtained. This is typically computationally
expensive compared to the single-phase upscaling step and the saturation solution is dependent
on the initial and boundary conditions used. A pressure drop is enforced in one of the principal
directions, and it is well-known that the saturation distribution, and thus also the upscaled
value, is dependent on the flow rate that this pressure drop induce [99–103].

Two simpler alternatives to obtain the saturation distribution is commonly used. The first
is to consider the capillary limit, where gravitational and viscous forces are neglected. The
second alternative is to consider the viscous limit, where gravitational and capillary forces are
neglected and where one additionally assumes constant fractional flow. In these two limits,
the saturation distribution can be calculated analytically. The capillary limit approach also
defines a natural way to upscale capillary pressure curves. It is expected that the capillary
limit is valid for small flow rates, while the viscous limit is valid for high flow rates.

An early reference to steady-state upscaling can be found in [104]. Later, it was further
studied and discussed in a wide range of publications including [99–101, 105–108] and in more
recent publications [10, 102, 103, 109, 110]. Furthermore, steady-state upscaling was extended
to polymer flooding in [111].

4.2.2 Multiscale methods

Multiscale methods, e.g., [112–114], is another approach to resolve fine scale heterogeneities.
It is not an upscaling method, but we mention it here as it can be used instead of upscaling
in some cases. The main idea of multiscale methods is to solve the global flow problem on a
coarse grid, but where the local discrete approximation spaces are constructed in such a way
that fine-scale heterogeneity is accounted for. In a finite element setting, this means that the
basis functions are computed numerically by solving local flow problems on the coarse cell. A
goal of multiscale methods is to be as efficient as applying classical upscaling methods, while
at the same time produce a detailed and conservative velocity approximation on the fine grid
[15]. Multiscale methods is an active field of research, and for newer contributions we mention
[115–126]. For further discussion of advantages and disadvantages of using multiscale methods
instead for upscaling, we refer to [8].

5 Flow and transport in fractured porous media

A fracture can be characterized as separation of a material into two or multiple pieces as a result
of mechanical failure. Fractures in porous media occur naturally as a consequence of geological
activity, or can be induced by human activity, e.g., in hydraulic fracturing, which is a technique
to stimulate fluid flow in low permeable reservoir zones. Fractures divide the porous media
into several domains that are commonly referred to as the matrix. The material properties are
typically discontinuous at the fracture-matrix interface. In general, the conductivity can be
both orders of magnitude higher and lower than the surrounding matrix. Accurate simulation
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of fluid flow through fractured porous media is paramount in both cases, as they either serve
as preferential paths or barriers for the fluid flow. However, modeling fluid flow in fractured
media is complicated by several reasons. First of all, the fracture aperture (width) is typically
several orders of magnitude smaller than any other characteristic sizes in the reservoir model.
Secondly, the high contrast in conductivity often results in a big difference in the time-scales
for the flow processes.

Flow and transport in fractured porous media is a complex problem, and we refer to [127–130]
for more comprehensive presentations than the limited version given below. In the following,
we will first write out the basic equations governing fluid flow in fractured porous media
(Section 5.1), before we introduce different model concepts for incorporating fracture flow
(Section 5.2). In particular, we will describe lower-dimensional discrete fracture-matrix models
(Section 5.3), which are considered in Paper III.

5.1 Governing equations

Throughout this thesis, we assume that fluid flow in the fractures also are governed by Darcy’s
law, Eq. (2.2). This is a common assumption when the fractures are filled with debris, but it
is not always a good approximation [127]. An alternative approach is to apply Forchheimer’s
law in the fractures [131, 132]. Under the assumption of Darcy flow, flow in fractured porous
media is governed by the same type of equations as was introduced in Section 2. This means
that the same set of equations apply to each of the subdomains, one for the fractures and
one for each matrix domain separated by fractures. These equations are then accompanied by
conditions imposing continuity across the fracture-matrix interfaces.

As flow model, we consider incompressible single-phase flow, Eq. (2.10), coupled to the
transport model for a solute, Eq. (2.14). We will furthermore discard gravity. Consider a
domain Ω ⊂ Rd, d = 2, 3, and denote by Ωf ⊂ Ω a single fracture cutting the domain into
two disjoint subdomains, Ω1 and Ω2, such that Ω̄1 ∪ Ω̄2 = Ω̄ \ Ωf , see Fig. 5.1a. Moreover
Γi = ∂Ωf ∩ ∂Ωi, i = 1, 2, denote the interfaces between the fracture domain and the matrix
domains. The governing equations for this system can be formulated as follows,

−∇ · (K∇p) = q, in Ω, (5.1a)
p = 0, on ∂Ω, (5.1b)

JpK = 0, on Γ1 ∪ Γ2, (5.1c)
JK∇p · nK = 0, on Γ1 ∪ Γ2, (5.1d)

where K = Ki in Ωi and q = qi in Ωi, for i = 1, 2, f . Furthermore, J·K denotes the jump operator
on Γi, defined in a similar way as in Eq. (3.7). For simplicity, we have assumed homogeneous
Dirichlet conditions (Eq. (5.1b)). Moreover, Eq. (5.1c) and (5.1d) enforce continuity of pressure
and normal velocity at the fracture-matrix interfaces. These are the basic equations describing
incompressible single-phase flow in fractured porous media. However, as discussed later, one
seldom work directly with these equations, but they constitute the basis for deriving other
fracture models.
The transport problem can be formulated analogously,

φ
∂c

∂t
+∇ · (uc) = f, in Ω× (0, T ), (5.2a)

Jcu · nK = 0, on (Γ1 ∪ Γ2)× (0, T ), (5.2b)
JcK = 0, on (Γ1 ∪ Γ2)× (0, T ), (5.2c)

where φ = φi in Ωi, for i = 1, 2, f .



5 Flow and transport in fractured porous media 25

Ω1
Ω2

Ωf

ε
∂Ω

Γ1 Γ2

(a) Fractured domain Ω, where the fracture is
represented as a equi-dimensional volume.

Ω1
Ω2

Γ

∂Ω̃

(b) Fractured domain Ω̃, where the fracture is
represented as a lower-dimensional surface.

Fig. 5.1: Conceptual illustration of different fracture models.
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Equi-dimensional
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Lower-dimensional
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Continuum fracture
models

· · ·· · · · · ·

Fig. 5.2: Tree of fracture models. The dots below "Continuum fracture models" emphasize that a large
variety of such models exists, see e.g. [134]. The model considered in Section 5.3 and in Paper III is
highlighted.

The local cubic law relates the fracture permeability to the fracture width, ε, by the relation
Kf = ε2

12 . It is derived by solving Navier–Stokes’ equation between two parallel plates and
then comparing the averaged velocity with Darcy’s law. We refer to [133] for a more detailed
derivation and a discussion on the validity. In the following, we will not restrict the discussion
to any permeability model such as the local cubic law, but continue to use the more general
formulation above.

5.2 Discrete versus continuum fracture models

There are two main approaches to model fluid flow in fractured materials: discrete fracture
models and continuum fracture models. Discrete fracture models explicitly represent the in-
dividual fractures in the model, while continuum models take fracture flow into account by
homogenization or upscaling. Hybrid models, where only the most dominant fractures are ex-
plicitly represented, are also developed. An overview of the different models with subcategories
are given by [134]. Fig. 5.2 summarize the classification of models introduced in this section.
Discrete fracture models represent the most accurate method to study flow in fractured

materials. However, they are computationally expensive and may require large amount of data
to represent the fracture network. Furthermore, mesh generation can be complex since the
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fractures needs to be explicitly represented in the mesh for many such models.
Discrete fracture models can be divided into three subclasses. The first is discrete single-

fracture models, where a single well-defined fracture is considered. Such models are used
for more fundamental studies of fracture flow and are used on very fine scales. Secondly,
there are discrete fracture-network models that only consider fluid flow in the fractures, and
thus neglect exchange of fluids between fractures and the matrix. Lastly, there are discrete
fracture-matrix (DFM1) models, where flow takes part both in the fracture network and in the
matrix. DFM models can again be realized through the equi-dimensional approach (DFM-
E), where fractures and matrix are represented by volumes of the same dimension, or the
lower-dimensional (mixed-dimensional) approach (DFM-L), where fractures are represented as
lower-dimensional surfaces embedded in the matrix domain, see Fig. 5.1. The main advantages
of DFM-L are easier mesh generation and shorter computation times. DFM-E would require
either very small or highly anisotropic grid cells in the vicinity of fractures, but can be an
alternative if more accurate solutions are desired, see e.g. [135].
Continuum fracture models are typically used on a larger scale than discrete fracture models.

On the field scale, it is not possible due to computational limitations to represent fractures
explicitly. A variety of different models have been developed, and we refer to [134] for an
overview, and to references therein for more details. A commonly used model in commercial
simulators is the double-porosity, single-permeability models originally developed by [136, 137].
The main advantage of continuum fracture models is that they are computationally more
efficient than discrete fracture models, so that full field simulations can be performed. However,
determining effective flow properties through homogenization or upscaling is a difficult task,
c.f., the discussion in Section 4. Continuum models are also based on the assumption that
representative elementary volumes (REVs) can be identified on the scale of interest. Identifying
REVs for fractured porous media is typically more difficult than for porous media without
fractures (on the scale of interest) [138], or even not possible.
The choice of model concept is particularly dependent on the scale of interest, as summarized

in Fig. 5.3. As a final remark to this discussion, we mention that fractures are present on every
(macroscopic) scale of a reservoir. Hence, homogenization or upscaling is inherent also for
DFM models, since we are not able to represent every tiny little fracture. In DFM models
one typically only considers the most dominant fractures. With this perspective, every DFM
model can be viewed as a hybrid model. In the following, we will, however, assume that we
are given a set of fractures, and that the effective properties of the matrix is known. Moreover,
we point out that DFM models can be used in an upscaling framework to solve local fine-scale
problems, whose solution can be used to calculate effective values as described in Section 4.
DFM-L models is an essential part of Paper III, and hence we continue the discussion of these
in the next section.

5.3 Lower-dimensional discrete fracture-matrix models

Lower-dimensional models (also denoted mixed-dimensional and reduced models) are obtained
by averaging the governing equations, e.g., Eq. (5.1) and (5.2), across the fractures, see further
details below. A model for high permeable fractures was presented in [140, 141], where the
flow equations are written in mixed form and then averaged over the fracture interface with
the assumption of a continuous pressure. To also allow for low permeable fracture, this model
was generalized in [142, 143], where Robin type of conditions on the pressure at the fracture
interface are enforced rather than continuous pressure. Newer studies of such models can

1The abbrevation DFM is confusingly used both for discrete fracture models and discrete fracture-matrix in the
literature. We only use the latter.
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Fig. 5.3: Schematic figure of the relation between model concepts and scales of the domain of interest
(after [139]).
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Fig. 5.4: Complex fracture network introduced as a benchmark problem in [178]. The fracture geometry
represents a real set of fractures from an interpreted outcrop in the Sotra island, near Bergen in Norway.

be found in, e.g., [144–149]. The model in [140, 141] was extended by [150, 151] to curved
fractures, and also generalized to allow for a non-zero pressure-jump at the interface [151].

A wide range of numerical methods for solving the lower-dimensional problem have been
formulated. We mention for instance finite element methods [143, 152, 153], finite volume
methods [144, 154–156], discontinuous Galerkin methods [157], mimetic finite difference meth-
ods [158, 159] and virtual element methods [160]. All of these require conforming mesh across
the fracture interface. Furthermore, mortar coupling has been used to allow for non-conforming
meshes, see e.g. [145, 149]. Fully non-conforming methods, i.e., schemes that allows the fracture
to cut through the mesh, have been realized through extended finite elements [147, 151, 161–
166].

Another approach where fractures are allowed to cut arbitrarily through the higher dimen-
sional mesh is the embedded DFM (EDFM) model introduced by [167], see also [168–172] for
newer contributions. EDFM models are based on the two-point flux approximation (TPFA;
see Section 3.2), where the fracture-fracture and fracture-matrix transmissibilities are approxi-
mated from geometrical quantities. These methods are limited to study high permeability frac-
tures, but the newly introduced projected-based EDFM (pEDFM) [173, 174] extends EDFM
to also handle low permeable fractures. We also mention that EDFM has been applied to
upscaling of fractured reservoirs [175, 176] and in multiscale methods [124, 177] A benchmark
study of several DFM models for incompressible single-phase flow was conducted in [178].

Common for the EDFMmethods mentioned above is that the fracture pressure is represented
on lower dimensional elements. An alternative is the recently introduced embedded finite
element method (EFEM) presented by [179], where the fracture pressure is represented by
the restriction of the higher dimensional elements. The pressure continuity on the fracture
interface makes it possibly to use continuous elements. However, the jump in the pressure
gradient across fracture interfaces causes a loss in the regularity of the solution close to the
fractures. Optimal convergence is instead realized through a priori mesh refinement in the
vicinity of the fractures. EFEM is a novel approach to handle complex fracture geometry,
see Fig. 5.4 for an example. We also mention that embedded surfaces may be handled by
the CutFEM technology, see [180] for a general introduction and [181] for an application to a
convection problem in a fractured domain.

Paper III is based on the lower-dimensional fracture model presented in [151] for the pressure
problem (5.1). The transport problem (5.2) is also modeled by a lower-dimensional model, see
e.g. [141, 160, 163]. In the following sections, we explain briefly how these are derived.
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5.3.1 Lower-dimensional pressure problem

Let ε be the fracture width and assume that Ωf can be described by its mid-curve Γ such that

Ωf =
{

x ∈ Rd : x = ξ + εln(ξ), ξ ∈ Γ,−1
2 < l < 1

2

}
. (5.3)

For simplicity we assume that the fracture permeability is isotropic, i.e., Kf = kfI, and
furthermore, that it can be expressed as kf = 1

εkΓ with kΓ independent on ε. A lower-
dimensional model is then obtained in [151] by considering the weak formulation of Eq. (5.1)
and passing ε to 0 (or equivalently passing kf to ∞). The resulting variational problem can
be written as the following boundary value problem over the domain Ω̃ = Ω1 ∪ Γ ∪ Ω2 (see
Fig. 5.1b),

−∇ · (K∇p) = q, in Ω1 ∪ Ω2, (5.4a)
−∇Γ · (kΓ∇Γp) = qΓ + J(K∇p) · nK, on Γ, (5.4b)

p = 0, on ∂Ω, (5.4c)
JpK = 0, on Γ. (5.4d)

Here ∇Γ = P∇ is the tangential gradient operator with P = I − n ⊗ n, and qΓ results from
integrating qf along line segments through Ωf normal to Γ. Observe that Eq. (5.4b) governs
conservation of mass in the fracture interface Γ, where the jump in normal flux across Γ can
be interpreted as a source term. We remark that this model is only valid for high permeable
fractures. Furthermore, the model by [142, 143] can be written in a similar way, but where the
pressure in the fracture is represented by its own function and the condition (5.4d) is replaced
by Robin type conditions.

5.3.2 Lower-dimensional transport problem

Consider next the transport equation (5.2). A lower-dimensional model is derived in [163] by
averaging the equations across the fracture domain Ωf . This result in the following mixed-
dimensional model equations,

φ
∂c

∂t
+∇ · (uc) = f, in

(
Ω1 ∪ Ω2

)
× (0, T ), (5.5)

εφf
∂cf
∂t

+∇Γ · (cfuf ) = fΓ + Ju · nc∗K on Γ× (0, T ), (5.6)

where cf and uf are the concentration and velocity in the fracture, respectively. The term
Ju · nc∗K is a coupling term that models flow between the fracture and matrix. It is defined as

Ju · nc∗K =
2∑
i=1

ui · nic∗i , c∗i =
{
ci, if ui · ni ≥ 0,
cf , if ui · ni < 0.

(5.7)

where ui and ci denotes, respectively, the velocity and concentration in Ωi, i = 1, 2, and ni
denotes the unit normal pointing out of Ωi.

6 Summary of papers

We close Part I of this thesis by summarizing each of the three papers contained in Part II.
The intention is to highlight the main contributions and novelties of each paper, and describe
how they contribute to the main objective expressed in Section 1.
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Paper I: Rate dependency in steady-state upscaling

Steady-state upscaling (see Section 4.2) is a local flow-based method for upscaling relative
permeability and capillary pressure curves for two-phase flow. A key ingredient is to determine
the fine-scale saturation distribution in the target coarse cell that is to be upscaled. If we
neglect gravity, then capillary and viscous forces are the acting forces on the fluids, and hence,
the saturation distribution is dependent on the balance of these forces. Capillary forces are
dominant for high flow rates or on small-scale heterogeneities, while viscous forces are dominant
for low flow rates or on larger scales. This rate dependency is addressed in Paper I.

The capillary and viscous limits are defined as the flow scenarios when the flow rate tends
to 0 and ∞, respectively. In these two limits, the saturation distribution can be determined
analytically from fluid and rock data, that is, without flow simulations. These approaches are
denoted capillary limit (CL) and viscous limit (VL) upscaling in the following. For intermediate
flow rates, however, one needs to solve local flow problems on the fine scale model to find the
steady-state saturation distribution. This is computationally much more expensive than the
limiting cases. Motivated by this discussion, the main objectives of this work was to

(I) Study the rate dependency of the upscaled relative permeability curves.
(II) Establish a static measure of the balance between capillary and viscous forces in a reser-

voir model, that can be used to determine a priori if CL or VL upscaling is appropriate.
(III) Validate capillary and viscous limit upscaling by comparing simulation results on a fine-

scale and an upscaled coarser model of a representative reservoir.

In particular we considered fluvial depositional systems on the field scale, which are interesting
in an upscaling point of view because of their heterogeneity structure and unknown balance
between capillary and viscous forces. Contributions to the above identified objectives would
increase the knowledge and robustness of steady-state upscaling, which is already being used
by oil and gas companies.
Objective (I) was pursued by applying steady-state upscaling to synthetic and realistic mod-

els. Both CL and VL upscaling, and general rate-dependent upscaling was considered. The
following important observations were made:

• For all models, rate-dependent upscaling converged1 to CL upscaling as the flow rate
tends to zero, and to VL upscaling as the flow rate tends to infinity. The transition from
CL to VL upscaling typically occurs over several orders of magnitude of the flow rate,
and the difference between CL and VL upscaling is significant (more than 25% in relative
difference is not uncommon).
• The convergence is monotone in most cases, but for models containing high permeability
rock with non or poor connectivity, we may have non-monotone convergence. Such
observations are important because they gain insight to when CL and VL upscaling can
be used as upper and lower bounds.

These observations are in accordance with the results in [102, 103], which also studied the
transition from CL to VL upscaling. However, a novelty of our study is that we consider
realistic three-dimensional models on corner-point grids.
Our contribution to resolve the issue of objective (II) is a scale-dependent capillary number,
N , which was shown to better predict the balance between capillary and viscous forces in our
models compared to the traditional capillary number (see e.g. [4]). For most of the models
considered, N ∼ 1 for a flow rate in the interval between capillary and viscous dominated flow.
1Remark that by convergence we do not refer to a strict mathematical definition in this setting
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However, it turned out to be a difficult task to define a static measure that is able to predict
the rate balance for general models.

To address objective (III), we considered a representative fluvial reservoir model taken from
a field on the Norwegian Continental Shelf. Water flooding was induced by an injector–
producer pair of wells. A fine-scale model was upscaled to a coarser model by means of
CL and VL upscaling. Simulations on the fine-scale model demonstrated that this model is
viscous dominated for realistic injection rates. This was also supported by the value of N .
Comparison, in terms of water cut (ratio of water produced) and visual observation of the
saturation solution, between the fine-scale simulation and simulation on the upscaled model
suggested that VL upscaling is most appropriate in this scenario. Furthermore, the effect of
upscaling (absolute) permeability was demonstrated to have a significant effect on the results.

Paper II: Postprocessing of non-conservative flux for compatibility with
transport in heterogeneous media

This paper addresses postprocessing of non-conservative fluxes, cf. Section 3.4. As model
problem we consider slightly compressible single-phase flow, Eq. (2.8), coupled to transport
of a solute, Eq. (2.11). We present a sequential solver, where a linear finite element method
(CG-FEM) is used for the pressure equation, and a discontinuous Galerkin FEM is used for the
transport equation. The novelty of this work is the development of a postprocessing method
that calculate locally conservative fluxes from the CG-FEM solution.

The postprocessing method is based on the earlier work of [45] and [46], where a piecewise
constant correction term is added to the original flux. The correction is chosen such that it is
minimized in the standard L2 norm. There are two central novelties of our method compared
to [45, 46]:

• The correction is minimized in a weighted L2 norm rather than the standard L2 norm.
This gives better control of the relative correction on each face. It is demonstrated
that choosing weights equal to the effective face permeability (harmonic average), better
preserves low permeable interfaces.
• The method is extended to the time dependent flow model, that is, we allow for a slightly
compressible fluid.

Uniqueness and preservation of convergence order for the postprocessed flux was proven in
[45, 46], and these proofs are generalized in our work to also hold under the two extensions
listed above. A range of numerical examples demonstrate the abilities and properties of our
method.
Compared to other recent contributions, e.g. [48–52], our postprocessing method has the

main advantage that it handles heterogeneities on a large class of meshes, including general
polygonal (2D) or polyhedral (3D) meshes with hanging nodes. The method by [48–50] pro-
duces fluxes that are locally conservative on a vertex centered dual mesh, while the methods
in [51, 52] are presented for triangular (2D) or tetrahedral (3D) meshes. In terms of computa-
tional complexity, our method is global in the sense that a system of N linear equations has
to be solved, where N is the total number of elements. In contrast the methods in [48–52] are
local in the sense that only small localized problems on each element has to be solved. Local
methods are expected to be computationally more efficient.
In addition to the aforementioned contributions, this paper contains the following aspects:

• The importance of locally conservative fluxes is demonstrated by comparing solutions to
the transport problem where both non-conservative and conservative fluxes are used.
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• Different approaches to approximate the fluxes on the domain boundary are tested, in-
cluding a flux recovery technique on the Dirichlet boundary, see e.g. [41, 43, 44, 55, 182–
184]. However, only small effects were observed.
• The sequential solution approach was applied to a representative 3D model based on the
SPE-10 case presented in [185].
• Computational complexity of the postprocessing method is reported in terms of compu-
tation time and condition numbers. For the SPE-10 model the additional cost (relative
to the CG-FEM solver) was 10–30% depending on model parameters.

As a final remark, we mention that our postprocessing method is general also in the sense
that it takes as input any flux approximation, not restricted to non-conservative fluxes from
classical FEM, but may also originate from other non-conservative numerical schemes or even
measurements. For instance, it was recently used in combination with the virtual element
method [186], and for modeling fracture flow, see Paper III. Other examples where it could be
utilized is in modeling of coupled flow and fracture propagation, see e.g. [36], and to transfer
velocity solutions to a different mesh, see [46].

Paper III: A simple embedded discrete fracture-matrix model for coupled
flow and transport problems in porous media

The main topic of this paper is flow and transport in fractured porous media. Fractures
are modeled explicitly as lower-dimensional surfaces embedded in the surrounding matrix as
discussed in Section 5.3. We only consider fractures with high permeability relative to the
matrix, and aim for a simple low-order scheme that can handle complex fracture geometry and
networks, e.g., as depicted in Fig. 5.4. As flow model we consider incompressible single-phase
flow coupled to transport of a concentration. For the flow problem we apply the asymptotic
model derived by [150, 151] and extended to bifurcating and intersecting fractures in [179]. The
transport problem is modeled by a mixed-dimensional model studied in, e.g. [141, 160, 163].
In this paper we apply a sequential solution scheme for the coupled problem. We solve the

flow equations by an embedded finite element method (EFEM) [179], and couple it to a finite
volume method for the transport equations. The main novelties of this paper are twofold:

(I) We present a velocity model to calculate flux approximations from the EFEM pressure
solution. The postprocessing method from Paper II is adapted and applied to ensure
local conservation.

(II) We develop a non-standard low-order finite volume method with upwinding that is com-
patible with EFEM in the sense that the same mesh can be applied, so that the flexibility
with respect to fracture geometry is retained for the coupled scheme.

A key ingredient in EFEM is that the pressure is restricted to be continuous across the
fractures, so that the fracture solution can be represented as the restriction of the higher
dimensional basis functions. A similar approach is not valid for the transport problem since
we can not expect the concentration to be continuous across the fracture. Still, we do not want
to represent the fracture solution by its own lower-dimensional field. Instead, we represent the
fracture solution by the elements that are cut by the fractures. Moreover, the coupling term
that models flow between the fractures and matrix, is approximated by evaluating the flux on
the boundary of the fracture elements, rather than on the fracture interface.
The resulting coupled scheme is easy to formulate and implement even for problems with

complex fracture networks. For optimal accuracy of the pressure solution, a priori local re-
finement in the vicinity of the fractures is required [179]. We demonstrate the ability of the
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presented methods on both synthetic and representative problems with increasing complexity
of the fracture network. The results are promising and show that we are able to study flow
problems in highly fractured porous media, e.g., the case depicted in Fig. 5.4. We also follow
up a recent benchmark study [178] for incompressible single-phase flow and evaluate EFEM on
a selection of these benchmark problems. Our results are in good agreement with the results
in [178] and in some cases EFEM is most accurate.

This paper presents a novel alternative to existing lower-dimensional DFM models, see
e.g. [143–145, 147, 149, 151–162, 164–174], especially for problems where simple meshing is
important and where a low order method is appropriate in terms of accuracy. It may be ap-
plied to study characteristics of flow and transport in fractured porous media, or as part of an
upscaling framework.
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A Open-source simulation software

Most of the computer implementations and simulation software used in this thesis are available
under an open licence. The only exception is the field simulations in Paper I where the
commercial simulator ECLIPSE 1001 was used. Furthermore, many of the geological models
are also freely available under an open license, with the exception of some reservoir models
in Paper I. This makes it possible to reproduce most of the results from this thesis, and also
further develop the computer methods.

The upscaling results of Paper I are obtained by codes from the upscaling module of the
Open Porous Media (OPM) project. Documentation and building instructions for these codes
are found at https://opm-project.org, while the source code is available on GitHub, see
https://github.com/OPM. OPM depends on the open-source library DUNE [187].

Regarding Paper II and III, all results are obtained from a personal code base, which is now
also freely available on GitHub, see https://github.com/laods/efsim. The implementations
are based on the open-source finite element library deal.II [188]. Building and user instructions
are available in the README file in the base directory.

1Reservoir simulation software from SchlumbergerTM
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Abstract Steady-state upscaling of relative permeability is studied for a range of reservoir
models. Both rate-dependent upscaling and upscaling in the capillary and viscous limits are
considered. In particular, we study fluvial depositional systems, which represent a large and
important class of reservoirs. Numerical examples show that steady-state upscaling is rate
dependent, in accordance with previous work. In this respect we introduce a scale-dependent
capillary number to estimate the balance between viscous and capillary forces. The difference
between the limit solutions can be large, and we show that the intermediate flow rates can
span several orders of magnitude. This substantiate the need for rate-dependent steady-state
upscaling in a range of flow scenarios. We demonstrate that steady-state upscaling converges
from the capillary to the viscous limit solution as the flow rate increases, and we identify
a simple synthetic model where the convergence fails to be monotone. Two different sets
of boundary conditions were tested, but had only minor effects on the presented reservoir
models. Finally, we demonstrate the applicability of steady-state upscaling by performing
dynamic flow simulation at the reservoir scale, both on fine-scaled and on upscaled models.
The considered model is viscous dominated for realistic flow rates, and the simulation results
indicate that viscous limit upscaling is appropriate.
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1 Introduction

Hydrocarbon reservoirs are generally heterogeneous on different length scales (Kløv et al.
2003; Lerdahl et al. 2005; Aarnes et al. 2007). Due to computational limitations, it is not
always possible to include important heterogeneities into a full field reservoir simulation.
Nevertheless, small-scale heterogeneities may be important for the global flow and therefore
should be taken into account. Upscaling is a well-known technique in this respect, see, e.g.
Durlofsky (2005) for an overview of different upscaling methods. The overall goal for all
methods is to replace a fine-scale model with a coarse model by producing effective prop-
erties for each coarse cell. For upscaling of nonbulk flow properties like permeability and
relative permeability, one may divide upscaling into two main classes. These are averaging
methods and flow-based methods. The latter are regarded to be more accurate, but they are
also computationally more demanding as they require solutions to flow equations. Further-
more, one can roughly divide the flow-based methods into local and global methods. Global
methods, see, e.g. Kyte and Berry (1975) and Zhang et al. (2006), require solutions to the
full fine-scale model, while local methods only consider the fine-scale region corresponding
to the target coarse cell. Noting that this is a simplified view, there are also combinations of
the two. Global methods typically address the common task of upscaling from a geo-cellular
model to a simulation model. Local methods are more generic in nature and are convenient for
determining effective flow properties for rock types or facies in geo-cellular models, see, e.g.
Pickup and Stephen (2000), Kløv et al. (2003), Rustad et al. (2008) and Nordahl et al. (2014).

The work presented here can be seen as a continuation of the work in Nordahl et al., with a
focus on multiphase flow parameters. More precisely, we investigate the effects of sedimen-
tary heterogeneity on oil–water relative permeability. Our approach is based on steady-state
upscaling, a local upscaling method which has been subject to extensive research over the
last 20 years, see, e.g. Smith (1991), Ekrann et al. (1996), Kumar et al. (1997), Ekrann and
Aasen (2000), Pickup et al. (2000), Lohne et al. (2006) and Jonoud and Jackson (2008). As
most literature, we consider incompressible, immiscible two-phase flow and neglect gravity.
From the geological perspective we focus on fluvial depositional systems. These are partic-
ularly interesting from an upscaling point of view because of their heterogeneity structure.
Fluvial systems typically consist of channels, crevasses and background. The channels are
typically highly permeable, with an internal depth trend. Crevasses typically have lower per-
meability, but still contribute significantly to flow and volume. The background material is
typically tight with little or no permeability. While channels can be around five meters tall
(depending on the size of the depositional system), they can meander and erode into each
other, stacking in complex patterns. Crevasses may be less than a meter tall. Hence, we have
extreme contrast between reservoir properties at the scale of several meters, with a geometry
we cannot represent in current full field simulation models. That is, the finest grid resolution
we realistically can run full field flow simulations on is typically not able to represent the
geometry of the main sedimentary heterogeneities of fluvial reservoirs. Moreover, fluvial
reservoirs are among the most common depositional systems found in reservoirs.

For any type of flow-based upscaling method, the imposed boundary conditions can have
an important effect on the upscaling results. This is one of the aspects that make upscaling
ambiguous and a difficult exercise. Moreover, disregarding gravity, the viscous and capillary
forces are the acting forces on the fluids in a reservoir. The results from steady-state upscaling
is known to be rate dependent due to the balance of these two forces (Ekrann et al. 1996; Kumar
et al. 1997; Ekrann and Aasen 2000; Virnovsky et al. 2004; Lohne et al. 2006). Capillary forces
dominate for small flow rates or on small-scale heterogeneities, while viscous forces dominate
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for high flow rates or on larger scales. Hence, as the flow rate tends to zero, it is expected that
the viscous forces can be neglected. Similarly, for high flow rates it is expected that capillary
forces can be neglected. These limits are referred to as the capillary and viscous limits, respec-
tively, and they are interesting since they are computationally less demanding. However, these
limits are only encountered in practice at some scales and some parts of the reservoir.

The effect of small-scale heterogeneities on relative permeability, typically heterolithic
reservoir zones, has been studied before (e.g., Rustad et al. (2008)). Two important publi-
cations where the transition between capillary and viscous forces are studied are found in
Virnovsky et al. (2004) and Lohne et al. (2006). There is a couple of differences to note
between the work presented here and in Virnovsky et al. (2004) and Lohne et al. (2006).
The first is that the steady-state simulations done here are on three-dimensional models with
corner-point grids. This enables the use of the ReservoirStudio software1 providing realistic
models of heterogeneity at a scale where the balance between capillary and viscous forces
is unclear. Secondly, all upscaling in this work are performed with codes from the Open
Porous Media project (OPM),2 and are freely available under the GNU GPL license. How-
ever, models and geomodelling packages are still unfortunately proprietary and hence not
easy to reproduce results from.

It would be valuable to be able to decide whenever the capillary or viscous limits are fair
approximations for steady-state flow. A recent work (Jonoud and Jackson 2008) addresses this
problem, but originally for two-dimensional models. Although it might be possible to extend
their method to three dimensions, the ambiguity that is present for two-dimensional models
is even more involved when moving to three dimensions. Our contribution to this problem
is a scale-dependent capillary number, which is shown to better predict the balance between
capillary and viscous forces in our models compared to the traditional capillary number.
For the reservoirs considered herein, heterogeneity typically introduces large differences in
capillary pressure compared to capillary pressure gradients from saturation distribution inside
a single rock type. For this reason, we restrict our attention to models with several rock types.

This paper is outlined as follows. We start by presenting the governing flow equations in
Sect. 2. Thereafter, in Sect. 3, we explain steady-state upscaling in more detail. In particular,
we discuss and define appropriate boundary conditions for the steady-state flow equations. We
also describe the capillary and viscus limit approaches. In Sect. 4 we introduce a dimension-
less scale-dependent capillary number to represent the capillary and viscous force balance
in our models. The aim is to be able to predict when steady-state upscaling differs from its
capillary and viscous limits. In Sect. 5 we test the steady-state upscaling approaches on a
variety of reservoir models, both synthetic and realistic. The overall goal of this section is to
get a better understanding of steady-state upscaling and to address the main advantages and
challenges. We show how the results depend on the flow rate and on the choice of boundary
conditions. In the last part, we consider a larger fluvial reservoir model similar to those con-
sidered in Nordahl et al. (2014). The aim is to study how well steady-state upscaling is able
to reproduce fine-scale flow pattern and production data in a dynamic flow scenario. Finally,
in Sect. 6, we discuss the results of this work and make the final conclusions.

2 Flow Equations

In this section we present the governing equations for incompressible immiscible two-phase
flow in porous media. Let oil (o) and water (w) denote the two phases p. The equation of

1 ReservoirStudioTM is a proprietary software from Geomodeling, www.geomodeling.com.
2 The Open Porous Media project, http://www.opm-project.org.
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continuity reads

φ
∂Sp
∂t

= −∇ · up, p = o, w, (1)

where φ = φ(x) is the porosity at position x = 〈x, y, z〉, while Sp = Sp(x, t) and up =
up(x, t) are the saturation and velocity, respectively, at position x and time t . We assume
Darcy flow, i.e.,

up = −Kkrp
μp

∇ pp, p = o, w, (2)

where we have neglected gravity. Furthermore, K = K(x) is the absolute permeability tensor,
and krp = krp(x, Sw), μp and pp = pp(x, t) are the relative permeability, viscosity and
pressure of phase p, respectively. If we further introduce the mobility of phase p,

λp = λp(x, Sw) = krp(x, Sw)

μp
, (3)

and combine Eqs. (1) and (2), we get

φ
∂Sp
∂t

= ∇ · [
Kλp∇ pp

]
, p = o, w. (4)

To complete the system of equations, we have that

Sw + So = 1, and (5)

po − pw = pc, (6)

where pc = pc(x, Sw) is the capillary pressure. In total we have four equations, Eqs. (4–6),
and four unknowns, Sp and pp , for p = o, w.

We follow the approach of Chavent and Jaffre (1986) and introduce a global pressure p,
defined as

p = po − p̂, p̂(Sw) =
∫ Sw

1
fw(ξ)

∂pc
∂Sw

(ξ) dξ,

where fw(Sw) = λw(Sw)
λ(Sw)

is the fractional flow of water and λ = λw +λo is the total mobility.
We can now rewrite the coupled system of Eqs. (4–6) as

∇ · u = 0, u = −Kλ∇ p, (7)

φ
∂Sw

∂t
+ ∇ · [

fw(u + Kλo∇ pc)
] = 0. (8)

The pressure equation (Eq. (7)) is elliptic, while the transport equation (Eq. (8)) is parabolic or
hyperbolic dependent on the ratio between the terms. The equations are nonlinearly coupled
due to the pressure dependency in u and the saturation dependency in λp and pc.

When deriving the pressure equation, it is assumed that the capillary pressure pc is a
monotone function of Sw only, thus independent on the spatial position. In general, this
assumption is not satisfied, but we believe that the introduced error is small. Testing and
comparison with a fully implicit solver substantiate this.

At steady state, ∂Sp
∂t = 0, so Eq. (4) reduces to

∇ · [
Kλp∇ pp

] = 0. (9)

Furthermore, the system (7, 8) can at steady state be written as

u · ∇ fw + ∇ · (Kλo fw∇ pc) = 0. (10)
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3 Steady-State Upscaling

Steady-state upscaling, see, e.g. Ekrann and Aasen (2000), is a local upscaling method. Given
a target coarse cell with fine-scale heterogeneity, we seek to find an effective (upscaled)
relative permeability function as if the cell was homogeneous. Steady-state upscaling can be
divided into three main steps:

1. Calculate the fine-scale saturation distribution, Sw(x), at steady state.
2. Calculate the phase permeability distribution, Kp(x, Sw) = krp(x, Sw)K(x), from input

data.
3. Perform single-phase upscaling on each phase separately to calculate the upscaled phase

permeability tensor, K̃p .

In Step 3, single-phase upscaling corresponds to solving the steady-state equation (Eq. (9))
for each phase and then let K̃p be the phase permeability tensor which preserves the flux
over each boundary face. The upscaled relative permeability tensor is now given as K̃p · K̃−1,
where K̃ is the upscaled (absolute) permeability tensor. The procedure above gives an upscaled
relative permeability tensor valid for the upscaled water saturation, S̃w, which is simply the
volume weighted average. By varying the initial saturation and the fractional flow at inlet, one
produces a sequence of upscaled tensors for different upscaled saturation points, giving an
upscaled relative permeability curve. In general, Step 1 is the most demanding, as it requires
a full flow simulation to reach the steady-state distribution, Sw(x). However, in the capillary
and viscous limits, Sw(x) can be calculated directly from the input data.

3.1 General Steady-State Upscaling

The domain Ω which is to be upscaled for, is assumed to be formed like a shoe-box, that is, a
regular hexahedron. This is a natural assumption, as Ω usually refers to a coarse simulation
cell. Let ∂Ωζ,i for ζ = x, y, z and i = 1, 2 denote the six boundary faces on Ω as illustrated
in Fig. 1. To obtain the steady-state saturation distribution, we solve Eqs. (7) and (8) over
the domain Ω until steady state is reached, i.e., until the saturation distribution no longer
changes with time within a given tolerance.

The flow equations must be accompanied with some appropriate boundary condi-
tions (BCs). In this work we use two sets of BCs, denoted fixed and periodic. To induce
flow, a pressure drop Δp is enforced in one of the Cartesian directions, hereafter denoted
the pressure drop direction. For fixed BCs we set p = Δp and fw = g(x) on inlet, and
p = 0 on outlet, where g(x) is a known function. For periodic BCs we set the flux and

Fig. 1 Boundary conditions for the two-phase incompressible immiscible problem, Eqs. (7) and (8). To the
left we see an illustration of the domain Ω which is to upscaled for, along with the naming conventions for
the six boundary faces. To the right, precise formulations of the fixed and periodic BCs are given, where η

denotes the pressure drop direction, and ξ denotes the two directions perpendicular to η
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the fractional flow to be periodic on inlet/outlet. This implies that what flows out at outlet
flows in at inlet. A main distinction from fixed BCs is that fw and p are allowed to vary
across ∂Ω . Furthermore, we set the pressure difference between inlet and outlet to Δp. For
both periodic and fixed BCs we use no-flow conditions on all other boundaries. Notice that
this differs from the common notion of periodic BCs, used, e.g. in Durlofsky (2005), as we
do not induce periodic flow on boundaries parallel to the pressure drop direction. With this
simplification, we neglect cross flow and our upscaled tensor will be diagonal. For reservoir
models where the main heterogeneity structure is aligned with the pressure drop direction,
this is a reasonable assumption.

The two sets of BCs are given explicitly in Fig. 1. We let n denote the outward pointing
unit normal vector, η the pressure drop direction, ξ the two other directions, and f |∂Ω the
function f restricted to ∂Ω . Additionally, for periodic BCs, it is necessary to specify the
global pressure at one point in the domain for the system to be well-posed. Furthermore, an
initial guess of the saturation distribution, S0(x), must be specified. For the periodic BCs,
we use a face-to-face connection on the periodic boundaries, and we have assumed that the
grids on the inlet and outlet faces match each other. This assumption is not satisfied for all
realistic reservoir models, but may be overcome by mirroring the model in the pressure drop
direction. Notice that with periodic BCs no fluids are allowed to enter or leave the model.
Hence, the upscaled saturation at steady state is equal to the initial average saturation.

3.2 Capillary Limit

In the capillary limit, see, e.g. Ekrann et al. (1996), we neglect gravity and viscous forces. In
this limit the fluid velocity vanishes, and hence Eq. (10) reduces to

∇ · (Kλo fw∇ pc) = 0.

Since this should hold for the whole domain Ω and since the product Kλo fw is spatially
dependent, we must require that ∇ pc = 0, or equivalently that pc is constant throughout the
model. Thus, at a given (constant) capillary pressure, Pc, the fine-scale saturation distribution
is determined by solving

pc(x, Sw) = Pc (11)

for Sw . Since pc(x, Sw) is a strictly monotonically decreasing function with respect to Sw,
this has a unique solution. Observe that this approach also produces an upscaled capillary
pressure function,

p̃c(S̃w) = Pc. (12)

In the following we refer to the capillary limit solution by CL.

3.3 Viscous Limit

In the viscous limit, see, e.g. Ekrann and Aasen (2000), we neglect gravity and capillary
forces. Thus, Eq. (10) reduces to

u · ∇ fw = 0. (13)

This means that the fractional flow is constant along streamlines. The viscous limit solution
is therefore determined by the fractional flow on the inlet boundary and is thus not unique.
In general, if we know the fractional flow of water throughout the model, Fw(x), we can
calculate the saturation distribution by solving

fw(x, Sw) = Fw(x) (14)
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for Sw . Under the standard assumptions that krp ≥ 0 for p = o, w, and that krw and kro are
strictly monotonically increasing and decreasing functions with respect to Sw, respectively,
it can be shown that fw(x, Sw) is a strictly monotonically increasing function with respect
to Sw . Thus, Eq. (14) has a unique solution.

Calculating the streamlines for a two-phase three-dimensional problem is in general non-
trivial. A class of problems for which the streamlines are identical to their single-phase
counterparts has been identified (Ekrann and Aasen 2000). This class is characterized by
u · ∇λ = 0, which holds if the relative permeability curves as functions of normalized water
saturation are independent on x. For general problems, tracking streamlines is dependent on
the discrete model, so the only steady-state viscous limit we can obtain is the one with con-
stant fractional flow throughout the model. This is equivalent to assuming constant fractional
flow on the inlet boundary. In the following, when we refer to VL we mean the viscous limit
solution with constant fractional flow.

Based on the discussion above, it is necessary to have constant fractional flow on the inlet
boundary if we want the general steady-state approach to converge to VL for high flow rates.
For fixed BCs this is achieved by setting g(x) equal to the constant fractional flow that we
want to upscale for, i.e., g(x) ≡ Fw cf. Figure 1. For periodic BCs the fractional flow does
not necessarily converge toward a constant for high flow rates in an analytical sense. In our
discretization of the fluid flow, we assume a full mixing of fluids in the grid cells. We therefore
avoid mixing only when streamlines are parallel to cell boundaries. Thus, for most models,
as demonstrated by numerical experiments in Sect. 5.2, we obtain constant fractional flow
for high pressure drops. A layered model, as we consider in Sect. 5.1, is an example where
streamlines are parallel to cell boundaries, and where the fractional flow is not necessarily
constant for high pressure drops.

In contrast to the CL approach, there is no natural way of upscaling capillary pressure in
the VL approach. Hence, we neglect capillary forces by letting pc ≡ 0 when considering
viscous limit upscaled simulation models in Sect. 5.

4 Scale-dependent Capillary Number

Upscaling of two-phase flow is dependent on the balance between viscous and capillary
forces. Evaluation of the force balance helps to determine which upscaling method is most
appropriate. In a multiscale upscaling process, disregarding viscous forces is typically a fair
approximation for models on the smallest scale (e.g., lamina scale, mm to cm), while in a
full field reservoir model the impact from capillary forces is often negligible. The balance
between viscous and capillary forces is thus scale dependent.

At the microscopic (interstitial) scale, the viscous–capillary force balance is traditionally
described by a microscopic capillary number. There exists different forms of the capillary
number, see, e.g., (Lake 1989, Tables 2, 3). Most are similar to

Ca = μu

krσ cos(θ)
� μu

σ
, (15)

where u is Darcy velocity, σ is the interfacial tension, and θ is the contact angle, often set to
0o. The relative permeability, kr , is often set to 1 (Dullien 1992). Observe that the capillary
number, Ca, increases with increasing fluid velocity. This reflects that on the microscopic scale
the capillary forces dominate for small flow rates, while viscous forces dominate for high flow
rates. This transition is reflected in capillary desaturation curves, describing the relationship
between residual oil saturation and the capillary number. Such capillary desaturation curves
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show that below a critical capillary number the residual oil saturation remains constant, while
the residual oil saturation decreases with increasing capillary numbers above the critical
number (Morrow et al. 1988; Dullien 1992).

In this paper we deal with fluids and flow rates for which the capillary number is below
the critical value. Thus, at the pore scale the residual oil saturation is assumed constant,
and the fluid distribution will be dominated by capillary forces. Instead we are interested
in the balance of viscous and capillary forces on a macroscopic (Darcy) scale. For models
representing reservoir heterogeneities, individual rock types are populated with particular
capillary pressure curves. Such different capillary pressure curves introduce capillary forces
not represented by the traditional capillary numbers.

We seek good static approximations of the magnitudes of the viscous and capillary forces
that take different capillary pressure curves into account. A characteristic magnitude of the
viscous forces is given by |Δp|/L , where L is the length of the model in the direction
of the pressure drop, Δp. Note that this is a static parameter for typical upscaling proce-
dures. As the gradient of the capillary pressure is dependent on the saturation distribution, a
dynamic variable, any static characteristic for the capillary forces will be an approximation.
We approximate the capillary forces with an estimate of the norm of the capillary pressure
gradient,

C =
∑

i j

(
(Viφi + Vjφ j )Δpc,i j

/
li j

)

∑
i j (Viφi + Vjφ j )

≈ ‖∇ pc‖ , (16)

where the sum is over neighboring cells i j with length li j between the cell centers, Vi is the
volume of cell i , φi is the porosity of cell i , and Δpc,i j is a measure of the absolute difference
in capillary pressure between the neighboring cells. Hence, C is the pore volume weighted
average of the estimated capillary pressure gradient, Δpc,i j

/
li j , over cell interfaces. In this

work we define Δpc,i j as an integral average, such that

Δpc,i j = 1

1 − S̃orw − S̃wir − 2δ

∫ 1−S̃orw−δ

S̃wir+δ

∣∣∣pc,i (SV L
w ) − pc, j (S

V L
w )

∣∣∣ dS̃V L
w ,

where SV L
w is to be interpreted as the water saturation distribution at VL with upscaled water

saturation equal to S̃V L
w . Furthermore, pc,i (SV L

w ) is the capillary pressure in cell i for this
saturation distribution. The endpoint saturations, S̃wir and S̃orw, refer to the upscaled irre-
ducible water saturation and the upscaled residual oil saturation, respectively. The capillary
pressure curves are typically very steep close to the endpoints. To obtain representative cap-
illary pressure values, we neglect these regions when taking the integral average. We choose
δ to be

δ = ε(S̃wor − S̃wir ),

and set ε = 0.1. We report on the stability of this choice in Sect. 5.2.
A macroscopic scale-dependent capillary number, N , is now defined as the fraction

between viscous and capillary forces,

N = |Δp|/L
C ≈ ‖∇ p‖

‖∇ pc‖ . (17)

By using Eq. (16) as an approximation for the gradient of the capillary pressure, we neglect
contributions from saturation gradients, e.g. inside a single rock type. For the fluvial reservoir
type considered in this work, it is a fair assumption that differences in capillary pressure due
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to heterogeneity dominate the contributions from saturation gradients, especially close to a
steady-state scenario.

The variation in capillary pressures in a small-scaled model is typically at the same order
as the variation in a coarser model. Hence, C is typically smaller in a coarser model through
the dependency on li j . The viscous pressure gradient, Δp/L , is on the other hand not affected
by the grid size. Therefore, N typically decreases with model size, reflecting that capillary
forces dominate on fine-scale models, while viscous forces dominate in coarser models.

5 Numerical Examples

In this section we apply the steady-state upscaling methods described in Sect. 3 on a range of
models, both synthetic and realistic. The purpose is to study the rate dependency in steady-
state upscaling and also the impact of different boundary conditions (BCs). In the last part
of this section we consider a larger representative model and test the different upscaling
regimes on reservoir simulation. The aim is to see how well steady-state upscaling is able to
reproduce dynamic flow on reservoir scale.

For general steady-state upscaling, the pressure and saturation equations (Eq. (7, 8)) are
solved sequentially. For the elliptic pressure equation, a mimetic finite difference method
(Brezzi et al. 2005) is used, while an implicit Euler method with upstream weighting of the
fractional flow is used for the saturation equation. The BCs for the flow-based local single-
phase upscaling correspond to the ones used to solve the two-phase equations, i.e., as seen
in Fig. 1, but without the fractional flow conditions. As the initial guess we use the capillary
limit distribution unless a steady-state solution to a similar problem exists. All models are
represented in corner-point grids. Fluid data are listed in Table 1.

5.1 Synthetic Models

In this section we consider simple synthetic models built up of two homogeneous isotropic
rocks: one high permeability rock with k = 1 D (rock 1), and one low permeability rock
with k = 1 mD (rock 2). The porosity is 0.1 for both rocks, and we use the same relative
permeability curves and Leverett J-function curve,

krw(Sw) = S2
w, kro(Sw) = (1 − Sw)2, J (Sw) = 1

Sw

− 1

1 − Sw

. (18)

The capillary pressure and the Leverett J-function are related as pc(Sw) = √
φ/kσ J (Sw),

assuming a contact angle of 0◦. Hence, the capillary pressure curves are different in the two
rocks. As the relative permeability curves are equal for oil and water, only mirrored around
Sw = 0.5, we only present upscaled water curves for better readability. The results and
conclusions are the same for oil curves.

Table 1 Fluid data used for all
models in this work

Parameter Symbol Value

Interfacial tension σ 11 dynes/cm = 0.011 N/m

Viscosity, oil μo 1.78 cP = 0.00178 Pa s

Viscosity, water μw 0.33 cP = 0.00033 Pa s
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Fig. 2 Analytic solutions for parallel models, where (a) flow is aligned with the layers, and (b) flow is normal
to the layers. The volume fraction between rock 1 (k = 1 D) and rock 2 (k = 1 mD) is denoted α. We only
show water curves, as oil curves are equal, only mirrored around Sw = 0.5

First, we consider models where the two rock types alternate in parallel layers. If the
flow is aligned with the layers or if the flow is normal to the layers, we can use arithmetic or
harmonic volume weighted averaging, respectively. Let α denote the volume fraction between
rock 1 and rock 2. Since the relative permeability curves are identical, the VL solution is
independent on α and is equal to the input relative permeability curve. However, due to the
difference in capillary pressure, the CL solution depends on α.

In Fig. 2 the analytic results for different volume fractions are displayed. For α close to
0 or 100 %, the CL curves are close to the VL curves in both cases. When flow is aligned
with the layers (Fig. 2a), the difference between CL and VL upscaling becomes significant
at very small portions of the high permeability rock. For flow normal to the layers (Fig. 2b),
the difference becomes significant for very small portions of the low permeability rock. This
illustrates that even very thin high permeability channels or low permeability barriers can
have large effects on the upscaling results. These results have also been used to verify our
numerical upscaling routines.

Next, we apply steady-state upscaling on the three synthetic models depicted in Fig. 3. The
rock and fluid data are all the same as in the analytic examples. All models are 100 m long
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(c) Flow through a barrier

Fig. 3 Synthetic test models. All models are 100 × 5 m. Rock 1 (blue) has k = 1 D and rock 2 (red) has
k = 1 mD. Results for different pressure drops and the VL and CL solutions are shown to the right. The
upscaled oil curves are equal, just mirrored around Sw = 0.5. The pressure drop direction is from left to right
and fixed BCs are used

and 5 m thick. We consider flow in the x-direction, that is left to right. The results with fixed
BCs for different pressure drops and in CL and VL are shown in Fig. 3. Both the microscopic
capillary number, Ca, and the proposed macroscopic capillary number, N , are presented in
Table 2.

For all models, we observe that general steady-state upscaling converges toward CL as
Δp decreases, and toward VL as Δp increases. This is as expected, since for small pres-
sure drops capillary forces manage to redistribute the fluids toward the CL, while for large
enough pressure drops, the viscous forces dominate. For the two first models (Fig. 3a, b), the
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Table 2 The microscopic capillary number, Ca (Eq. (15)), interpreted as Ca = μu
σ = k̃Δp

σ L , and the scale-
dependent capillary number, N (Eq. (17)), as functions of the global pressure drop (in Pa), Δp, for the three
models in Fig. 3

Model Ca N

Figure 3a 4.5 · 10−13Δp 5.1 · 10−8Δp

Figure 3b 1.8 · 10−15Δp 1.0 · 10−6Δp

Figure 3c 4.3 · 10−15Δp 2.8 · 10−7Δp

convergence from CL to VL is monotonic and the general steady-state upscaling curves are
bounded by the CL and VL curves. This property does not hold for the last model (Fig. 3c),
where the high permeability rock is aligned with the flow, but not percolating.

Consider the layered model (Fig. 3a). We observe that high pressure drops (Δp > 108 Pa)
are needed to get results different from the CL solution. First at Δp ≥ 1012 Pa are the results
equal to the VL solution. This is in accordance with N reported in Table 2, indicating strong
capillary forces. If we use periodic BCs and set the initial saturation distribution equal to the
CL distribution, we will have no vertical redistribution of the fluids, and hence all streamlines
will be parallel to the layers. Thus, there will be no mixing of fluids between the layers
independently of the magnitude of the pressure drop. The consequence is that the steady-
state saturation distribution is equal to the CL distribution for all pressure drops. Hence,
the upscaled relative permeability will be rate independent. This is verified by numerical
computations. The resulting upscaled relative permeability curves coincide with the CL
solution with fixed BCs as seen in Fig. 3a. However, the fractional flow will be constant
within each layer, and hence this solution also represents a viscous limit [recall Eq. (13)],
this one in capillary equilibrium. It is important to notice that this viscous limit is not the
same as VL (where constant fractional flow is assumed). The latter VL solution is equal to
the input relative permeability curve, which again is equal to the VL solution for fixed BCs,
see Fig. 3a. Thus, we have identified two viscous limit solutions that are quite different from
each other. We get the same results also with other initial distributions.

Next, consider the model with a barrier (Fig. 3c). Figure 4 shows the steady-state water
saturation for different pressure drops at S̃w = 0.70: capillary dominant (Δp = 105 Pa);
mixed forces (Δp = 108 Pa) and viscous dominant (Δp = 1011 Pa). In VL, the saturation
is equal in the two rocks since the relative permeability curves are equal. For Sw > 0.5,
capillary forces distribute water into the high permeability rock. This makes the barrier less
permeable for water, and thus the upscaled relative permeability is lower in CL than in VL.
For intermediate pressure drops, say Δp = 108 Pa, capillary forces distribute water into the
high permeability rock so that water flows easier there. At the same time, the pressure drop
is high enough so that water flows into the low permeability rock, making the barrier more
permeable for water. This is evident from Fig. 4. Overall, this results in higher upscaled water
relative permeability than in VL, and explains why the convergence from CL to VL is not
monotone as seen in Fig. 3c.

Upscaling of the two first models (Fig. 3a, b) correspond to arithmetic and harmonic
averaging, respectively. By comparing the CL and VL results with the analytic results in Fig. 2
(α = 50 %), we see that these are equal. That the general steady-state solution converges to
CL and VL serves as a verification that our upscaling routines are correct.

For the purpose of judging the balance between viscous and capillary forces in the model,
the capillary number should be close to 1 at the transition between CL and VL. The micro-
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(a) (b) (c)

Fig. 4 Saturation distribution at steady state (S̃w = 0.70) for different pressure drops, Δp, for the barrier
model in Fig. 3c. In CL the saturation is 0.95 and 0.58 in rock 1 and rock 2, respectively, and in VL the
saturation is 0.70 in both rocks

scopic capillary number, Ca, is a few orders of magnitude smaller than 1 in the middle of
the transition for the layered model (Fig. 3a), while it is off by many orders of magnitude
for the two other models. Our proposed scale-dependent capillary number, N , is about two
orders of magnitude larger than 1 in the middle of the transition for the layered models (Fig.
3a, b). For the barrier model (Fig. 3c), N ∼ 1 in the middle of the transition zone. Thus, the
proposed capillary number, N , better estimates the balance of the two active forces for these
models. However, we are not able to tell from N where the transition from CL to VL starts
and ends.

5.2 Models Representative of Sedimentary Heterogeneity

In this section we use reservoir models similar to those considered in Nordahl et al. (2014).
These models represent a key heterogeneity scale for fluvial reservoirs, since the capillary or
viscous dominance is unknown. Moreover, this scale includes the most important sedimentary
heterogeneity for these reservoirs Nordahl et al. (2014). Generally, such reservoirs have
complex geometry and anisotropic permeability spanning several orders of magnitude.

First, we consider several small sections of dimension 100 × 100 × 5 m. This is a typical
size of a simulation cell, and the aim is to study steady-state upscaling on these. A wide range
of sections from different sectors of the field has been examined. We therefore believe that
the results and conclusions drawn are representative for this class of reservoirs. However,
due to lack of space, we only present detailed results from one such section.

In the second part we consider a larger model, to represent flow within a reservoir zone.
This model is large enough to represent flow between an injector and producer well pair,
but still small enough to run fine-scale simulations. The aim is to study how well a coarser
upscaled model captures the flow pattern and production data, with a special focus on different
steady-state approaches.

5.2.1 REV Analysis

Local upscaling methods like the ones we study in this work are best understood by the
concept of asymptotic homogenization. Multiphase flow is governed by partial differential
equations, which we then seek to homogenize over a scale of heterogeneity for the material.
The heterogeneity of the material gives rise to rapidly oscillating coefficients for the equations.
Central to homogenization is the concept of a representative elementary volume (or element),
denoted REV. In our case, an REV is the smallest volume over which a measurement can
be made that is representative of the reservoir element of interest. A key reference for the
REV concept in our setting is found in Bear (1972), while Nordahl et al. (2014) contains a
more recent presentation. Still, we recapture here that for the REV concept to be applicable,
we depend on separation of scales. That is, being able to identify volumes of investigation
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Fig. 5 Standard deviation (SD) for upscaled porosity (a) and upscaled relative permeability (b) plotted against
horizontal model size for a representative sector model

where measured reservoir properties vary slowly locally. In other words, identify scales where
homogenization makes sense.

For the models considered in this work, we have performed an REV analysis to identify
REVs for different properties. This was done by cropping the original sector model into
disjoint submodels of a given size. Then each submodel was upscaled and the mean and the
standard deviation (SD) of the upscaled values were calculated. This was done for different
sizes of the submodels, but the ratio between the horizontal and the vertical size was kept
constant at 40. Porosity, permeability and relative permeability in the two limits were con-
sidered. Porosity was upscaled with volume weighted averaging and absolute permeability
with a pressure solver as explained in Sect. 3. For relative permeability we used the L2-norm
to measure the difference between two relative permeability curves, and the mean curve was
interpreted as a pointwise mean. The results for porosity and relative permeability for one
sector model are shown in Fig. 5.

The target cell size for simulation scale is in our case approximately 100 × 100 × 5 m.
Consequently, we can only expect porosity to have a separation of scales here. Permeability
is not too far off, but for relative permeability we are not at a representative volume for our
simulation cell size. Moreover, relative permeability is probably not at an approximate REV
even within the total size of our models (i.e., a potential REV is probably at the kilometer
scale here). Hence, we chose to upscale each coarse scale cell separately for our simulation
models, rather than attempting rock typing with a selected set of relative permeability curves.

5.2.2 Steady-State Upscaling

Consider the section model displayed in Fig. 6, where the horizontal permeability distribution
is shown together with the input relative permeability and capillary pressure curves for the 15
different anisotropic rock types. The model contains complex geometry and the permeability
spans more than 4 orders of magnitude. Each rock type has individual flow properties that
are not produced from some master curve, such as J-function scaling. We see that the model
is periodic in the x-direction. This is because the original model has been mirrored. Thus,
we only consider flow in the x-direction. In Table 3 different pressure drops are related to
the capillary numbers and typical flow rates.

The test procedure is the same as for the synthetic layered model. We perform steady-
state upscaling in VL and CL, and with the general steady-state method for different pressure
drops. Both fixed and periodic BCs are used. The results are given in Fig. 7.
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Fig. 6 Realistic section model from a fluvial reservoir on the NCS represented in a corner-point grid. The
original model is mirrored in the x-direction to create a periodic model. The dimension of the mirrored model
is 200 × 100 × 5 m. Each of the 15 rock types have uniquely generated flow properties. All curves are cut at
±2 bar to better see the curvature

Table 3 Pressure drop, Δp, related to the microscopic capillary number, Ca (Eq. (15)), interpreted as Ca =
μu
σ = k̃Δp

σ L , the macroscopic capillary number, N (Eq. (17)) and interstitial (pore) velocities, vp = u p/φ for
the realistic model in Fig. 6. We use kr = 0.5 and otherwise upscaled quantities to calculate vp

Δp (Pa) Δp (bar) Ca N vo (ft/day) vw (ft/day)

102 10−3 5.5 · 10−12 5.2 · 10−5 2.1 · 10−5 1.1 · 10−4

104 10−1 5.5 · 10−10 5.2 · 10−3 2.1 · 10−3 1.1 · 10−2

105 100 5.5 · 10−9 5.2 · 10−2 2.1 · 10−2 1.1 · 10−1

106 101 5.5 · 10−8 5.2 · 10−1 2.1 · 10−1 1.1 · 100

108 103 5.5 · 10−6 5.2 · 101 2.1 · 101 1.1 · 102

Consider the results with fixed BCs (Fig. 7a). We see that for small flow rates general
steady-state upscaling coincides with CL and that the upscaled curves converge monotoni-
cally to VL as the pressure drop increases. The results with periodic BCs, see Fig. 7b, have
the same behavior, and the results are very much equal. Observe that the CL and VL solutions
are equal whether we use fixed or periodic BCs. The upscaled fractional flow (Fig. 7c) does
also converge monotonically from CL to VL.

In Fig. 8 we see the fractional flow of water at steady state for three different pressure
drops when periodic BCs are used. For a small pressure drop (Δp = 1 Pa), the system is
capillary dominated, and we see that the fractional flow is nonconstant. As we increase the
pressure drop, and thus the system becomes more viscous dominated, the fractional flow
becomes nearly constant at Δp = 108 Pa. Hence, we have demonstrated that we converge
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(a) (b)

(c)

Fig. 8 Fractional flow of water at steady state for different pressure drops, Δp, for the realistic model (Fig. 6).
Periodic BCs are used and the average saturation is 0.5
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Fig. 9 Upscaled relative permeability of water, k̃rwx , is plotted against the pressure drop, Δp, for both fixed
and periodic BCs, and at two different saturations, Sw = 0.61 (a) and Sw = 0.72 (b)

to VL as the pressure drop increases, even though we have not specified constant fractional
flow on the inlet.

The difference between the results when using fixed and periodic BCs is illustrated in
Fig. 9, where the upscaled relative permeability is plotted against the pressure drop at two
different water saturations. We see that the differences are relatively small and that the
transition from CL to VL occurs over approximately five orders of magnitude of the pressure
drop. The results start to move away from CL at Δp ≈ 100 Pa, which corresponds to very
low water flow rates around 10−4 ft/day, and meet VL at Δp ≈ 107 Pa, or at water flow rates
around 11 ft/day, which is about one order of magnitude larger than a typical reservoir flow
rate. Furthermore, we see from Table 3 that N ∼ 1 inside the rate-dependent interval. This
is also the case for most of the other sections we have considered. However, the values of
N at the start- and end-points of the rate-dependent region are not the same for all models.
Similar conclusions apply to the oil curves. It is evident from Table 3 that Ca fails to model
the transition from CL to VL with many orders of magnitude.

Recall that the macroscopic capillary number, N (Eq. (17)), is defined by taking an inte-
gral average over a range of upscaled water saturations. In Fig. 10 we have plotted N against
different choices of ε, which is the fraction of the saturation range that is excluded at each
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Fig. 10 Plot of the macroscopic capillary number, N , on a logarithmic scale, against ε as defined in Sect. 4
for the realistic model in Fig. 6 with a pressure drop of 105 Pa

end of the integration interval. We conclude that N is relatively stable with respect to ε as
long as ε > 0.05.

5.2.3 Reservoir Simulation

We now examine the different upscaling approaches on dynamic flow scenarios on a larger
field model. A fluvial reservoir model from the NCS is represented on a regular Cartesian grid
with 400,000 cells, see Fig. 11. The model is originally represented on a corner-point grid,
but we have regularized it to make the simulations more efficient. The reservoir dimension
is 2000 × 1000 × 20 m, and the discretization levels are 100, 50 and 80 in the x-, y- and
z-directions, respectively. The model has seven different rock types, each with its unique
relative permeability curve and capillary pressure curve, while porosity and permeability
may vary within a rock type. The fluid data are listed in Table 1. Two vertical wells, one
rate-controlled injector and one bottom hole pressure-controlled producer, are placed 700 m
apart. They are placed away from the boundary, where no-flow conditions are imposed, to
minimize boundary effects. The wells percolate the whole model in the z-direction and are
completed in all layers. We initialize the reservoir with Sw = Swir , that is the irreducible
water saturation, and p = 200 bar. The bottom hole pressure of the producer is kept constant
at 200 bar. The injection rate is also kept constant within each simulation, but a series of
scenarios with different rates are run. The start date for our simulations is October 1, 2010.
As in the upscaling procedures, we disregard gravity, so that we only consider capillary and
viscous forces. We use OPM for upscaling and the commercial software ECLIPSE 1003 for
field simulations. For the ECLIPSE runs we use the fully implicit black oil formulation with
the Peaceman well model (Peaceman 1983).

The test setup is as follows. First, a fine grid simulation is performed on the original
model. This is used as a reference solution. Then, we create a coarse grid and populate it with
upscaled quantities. For permeability we use flow-based anisotropic local upscaling, while for
relative permeability we use the steady-state upscaling techniques with periodic BCs, though
restricted to the CL and VL approaches. In this way, each coarse grid cell has its unique
(upscaled) relative permeability curve. We only consider isotropic relative permeability in
the coarse model, that is, we use the upscaled relative permeability originating from flow
in the x-direction. For other parameters, like porosity and irreducible water saturation, we

3 Reservoir simulation software from SchlumbergerTM.
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Fig. 11 Representative fluvial reservoir model taken from a field on the NCS. The figure displays the rock type
(SATNUM) distribution and the position of the wells. The dimension of the model is 2000×1000×20 m, and
it is represented in a regular Cartesian grid with a total of 400,000 cells, each of dimension 20 × 20 × 0.25 m.
The horizontal permeability variation for the plane intersecting the wells is displayed in Fig. 12

Fine model (FM)(a) (b) Coarse model (CM)

Fig. 12 Horizontal permeability (logarithm) of (a) the fine model (FM), and (b) the upscaled coarse model
(CMR) for the intersection parallel to the wells

use volume weighted averaging. The discretization levels in the coarse grid are 20, 10 and
4 in the x-, y- and z-directions, respectively. Thus, there is a total of 800 cells, each of size
100×100×5 m, which is the typical size of a simulation cell. Before upscaling, each coarse
cell is mirrored in the x-direction. The wells in the coarse grid are placed at the same location
as in the fine grid. Hereafter, we denote the coarse model by CM and the fine model by FM.
Figure 12 shows profile views of the horizontal permeability for these two models. With this
setup one would expect numerical dispersion due to the coarser discretization. To overcome
this, we have also created a fine grid model with parameters taken from the coarse model. We
denote this model the coarse model refined (CMR). For all simulations on FM we use relative
permeability curves and capillary pressure curves taken from the original field model. For
CM and CMR we use relative permeability upscaled in either CL or VL, and denote these
realizations by CM CL, CM VL, CMR CL and CMR VL, respectively. In the VL cases, we
disregard capillary forces by setting pc = 0, while we use the upscaled capillary pressure
curves produced by CL upscaling for the CL cases.

We focus our attention on two different injection rates, 20 and 200 m3/day (standard cubic
meter per day). The corresponding differences in well pressures at water breakthrough for
the different models are listed in Table 4. An injection rate of 200 m3/day corresponds to an
average water front velocity of ∼1.2 ft/day, which is quite typical. Furthermore, the average
pressure drop over each coarse cell is about 1.4 · 106 Pa. Figure 13 shows a scatter plot of
the macroscopic capillary number, N , for all coarse cells with Δp = 1.4 · 106 Pa. For the
majority of the coarse cells, N is in the range [1, 4]. We can neither neglect capillary nor
viscous forces based on these results, but they indicate stronger viscous forces than capillary
forces. For an injection rate of 20 m3/day, N is about ten times lower, so we expect relatively
stronger capillary forces.
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Table 4 Difference in well pressure (in bar) at water breakthrough for different models and at two different
injection rates

FM CMR CL CMR VL CM CL CM VL

20 m3/day 9.5 10.0 11.0 11.5 13.0

200 m3/day 101.0 99.0 111.0 114.0 128.0
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Fig. 13 Scatter plot of the macroscopic capillary numbers N for all 800 coarse cells in the simulation model.
A pressure drop of 14 bar = 1.4 × 106 Pa is used over each cell

Figure 14 displays two coarse cells and their corresponding upscaled fractional flow
curves. The results in Fig. 14a illustrate typical upscaled curves for the cells in the flooded
region between the wells. This indicates rate sensitivity in individual coarse cells. Note that
there are also cells where the rate sensitivity is less, typically in nearly homogeneous cells.
Figure 14b is an example of a representative submodel where the convergence from CL to
VL is not monotone. This model contains high permeability rock that only barely percolates.
Compared to the results for the synthetic model with a barrier (Fig. 3c), this might explain
the nonmonotonic convergence.

Before moving to the actual simulations, we make a comment on the rate dependency of
the solution. Since we have an incompressible system, and if we disregard capillary forces,
the water cut as function of injected water is independent on the injection rate. Specially, this
means that if we use the VL approach, then all results will coincide. This motivates why we
choose to plot the water cut against water injected. After all, in an incompressible system,
water injected is simply time scaled by the rate.

In Fig. 15 the water cut at the producer is plotted for different models. We have also included
the FM case with pc = 0, representing the viscous limit scenario. When the injection rate is
200 m3/day (Fig. 15a), the FM result is close to the viscous limit (FM, pc = 0). Simulations
(not shown here) indicate that capillary forces are negligible for flow rates above 50 m3/day
for FM. For an injection rate of 200 m3/day the net effect of relative permeability upscaling is
small, especially for the CMR cases. The difference between CL and VL upscaling is bigger
when the injection rate is 20 m3/day. This is due to increased capillary forces in the model.
The difference between CM and CMR is small for the VL cases. For CL upscaling the differ-
ence is bigger, and CMR gives a better match with the reference solution. This might imply
that for our model the upgridding effect is more prominent in CL upscaling. For all cases,
we get earlier water breakthrough for CM compared to CMR due to numerical dispersion.
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Fig. 14 Two coarse cells from the simulation model (Fig. 12) and their upscaled fractional flow function,
f̃w , in CL and VL, and for rate-dependent flow (SS). The coloring in the left figures displays the horizontal
permeability on a logarithmic scale. The cells belong to the flooded interwell region and the global flow
direction is from left to right
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Fig. 15 Water cut at producer as function water injected when the injection rate is 200 m3/day (a), and
20 m3/day (b). Results for FM, CM and CMR are shown. On the two latter we use upscaled data both in CL
and in VL. A FM case with pc = 0 is also included

If we employ the theory of Welge (1952) for one-dimensional immiscible viscous dis-
placement on the upscaled fractional flow curves in Fig. 14, we would expect earlier water
breakthrough for the VL case compared to the CL case. In the viscous dominated case (Fig.
15a) the water breakthrough is similar for all cases. This might imply that the net effect of
the rate sensitivity in individual coarse grid cells is small or that the theory of Welge is not
appropriate for this scenario.
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(a) FM, July 17, 2015 (b) FM, Nov. 11, 2027

(c) CM CL, July 17, 2015 (d) CM CL, Nov. 11, 2027

(e) CM VL, July 17, 2015 (f) CM VL, Nov. 11, 2027

Fig. 16 Difference in water saturation, Sw(x, t) − Sw(x, 0), for three simulation cases at two different times
and with injection rates equal to 200 m3/day. The start date for the simulations is October 1, 2010. The results
are displayed in the plane parallel to the wells
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Fig. 17 Water cut at producer as function of water injected when the injection rate is 200 m3/day. Here we
compare FM, CMR CL and CMR VL with the results from a fine model simulation where only permeability,
porosity and critical saturations are upscaled (denoted FM with K̃)

Figure 16 shows, at two different times, the difference in water saturation, Sw(x, t) −
Sw(x, 0), for the three models FM, CM CL and CM VL. The coarse models are not able to
capture all fine-scale variations, but the water front and the main characteristics are fairly
close. There are only minor differences between the CL and VL cases visible from this figure.

To study the relative importance of permeability upscaling compared to relative perme-
ability upscaling, the fine model was run with upscaled porosity, permeability and irreducible
saturation, see Fig. 17 (denoted FM with K̃). For this case we only compare with CMR to
remove upgridding effects. We see that FM with K̃ is almost identical to CMR VL, but dif-
fers from CMR CL. This is in accordance with the small capillary forces in the model and
indicates that VL upscaling works fairly well. Furthermore, for this model it seems like CL
upscaling works as a fortunate correction to the error introduced by permeability upscaling.
This example also demonstrates that permeability upscaling is a significant source of error
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Fig. 18 Water cut at producer as function of water injected when the injection rate is 200 m3/day. Results
for the fine model (FM), the coarse model refined (CMR) and the homogeneous relative permeability model
(HRM) are shown. On the two latter models we use upscaled data, both in CL and in VL

in the upscaled model. However, the CL case shows that relative permeability upscaling is
about equally important.

Finally, consider CMR, but now with homogeneous relative permeability calculated by
upscaling the whole model as one bulk, both in CL and in VL. All parameters other than
relative permeability and capillary pressure are equal to those used in CMR. We denote this
model by the homogeneous relative permeability model (HRM). In Fig. 18 the water cut for
these scenarios with an injection rate of 200 m3/day is shown together with the results from
CMR and FM. We observe that the results do not differ significantly. This example illustrates
that it might be possible to use homogeneous relative permeability.

6 Discussion and Conclusions

Steady-state upscaling has been studied on representative three-dimensional models. The
correctness of the implemented upscaling procedures was demonstrated by comparing with
analytic upscaling results in the capillary and viscous limits. We have further demonstrated
that the general steady-state solution converges toward the capillary limit solution as the flow
rate tends to zero, and conversely, that it converges toward the viscous limit solution, defined
by constancy in fractional flow, as the flow rate increases. This holds for all models we have
considered, except for flow along layers with periodic boundary conditions. The convergence
may fail to be monotonic for some models, in accordance with results in Virnovsky et al.
(2004). The transition from the capillary to the viscous limit solution is shown to occur over
several orders of magnitude of the flow rate (or equivalently pressure drop). This substantiate
the need for rate-dependent steady-state upscaling in a wide range of flow scenarios.

Numerical examples demonstrate that it is of great importance whether the model contains
high permeability rock with poor connectivity. If this is present, the convergence from the
capillary to viscous limit may fail to be monotonic.

A static dimensionless capillary number that models the force balance for transient flow
can only be approximate. Still, our proposed scale-dependent capillary number, N , gives
values close to 1 in the transition from capillary to viscous dominated flow for a wide range
of models. It is thus much more suitable for this purpose than the traditional (microscopic)
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capillary number, Ca. Furthermore, it takes length scale into account, and it is robust and
easy to calculate.

We have demonstrated that steady-state upscaling is dependent on the choice of boundary
conditions (BCs). However, for the realistic section models considered here, the differences
were modest. The flow rate is of much greater importance. In the capillary and viscous limits,
and with a periodic reservoir model, the results are the same for these two sets of BCs. It
should be noted that the differences probably would have been larger if we had considered
fully periodic BCs, so that also the boundaries normal to the pressure drop direction are
periodic. This is most prominent for models with layers not aligned with the global flow
direction. Fully periodic BCs would furthermore produce a full upscaled tensor. An advantage
of periodic BCs is that the upscaled saturation is the same at steady state as it was initially.
Thus, it is easy to get upscaled relative permeabilities for a uniform distribution of upscaled
saturations. One drawback with periodic BCs is that the flow rate can be significantly reduced
if the model is not periodic. This is why we have chosen to always mirror the models.

Through the REV analysis for the fluvial reservoir models considered herein, we were
able to identify an REV for porosity. This is in accordance with similar results in Nordahl
et al. (2014). However, we were not able to identify any REV for relative permeability. This
suggests that one should use unique upscaled relative permeabilities for each coarse cell.

Simulations on the reservoir scale illustrated that our model is viscous dominated for
reasonable injection rates. This was also supported by our macroscopic capillary number.
Taking into account the effect of permeability upscaling, viscous limit upscaling seems to be
appropriate in this viscous dominated scenario.
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1. Introduction

In this paper we consider the following coupled flow and transport problem that arise in porous media:

∂t (βp) − ∇ · (K∇ p) = q, (1.1)

∂t (φc) + ∇ · (cu − D∇c) = f. (1.2)

Eq. (1.1), often referred to as the Darcy flow equation, governs conservation of mass for a slightly compressible
single-phase fluid in a porous media. Here p represents pressure and u = −K∇ p the Darcy velocity. The second
equation (1.2) is known as the transport equation, and describes advective and diffusive transport of a concentration c.
Such transport models are employed in modeling tracers in a porous media [1]. Choosing compatible numerical solvers
for the flow and transport equations may be of importance for accuracy, stability and conservation properties [2]. Here
we discuss using a continuous Galerkin (CG) finite element method for the flow equation and apply a postprocessing
method to compute fluxes on element boundaries to obtain local conservation. A discontinuous Galerkin (DG) finite
element method with upwinding is employed for the transport equation [3,4]. DG allows for discontinuities in the
solution and has the advantages of local mass conservation, less numerical diffusion, favorable h- and p-refinement,
handling of discontinuous coefficients, and efficient implementation.

CG is a well-developed numerical discretization for partial differential equations. It is numerically efficient for
problems requiring dynamic grid adaptivity. It is known that CG requires postprocessing to obtain locally conservative
fluxes on element boundaries [5–15]. This has been the topic also for studies of environmental modeling in bays and
estuaries where CG has been employed for shallow water equations [16]. Applying non-conservative flux to the
transport equation may result in non-physical concentration solutions [17,18,13].

Computing fluxes for CG models has been considered in many technical papers; we briefly describe some well
known results and note that the list is incomplete. Optimal postprocessing of fluxes on element boundaries for one-
dimensional problems was studied by Wheeler [19] and generalized by Dupont [20]. Douglas et al. [21] analyzed
methods for approximating fluxes on the domain boundary for multi-dimensional problems based on the approach of
J. Wheeler [22]. Postprocessing of locally conservative (or self-equilibrated) fluxes on element boundaries for multi-
dimensional problems was studied by Ladeveze and Leguillon [23] for error estimation purposes. Ainsworth and
Oden [5] proved the existence of such self-equilibrated fluxes for general CG methods including 1-irregular meshes
with hanging nodes. Superconvergence of recovered gradients of linear CG approximations for elliptic and parabolic
problems was treated by Wheeler and Whiteman [24,25].

For completeness we mention alternative schemes to CG for the pressure equation; mixed finite element methods
[26], dual-grid and control volume methods [27], finite volume methods [28], mimetic finite difference methods [29],
and DG [30]. All of these are conservative in the sense that they either are formulated in a mixed form so that
locally conservative fluxes are obtained directly without the need for any postprocessing, or have an embedded local
conservation statement in their derivation so that locally conservative fluxes can be calculated in a straightforward
manner from the pressure solution. Recent papers [12,14] have observed that CG with postprocessing on the dual grid
is more robust than standard control volume approaches. Here the postprocessing involves only local calculations. It
is well known that for Laplace’s equation, control volume and CG on the dual grid are equivalent. Lack or complexity
of dynamic grid adaptivity is a disadvantage for many of the methods mentioned above. DG is promising both with
respect to local conservation and dynamic grid adaptivity, but is computationally costly due to a high number of
degrees of freedom. A conservative scheme based on enrichment of CG was proposed by [17] for elliptic problems
and later extended to parabolic equations in [18].

The postprocessing method we propose in this paper is built upon the work of Sun and Wheeler [10] and Larson
and Niklasson [9] for the steady-state flow model (Eq. (1.1) with β = 0). Both of these papers present an algorithm
for computing conservative fluxes on element boundaries. Here a given general non-conservative flux approximation
is modified by adding piecewise constant corrections which are minimized in a given norm. The minimization
requirement ensures that the postprocessed flux has the same order of convergence as the original flux. The works
by [10] and [9] have strong similarities and are in fact identical under some specific choice of parameters, but have
been formulated differently. While a variational formulation is used in [9], the method is presented elementwise
in [10]. In this paper we present both and demonstrate the relationship between the two results. We mention that these
postprocessing methods have been applied in a series of recent works [31–34].
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The main novelties of our work compared to [10] and [9] are summarized below.

• The correction term is minimized in a weighted L2 norm instead of the standard L2 norm. This gives control
of which faces should be weighted most. Our choice of weights corresponds to the inverse of the effective face
permeability. This is shown to better preserve low permeable interfaces.

• Our method applies to a wide range of grids, including non-conforming and unstructured grids, in contrast to [10].
• The method is applied to the time dependent flow model (Eq. (1.1) with β ≠ 0).
• We solve the coupled problem (1.1)–(1.2) to demonstrate the importance of locally conservative flux and to

illustrate the effect of some parameters of our postprocessing method.

The presented method is general in the sense that it takes as input any flux approximation, not restricted to non-
conservative flux from classical CG, but may also originate from other numerical schemes, e.g. isogeometric finite
elements [35], or even measurements. We remark that our method only produces conservative fluxes on element
boundaries. To extend the flux to a velocity field on the element interiors one can set up a localized mixed finite
element problem on each element, see [10]. We also point out that minimizing in a weighted norm was considered
in [36] in an upscaling framework. However, our presentation includes error analysis, and we also study the impact
of weighting on the transport problem. An alternative approach to preserve low permeable interfaces is to add a
penalization step to correct the postprocessed flux [37].

This paper is outlined as follows. Section 2 provides some preliminaries, including the model equations, notational
comments, conservation conditions, and discretization schemes for CG and DG. Next, in Section 3, we go into details
of the postprocessing method, first for the time independent case and later extended to the general case. We formulate
our approach based on a discrete divergence operator and its left inverse. Furthermore, we prove an error estimate
and discuss some parameters of our method. In Section 4 we demonstrate our method with some numerical examples.
Finally, in Section 5, we conclude this work.

2. Preliminaries

2.1. Model equations

We consider a coupled flow and transport problem in a bounded domain Ω ⊂ Rd (d = 2, 3) and in the time interval
[0, T ], T > 0.

Flow Equation. For flow, we consider the linear parabolic problem

∂t (βp) − ∇ · (K∇ p) = q, (x, t) ∈ Ω × (0, T ]. (2.1)

The unknown variable is the pressure p, from which the velocity u is defined by u = −K∇ p. The conductivity
K = K(x) is the ratio between permeability and viscosity, and K is assumed to be symmetric positive definite and
bounded from below and above. Furthermore, β = β(x, t) is a positive coefficient and q = q(x, t) is a source term.
In the case β = 0, the flow equation is elliptic and stationary. Throughout this paper we let µ = 1 for simplicity and
will use the terms conductivity and permeability interchangeably.

The domain boundary ∂Ω is divided into a Dirichlet part, ΓD , and a Neumann part, ΓN , such that Γ D ∪Γ N = ∂Ω
and ΓD ∩ ΓN = ∅. The boundary and initial conditions are

p = pB, (x, t) ∈ ΓD × (0, T ], (2.2a)

u · n = −K∇ p · n = u B, (x, t) ∈ ΓN × (0, T ], (2.2b)

p = p0, (x, t) ∈ Ω × {0}, (2.2c)

where n is the outward unit normal vector on ∂Ω and pB = pB(x, t), u B = u B(x, t) and p0 = p0(x) are known
functions.

Transport Equation. The model equation for transport is the time dependent advection–diffusion equation,

∂t (φc) + ∇ · (uc − D∇c) = f, (x, t) ∈ Ω × (0, T ]. (2.3)

The unknown variable is the concentration c. Furthermore, φ = φ(x) is the porosity (fraction of void volume) and
D = D(x, c) is the diffusion/dispersion tensor. The right hand side f = f (x, t) is a source term, and when coupled
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with the flow equation (2.1), it is usually interpreted as f = qc∗, where c∗ denotes the upstream concentration, so
that

qc∗
=


qc, if q ≤ 0,

qcw, if q > 0,
(2.4)

where cw = cw(x, t) denotes the source (well) concentration.
The boundary is divided into a inflow boundary, Γin = {x ∈ ∂Ω : u · n < 0}, and a outflow/no-flow boundary,

Γout = {x ∈ ∂Ω : u · n ≥ 0}. Let cB = cB(x, t) denote the inflow concentration on Γin and c0 = c0(x) the initial
concentration. The boundary and initial conditions are given as

(uc − D∇c) · n = cBu · n, (x, t) ∈ Γin × (0, T ], (2.5a)

(−D∇c) · n = 0, (x, t) ∈ Γout × (0, T ], (2.5b)

c = c0, (x, t) ∈ Ω × {0}. (2.5c)

In this work, we will focus on advection dominated flow and disregard diffusion by setting D = 0.

2.2. Notation

Discretization of the Domain. Let Eh be a partition of Ω into triangles or quadrilaterals (d = 2), or tetrahedra, prisms
or hexahedra (d = 3). We denote by Ei ∈ Eh , for i = 1, 2, . . . , N , the N elements of the partition, and let hi be the
diameter of Ei . We assume Eh to be regular in the sense that all elements are convex and that there exists ρ > 0 such
that each element Ei contains a ball of radius ρhi in its interior. Furthermore, Eh should be quasi-uniform, i.e., there
is a τ > 0 such that h

hi
≤ τ for all Ei ∈ Eh , where h is the maximum diameter of all elements. Notice that we allow

for elements of mixed type and non-matching grids (hanging nodes).
We denote by Fh,I the set of all interior edges (d = 2) or faces (d = 3), i.e.,

Fh,I = {F ∈ Rd−1
: F = Ei ∩ E j , Ei ∈ Eh, E j ∈ Eh, Ei ≠ E j }. (2.6)

For simplicity we only use the term face in the following. Furthermore, we define Fh,B as the set of all element faces
that intersect with ∂Ω . We assume that each face in Fh,B is either completely on the Dirichlet or Neumann part of the
boundary, such that Fh,B can be decomposed into Fh,D and Fh,N , i.e., the sets of faces on the Dirichlet and Neumann
boundary, respectively. Analogously, let Fh,out and Fh,in be the sets of faces on Fout and Fin, respectively. Next, let
Fh = Fh,I ∪ Fh,B . For each face F ∈ Fh we choose a unit normal vector nF .1 The unit normal vector on F ∈ Fh,B
is chosen to coincide with the outward unit normal vector. Furthermore, nE denotes the unit normal vector pointing
out of E , such that nE |F = ±nF .

Piecewise Polynomial Spaces. Let Pr (Eh) be the space of piecewise polynomial functions of degree r ,

Pr (Eh) = {ϕ ∈ L2(Ω) : ϕ|E ∈ Qr (E), E ∈ Eh}, (2.7)

where Qr denotes the tensor product of polynomial spaces of degree less than or equal to r in each spatial
direction.2 We also need the continuous subspace of Pr (Eh),

PC
r (Eh) = Pr (Eh) ∩ C(Ω). (2.8)

Furthermore, we define the space of piecewise polynomial functions on element faces as

Pr (Fh) = {ϕ ∈ L2(Fh) : ϕ|F ∈ Qr (F), F ∈ Fh}. (2.9)

Moreover, let P0
r (Fh) denote the subspace of Pr (Fh) whose functions are zero on the Neumann boundary,

P0
r (Fh) = {ϕ ∈ Pr (Fh) : φ|F = 0, F ∈ Fh,N }. (2.10)

1 This can be done by choosing nF to coincide with the outward unit normal of the element with lowest element number.
2 To be rigorous, Qr is the space of functions such that when mapped to the reference element are polynomials of degree r .
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Inner Products and Norms. We denote by (·, ·)S the standard L2 inner product over a domain S ∈ Rd , or ⟨·, ·⟩S if
S ∈ Rd−1. The standard L2 norm over S is denoted ∥ ·∥S . If S = Ω , we write (·, ·) or ∥ ·∥ for simplicity. Furthermore,
define the broken inner products and norms

(v, w)Eh =


E∈Eh

(v, w)E , ∥v∥
2
Eh

= (v, v)Eh =


E∈Eh

∥v∥
2
E , (2.11)

⟨v, w⟩Fh =


F∈Fh

⟨v, w⟩F , ∥v∥
2
Fh

= ⟨v, v⟩Fh =


F∈Fh

∥v∥
2
F . (2.12)

The measure of a domain S is denoted |S|. In particular this means that |F | is the length (d = 2) or area (d = 3) of
a face F ∈ Fh , while |E | is the area (d = 2) or volume (d = 3) of an element E ∈ Eh .

Average and Jump Operators. Next, for s > 0, define

Hs(Eh) =


ϕ ∈ L2(Ω) : ϕ|E ∈ Hs(E), E ∈ Eh


. (2.13)

Now, let Ei , E j ∈ Eh and F = ∂ Ei ∩ ∂ E j ∈ Fh,I with nF exterior to Ei . Then, for v ∈ (Hs(Eh))d , s > 1
2 , we define

the average over F as

{{v}}θ = θF (v|Ei )

F + (1 − θF )(v|E j )


F , (2.14)

where θ is a given weight with θF = θ |F and 0 < θF < 1. For the standard average θ =
1
2 , we simply write {{v}}. In

this work we consider weights ϑ that depend on K,

ϑF =
δ

j
K n

δi
K n + δ

j
K n

, δi
K n = n⊤

F Ki nF , (2.15)

where δi
K n is the normal component of K across F and Ki is the permeability in Ei . This choice of weights was

considered by [38] for the isotropic case, and later extended to the anisotropic case in [39]. Now

ke = 2ϑFδi
K n = 2(1 − ϑF )δ

j
K n = 2

δi
K nδ

j
K n

δi
K n + δ

j
K n

(2.16)

is the harmonic average of the normal component of K along F . Observe that for isotropic permeability, K = kI,
where I is the identity matrix and k is the directional independent permeability, we have that

ϑF =
k j

ki + k j
, ke =

2ki k j

ki + k j
, (2.17)

and it follows that

{{K∇ p}}ϑ =
k j

ki + k j
ki


(∇ p)|Ei

 
F +

ki

ki + k j
k j


(∇ p)|E j

 
F = ke{{∇ p}}. (2.18)

Next, for v ∈ Hs(Eh), s > 1
2 , we define the jump over F as

[[v]] = (v|Ei )

F − (v|E j )


F = (v|Ei )


F nEi · nF + (v|E j )


F nE j · nF . (2.19)

For completeness, we extend the average and jump to F ∈ Fh,B , F ⊂ ∂ Ei , by

{{v}}θ = (v|Ei )

F , (2.20)

[[v]] = (v|Ei )

F . (2.21)

2.3. Conservation properties

Compatibility Condition. Consider first the case β = 0. If we multiply Eq. (2.1) by a test function ϕ, and then integrate
and sum the result over each element E ∈ Eh , we get that

(u, ∇ϕ)Eh + ⟨u · n, [[ϕ]]⟩Fh = (q, ϕ)Eh . (2.22)
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Let uh and Uh be approximations to u in Eh and u·n on Fh , respectively. Furthermore, let the space of test functions
be Pr (Eh). The r th order compatibility condition for the velocity approximation reads

(uh, ∇ϕ)Eh + ⟨Uh, [[ϕ]]⟩Fh = (q, ϕ)Eh , ∀ϕ ∈ Pr (Eh). (2.23)

Local Conservation. Uh ∈ L1(Fh) is locally conservative if it is 0th order compatible, i.e.,

⟨Uh, [[ϕ]]⟩Fh = (q, ϕ)Eh , ∀ϕ ∈ P0(Eh), (2.24)

or, equivalently, on element form,

∂ E
UhnF · nE =



E
q, ∀E ∈ Eh . (2.25)

Global Conservation. Uh ∈ L1(Fh) is globally conservative if it satisfies (2.24) with ϕ = 1,

⟨Uh, 1⟩Fh,B = (q, 1)Eh , or


∂Ω
Uh =



Ω
q. (2.26)

Global conservation follows from local conservation and flux continuity.

Time Dependent Flow. For β ≠ 0, denote by U n
h and pn

h the flux and pressure approximation at time tn , respectively,
and let qn

= q(·, tn) and βn
= β(·, tn). Now, local conservation is defined as

⟨U n
h , [[ϕ]]⟩Fh = (qn

− ∂̄t (β
n pn

h), ϕ)Eh , ∀ϕ ∈ P0(Eh), (2.27)

or, equivalently, on element form,

∂ E
U n

h nF · nE =



E


qn

− ∂̄t (β
n pn

h)

, ∀E ∈ Eh, (2.28)

where ∂̄t is the discrete approximation to ∂t used to solve the flow equation (2.1), e.g., for backward Euler with step
size ∆t , ∂̄t pn

h =
1
∆t (pn

h − pn−1
h ).

Global conservation is in a similar manner defined as

⟨U n
h , 1⟩Fh,B = (qn

− ∂̄t (β
n pn

h), 1)Eh , or


∂Ω
U n

h =



Ω


qn

− ∂̄t (β
n pn

h)

. (2.29)

2.4. Numerical schemes

We will briefly write down the numerical schemes used to solve the flow and transport problem. The flow equation
(2.1) is solved with the continuous Galerkin (CG) finite element method, with either strong or weak enforcement of
the Dirichlet conditions, while the transport equation (2.3) is solved with a discontinuous Galerkin (DG) finite element
method. For time integration we use backward Euler.

CG Scheme for the Flow Equation. Let PC
r (Eh; υ) denote the subspace of PC

r (Eh) such that the trace on ΓD is equal
to υ,

PC
r (Eh; υ) = {ϕ ∈ PC

r (Eh) : ϕ|ΓD = υ}. (2.30)

Denote by p̃B the projection of pB into the polynomial space. Given pn−1
h with p0

h = p0, the standard CG scheme for
Eq. (2.1) is to seek pn

h ∈ PC
r (Eh; p̃B) such that


β∂̄t pn

h , ϕ


Eh
+ a(pn

h , ϕ) = l(ϕ), ∀ϕ ∈ PC
r (Eh; 0), (2.31)

where the bilinear form a(p, ψ) and the linear functional l(ψ) are defined as follows:

a(p, ψ) = (K∇ p, ∇ψ)Eh , (2.32)

l(ψ) = (q, ψ)Eh − ⟨u B, ψ⟩Fh,N . (2.33)

The energy norm associated with the discrete form (2.31) is given as

∥p∥
2
a = a(p, p) = (K∇ p, ∇ p)Eh . (2.34)
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In the case where K is the identity matrix and p is sufficiently smooth, the following error estimates hold [40],

∥pn
h − p(tn)∥ ≤ C(hr+1

+ ∆t), ∥pn
h − p(tn)∥a ≤ C(hr

+ ∆t), (2.35)

where C is a constant independent on h and ∆t .
Alternatively, one may impose the Dirichlet conditions weakly by adding a penalty term. Instead of (2.31) we seek

pn
h ∈ PC

r (Eh) such that

∂̄t (β

n pn
h), ϕ


Eh

+ ã(pn
h , ϕ) = l̃(ϕ), ∀ϕ ∈ PC

r (Eh), (2.36)

where the bilinear form ã(p, ψ) and the linear functional l̃(ψ) are defined as follows:

ã(p, ψ) = (K∇ p, ∇ψ)Eh + JD,σ (p, ψ) − ⟨K∇ p · nF , ψ⟩Fh,D − sform⟨K∇ψ · nF , p⟩Fh,D , (2.37)

l̃(ψ) = (q, ψ)Eh + JD,σ (pB, ψ) − sform⟨K∇ψ · nF , pB⟩Fh,D − ⟨u B, ψ⟩Fh,N . (2.38)

The Dirichlet penalty term JD,σ (p, ψ) is defined as

JD,σ (p, ψ) =


r2σF

|F |
p, ψ



Fh,D

, (2.39)

where the penalty parameter σF is constant on each face. In our work, we set sform = 1, resulting in a symmetric
formulation.

Velocity Calculations from CG Solution. Since ph is only C0 continuous across element faces, the approximate
velocity uh = −K∇ ph is undefined on the faces. For this reason, we take the average value and define the velocity
approximation from CG as

uh = −K∇ ph, on E ∈ Eh, (2.40)

Uh =




−{{K∇ ph · n}}θ , on F ∈ Fh,I ,

−K∇ ph · n +
r2σF

|F |
(ph − pB), on F ∈ Fh,D,

u B, on F ∈ Fh,N .

(2.41)

The extra penalty term on the Dirichlet boundary is added to give a globally conservative approximation when
boundary conditions are imposed weakly. Notice that this term vanishes for strong boundary conditions as ph = pB
on ΓD . Global conservation for weak boundary conditions follows from (2.36) with ϕ = 1.

Flux Recovery on Dirichlet Boundary. The flux approximation (2.41) is not globally conservative when the boundary
conditions are imposed strongly. However, there is a technique to recover globally conservative fluxes on the Dirichlet
boundary [22,41–43,6–8]. This method is briefly recaptured here.

Let PC
r (Fh,D) = PC

r (Eh) \ PC
r (Eh; 0), i.e., the space of continuous functions that are piecewise polynomials of

order r with support only on elements with at least one of its faces in Fh,D . The modified continuous Galerkin method
now reads: Find pn

h ∈ PC
r (Eh; pB) and U n

h ∈ PC
r (Fh,D) such that

−⟨U n
h , ϕ⟩Fh,D = a(pn

h , ϕ) − l(ϕ) +

∂̄t (β

n pn
h), ϕ


, ∀ϕ ∈ PC

r (Eh). (2.42)

We can now split this equation into two parts:

0 = a(pn
h , ψ) − l(ψ) +


∂̄t (β

n pn
h), ψ


, ∀ψ ∈ PC

r (Eh; 0), (2.43)

−⟨U n
h , ϕ⟩Fh,D = a(pn

h , ϕ) − l(ϕ) +

∂̄t (β

n pn
h), ϕ


, ∀ϕ ∈ PC

r (Fh,D). (2.44)

The first equation is the original problem (2.31), while the second determines U n
h , which we can use as an

approximation to the flux on the Dirichlet boundary. If we assume that pn
h is determined from (2.31) (or equivalently

(2.43)), the right hand side of (2.44) is given. Global conservation of the flux U n
h follows from (2.42) with ϕ = 1.

DG Scheme for the Transport Equation. Given cn−1
h with c0

h = c0, a DG scheme with upwinding [4] for Eq. (2.3)
with D = 0 is to seek cn

h ∈ Pr (Eh) satisfying

∂̄t (φcn

h), ϕ


Eh
+ b(cn

h , ϕ) = k(ϕ), ∀ϕ ∈ Pr (Eh), (2.45)
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where the bilinear form b(c, ψ) and the linear functional k(ψ) are defined as follows:

b(c, ψ) = −(cu, ∇ψ)Eh − (q−c, ψ)Eh + ⟨c∗u · nF , [[ψ]]⟩Fh,I + ⟨cu · nF , ψ⟩Fh,out + Jσ (c, ψ), (2.46)

k(ψ) = (cwq+, ψ)Eh − ⟨cBu · nF , ψ⟩Fh,in . (2.47)

The interior penalty term is defined as

Jσ (c, ψ) =


r2σF

|F |
[[c]], [[ψ]]



Fh,I

, (2.48)

while c∗ denotes the upwind concentration, defined as

c∗
|F =


(c|Ei )|F , if u · nF ≥ 0,

(c|E j )|F , if u · nF < 0,
(2.49)

where nF is exterior to Ei . Furthermore, q− and q+ are the negative and positive parts of the source term, respectively,
i.e.

q−
= min(q, 0), q+

= max(q, 0). (2.50)

The above scheme assumes that u is known. Whenever we only have an approximation, e.g. from (2.41), we
substitute u by uh and u · nF by Uh . In this work, we only consider the lowest order method (r = 0), for which u (or
an approximation to it) is not needed in the DG scheme since the first term in b(c, ψ) vanishes.

3. Postprocessing

In this section we will define an algorithm to postprocess a given flux approximation to obtain a locally conservative
flux. In the derivation, we will assume a time independent problem (β = 0), and then finally, in Section 3.6, we will
show how this approach can be extended to the general case. We will start by defining a discrete divergence operator
and its left inverse, and then later show how to use these to construct a locally conservative flux.

3.1. A discrete divergence operator and its left inverse

Elementwise Definitions. Let Dh : L1(Fh) → P0(Eh) denote the discrete divergence operator defined by


E
Dhv =



∂ E
vnF · nE , ∀v ∈ L1(Fh), ∀E ∈ Eh . (3.1)

Next, let DĎ
h : P0(Eh) → P0

0 (Fh) be a left inverse of Dh , i.e.,


E
v =



∂ E
(DĎ

hv)nF · nE , ∀v ∈ P0(Eh), ∀E ∈ Eh . (3.2)

Both Dh and DĎ
h are linear, and by definition,

Dh DĎ
hv = v, ∀v ∈ P0(Eh). (3.3)

Observe that DĎ
h takes functions into P0

0 (Fh), so that DĎ
hv = 0 on ΓN by definition.

Variational Definitions. We note that we have the following equivalent forms of (3.1) and (3.2),

(Dhv, w)Eh = ⟨v, [[w]]⟩Fh , ∀w ∈ P0(Eh), (3.4)

(v, w)Eh = ⟨DĎ
hv, [[w]]⟩Fh , ∀w ∈ P0(Eh). (3.5)

To see that our definitions are equivalent, we may first test with the characteristic function of element E to retrieve
the elementwise definition from the variational formulations. Conversely we may multiply each elementwise equation
with a constant and sum all the equations, and use the definition of the jump operator to conclude that the variational
equations hold.
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The left inverse DĎ
h is not uniquely defined since the dimension of P0

0 (Fh) is larger than the dimension of P0(Eh).3

We may determine DĎ
hv uniquely for each v ∈ P0(Eh) by minimizing a given norm of DĎ

hv. We next consider
minimization with respect to a weighted L2 norm.

Minimization. We define the weighted L2 inner product and norm as

⟨v, w⟩ω,Fh = ⟨ωv, w⟩Fh =


F∈Fh

⟨ωv, w⟩F , ∥v∥
2
ω,Fh

= ⟨v, v⟩ω,Fh , (3.6)

where ω|F = ωF > 0 for each F ∈ Fh is a given bounded weight. For ω = 1, we have the standard L2 norm.
Introducing the divergence-free subspace, P0

0,div(Fh), defined by

P0
0,div(Fh) = {v ∈ P0

0 (Fh) : Dhv = 0}, (3.7)

we have the orthogonal decomposition

P0
0 (Fh) = P0

0,div(Fh) ⊕ P0,⊥
0,div(Fh), (3.8)

with respect to the weighted inner product (3.6). For v0 ∈ P0
0,div(Fh) we get from (3.4) that

0 = (Dhv0, w)Eh = ⟨v0, [[w]]⟩Fh = ⟨v0, ω
−1

[[w]]⟩ω,Fh , ∀w ∈ P0(Eh). (3.9)

Observe that the sum over Fh,N vanishes as v0 = 0 on Fh,N by definition. Hence, alternatively, we may define (3.8)
by

P0,⊥
0,div(Fh) = {v ∈ P0

0 (Fh) : v = ω−1
[[w]] on F ∈ Fh \ Fh,N , w ∈ P0(Eh)}. (3.10)

It follows that for v ∈ P0(Eh),

DĎ
hv = z + ω−1

[[y]] ∈ P0
0,div(Fh) ⊕ P0,⊥

0,div(Fh), on Fh \ Fh,N , (3.11)

for some z ∈ P0
0,div(Fh) and y ∈ P0(Eh). Recall that DĎ

hv = 0 on Fh,N . Using orthogonality and (3.5) we obtain

(v, w)Eh = ⟨DĎ
hv, [[w]]⟩Fh = ⟨z + ω−1

[[y]], [[w]]⟩Fh\Fh,N

= ⟨z + ω−1
[[y]], ω−1

[[w]]⟩ω,Fh\Fh,N

= ⟨ω−1
[[y]], ω−1

[[w]]⟩ω,Fh\Fh,N , ∀w ∈ P0(Eh). (3.12)

Furthermore, since

∥DĎ
hv∥

2
ω,Fh

= ∥z + ω−1
[[y]]∥

2
ω,Fh\Fh,N

= ∥z∥2
ω,Fh\Fh,N

+ ∥ω−1
[[y]]∥

2
ω,Fh\Fh,N

(3.13)

we see that minimizing the norm ∥DĎ
hv∥

2
ω,Fh

enforces z = 0.
We conclude that, subject to minimization,

DĎ
hv =


0, on Fh,N ,

ω−1
[[y]], otherwise

(3.14)

where y ∈ P0(Eh) is the solution to the variational problem

d(y, w) = (v, w)Eh , ∀w ∈ P0(Eh). (3.15)

The bilinear form d(y, w) : P0(Eh) × P0(Eh) → R is defined as

d(y, w) = ⟨ω−1
[[y]], ω−1

[[w]]⟩ω,Fh\Fh,N = ⟨ω−1
[[y]], [[w]]⟩Fh\Fh,N . (3.16)

We prove later, in Lemma 2, that (3.15) admits a unique solution. The choice of weights is discussed in Section 3.5.

3 This is true for most grids, and if not, then (3.5) is sufficient.
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The Operator DĎ
h Dh . Let v ∈ L1(Fh). From the definitions (3.4) and (3.5) we have the following identity

⟨DĎ
h Dhv − v, [[w]]⟩Fh = 0, ∀w ∈ P0(Eh), (3.17)

since

⟨DĎ
h Dhv, [[w]]⟩Fh = (Dhv, w)Eh = ⟨v, [[w]]⟩Fh . (3.18)

Now using (3.14) we know that there is an y ∈ P0(Eh) such that DĎ
h Dhv = ω−1

[[y]] on Fh \ Fh,N (and DĎ
h Dhv = 0

on Fh,N ). From (3.17) it follows that

0 = ⟨ω−1
[[y]] − v, [[w]]⟩Fh\Fh,N + ⟨−v, [[w]]⟩Fh,N

= ⟨ω−1
[[y]] − v, ω−1

[[w]]⟩ω,Fh\Fh,N + ⟨−v, ω−1
[[w]]⟩ω,Fh,N , ∀w ∈ P0(Eh). (3.19)

Now, if v = 0 on Fh,N , the second term vanish. If we denote by L1
0(Fh) the subspace of L1(Fh) with functions that

are zero on Fh,N , i.e.,

L1
0(Fh) =


v ∈ L1(Fh) : v|F = 0, F ∈ Fh,N


, (3.20)

we conclude from (3.19) that the operator DĎ
h Dh : L1(Fh) → P0(Fh) is the orthogonal projection of L1

0(Fh) onto

the subspace P0,⊥
0,div(Fh) with respect to the weighted inner product ⟨·, ·⟩ω,Fh . In particular, it follows that

∥DĎ
h Dh∥ = 1. (3.21)

Remark. An alternative approach to obtain (3.14) and (3.15) is to use Lagrangian multipliers for minimizing
∥DĎ

hv∥
2
ω,Fh

subject to the constraints (3.5). If we let x = DĎ
hv, the Lagrangian reads

L(x, λ) =
1
2
∥x∥

2
ω,Fh

− ⟨x, [[λ]]⟩Fh + (v, λ)Eh , (3.22)

with corresponding derivative DL : P0
0 (Fh) × P0(Eh) → R given by

DL(x, λ)(δx, δλ) = ⟨ωx, δx⟩Fh − ⟨δx, [[λ]]⟩Fh + ⟨x, [[δλ]]⟩Fh + (v, δλ)Eh . (3.23)

By requiring DL(x, λ)(δx, δλ) = 0, ∀δx ∈ P0(Fh), ∀δλ ∈ P0(Eh), we end up with the same result as (3.14) and
(3.15).

3.2. Postprocessing algorithm

In the following, let Uh ∈ L1(Fh) be some approximation to the flux u · n on Fh . We define a residual operator,
R : L1(Fh) → P0(Eh), to measure to discrepancy from local conservation,

R(Uh) = P0q − DhUh, (3.24)

where P0 is the L2 projection onto P0(Eh), i.e., (P0q)|E = |E |
−1


E q. Clearly, Uh is locally conservative if and only

if R(Uh) = 0, and Uh is globally conservative if and only if

Ω R(Uh) = 0.

The next lemma shows how the left inverse DĎ
h can be used to project an arbitrary flux approximation to a locally

conservative flux.

Lemma 1. Given Uh ∈ L1(Fh), the modified flux

Vh = Uh + DĎ
h(R(Uh)) = Uh + DĎ

h(P0q − DhUh) (3.25)

is locally conservative.
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Fig. 1. Illustration of the postprocessing process. A non-conservative flux Uh is taken as input. First the operator R calculates the element residuals

(1). Then the operator DĎ
h projects the residuals onto the element faces such that the updated flux Vh = Uh − DĎ

h (R(Uh)) is locally conservative
(2). This is a global process, although illustrated on a single element E here for simplicity.

Proof. Using the fact that DĎ
h is a left inverse of Dh we obtain

R(Vh) = P0q − Dh Vh = P0q − Dh


Uh + DĎ

h(P0q − DhUh)


= P0q − DhUh − Dh DĎ
h P0q + Dh DĎ

h DhUh

= P0q − DhUh − P0q + DhUh

= 0. � (3.26)

Applying (3.14) and (3.15), we may summarize the postprocessing algorithm as in the box below. The postpro-
cessing steps and the different operators are illustrated in Fig. 1.

Postprocessing algorithm
Given Uh ∈ L1(Fh), the postprocessed flux is defined as

Vh = Uh + DĎ
h(R(Uh)) =


Uh, on Fh,N ,

Uh + ω−1�y�, on Fh \ Fh,N ,
(3.27)

where y ∈ P0(Eh) is the unique solution to

d(y, w) = (R(Uh), w)Eh , ∀w ∈ P0(Eh), (3.28)

with

d(y, w) = ⟨ω−1�y�, �w�⟩Fh\Fh,N . (3.29)

Lemma 2. The variational problem (3.28) has a unique solution.

Proof. We need to prove coercivity of the bilinear form d(·, ·). If w ∈ P0(Eh) and d(w, w) = ∥ω−1
[[w]]∥ω,Fh = 0

then w is a constant function. If ΓD is nonempty then [[w]]|F = wF for F ⊂ ΓD , so that w = 0. Otherwise, if ΓD is
empty, then w may be a nonzero constant C , but then the right hand side

(R(Uh), C)Eh = C


Ω
R(Uh) = C



Ω
q −



ΓN

u B


= 0, (3.30)

since we require

ΓN

u B =

Ω q for the pure Neumann problem to be well posed. This shows uniqueness up to a

constant. Since we only need the jump in y, our algorithm is well defined. �

Matrix Formulation. Let χi , for i = 1, 2, . . . , N , denote the characteristic functions, i.e., χi = 1 for x ∈ Ei and 0
otherwise. This is a basis for P0(Eh), so we can write y =

N
i=1 yiχi and express the variational formulation (3.28)

in matrix form

Ay = r, (3.31)
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where A ∈ RN×N is the matrix with entries

Ai j = d(χ j , χi ) = ⟨ω−1
[[χ j ]], [[χi ]]⟩Fh =




−ω−1
F |F |, i ≠ j, F = ∂ Ei ∩ ∂ E j ,

F∈∂ Ei \ΓN

ω−1
F |F |, i = j. (3.32)

Furthermore, y ∈ RN is the vector with entries yi , and r ∈ RN is the vector of residuals, i.e., with entries

ri = (R(Uh), χi ) =



Ei

q −



∂ Ei

UhnF · nEi . (3.33)

Observe that A is symmetric with non-zero pattern equal to the grid connectivity.

3.3. Error estimate

To measure the error on Fh we introduce the face norm

∥v∥
2
h,Fh

=


F∈Fh

h∥v∥
2
F . (3.34)

This norm has the advantage that ∥1∥Fh ,h is bounded as h → 0. Furthermore, we use the notation x � y whenever
there exists a positive constant C independent on h such that x ≤ Cy.

Lemma 3. If Uh is an approximation to the exact flux U = u · n such that

∥U − Uh∥h,Fh � hs, (3.35)

then the local conservation residual satisfies the estimate

∥R(Uh)∥Eh � hs−1, (3.36)

and the postprocessed locally conservative flux Vh, defined by (3.27), satisfies

∥U − Vh∥h,Fh � hs . (3.37)

Proof. We have

∥R(Uh)∥Eh = ∥P0q − DhUh∥Eh = ∥DhU − DhUh∥Eh = ∥Dh(U − Uh)∥Eh � h−1/2
∥U − Uh∥Fh . (3.38)

Here we have used that P0q = DhU and the bound ∥Dhv∥Eh � h−1/2
∥v∥Fh which follows by setting w = Dhv in

(3.4),

∥Dhv∥
2
Eh

= (v, [Dhv])Fh ≤ ∥v∥Fh ∥[Dhv]∥Fh � ∥v∥Fh h−1/2
∥Dhv∥Eh . (3.39)

In the last step we used the triangle inequality and the fact that ∥[w]∥∂ E � h−1/2
∥w∥E for w ∈ P0(E). The bound on

∥R(Uh)∥Eh (3.36) follows since

∥v∥Fh � h−1/2
∥v∥h,Fh . (3.40)

Furthermore, we have

∥U − Vh∥h,Fh = ∥U − (Uh + DĎ
h(P0q − DhUh))∥h,Fh

= ∥(U − Uh) − DĎ
h DhU + (DĎ

h DhUh)∥h,Fh

≤ ∥U − Uh∥h,Fh + ∥DĎ
h Dh(U − Uh)∥h,Fh

� ∥U − Uh∥h,Fh (3.41)

where we used that U − Uh is zero on the Neumann boundary so that DĎ
h Dh is a projection. �

The following main result follows directly from Lemmas 1 to 3.

Theorem 1. The postprocessed flux as defined by Eq. (3.27) is (i) locally conservative; (ii) uniquely defined;
and (iii) has the same convergence order as the original flux.
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3.4. Alternative approach

An alternative approach to the one depicted above is to work on the element level. After realizing that DĎ
hv ∈

P0,⊥
0,div(Fh), one may construct a basis for P0,⊥

0,div(Fh). The set {ϕi }
N
i=1, with

ϕi =


−ω−1

F nF · nEi , x ∈ F ⊂ ∂ Ei \ ΓN ,

0, otherwise,
(3.42)

is a basis for P0,⊥
0,div(Fh). We can then write

DĎ
hv =

N
i=1

αiϕi . (3.43)

From the requirement of DĎ
h given by (3.3), we get that

Dh DĎ
hv = Dh


N

i=1

αiϕi


=

N
i=1

αi Dhϕi = v, ∀v ∈ P0(Eh). (3.44)

This is a linear system of N equations that uniquely determines the coefficients αi for a given v.
We remark that this is the approach presented in [10], but for the pure Dirichlet problem and only for the case

where DĎ
hv is minimized in the standard L2 norm. The basis used in [10] is

ϕ̃i =




−
|Ei |

|F |
nF · nEi , x ∈ F ⊂ ∂ Ei

0, otherwise.
(3.45)

One can show that this is a basis only when |F | = C for all F ∈ Fh , i.e., when all faces are equally large.

3.5. Choice of weights

An important parameter in our postprocessing method is the choice of weights. Using ω = 1 will result in
minimization in the standard L2 norm. This means that the correction DĎ

h(R(Uh)) will be minimized, but such that
all faces are given the same weight. By choosing ω ≠ 1, we can control which faces should be weighted most in the
minimization process. Our choice of weights is the inverse of the effective normal component of the permeability,
i.e.,

ωF = k−1
e =

δi
K n + δ

j
K n

2δi
K nδ

j
K n

, (3.46)

where δi
K n was defined in Eq. (2.15).

With this choice, DĎ
hv = ke[[y]], so that faces with low effective permeability will have a relatively small correction.

We will reason this choice by an example. Consider two neighboring elements sharing the face F and with isotropic
permeability k1 and k2. If we fix k1 = 1, the effective permeability will be ke = 2k2/(1 + k2). In the limit k2 → 0,
this face should approach a no-flow interface (a Neumann type of boundary with u B = u · n = 0). With the harmonic
average {{·}}ϑ , Uh as defined from the CG solution, Eq. (2.41), would approach zero as desired. However, in the
postprocessing step, the correction on F can be made relatively large (compared to Uh) if ω = 1, and thus the effect
of harmonic averaging might be reduced after postprocessing. Using (3.46), we are able to preserve Vh ∼ 0. The
drawback is that the correction we are doing to the original flux will be larger measured in the standard L2 norm. In
Section 4, we will demonstrate the effect of weighting with some numerical examples.

3.6. Time dependent flow

Let us now look at the case with time dependent pressure and flux, i.e., β ≠ 0. We need to take the compressibility
(or time dependency of the pressure) into account when calculating the residual. If we discretize the flow equation
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(2.1) in time, we get

∂̄t (β
n pn) − ∇ · (K∇ pn) = qn, (3.47)

where pn and qn are the pressure and source, respectively, at time t = tn . Now, treating ∂̄t (β
n pn) as a source term, we

can extend the postprocessing method by replacing q by q̃ = qn
− β∂̄t (β

n pn) in the above formulation. The residual
operator now reads

R(U n
h ) = P0(q

n
− ∂̄t (β

n pn)) − DhU n
h . (3.48)

We may now use the algorithm given by Eq. (3.27) with this extended residual operator.
For a time dependent problem, we need to perform postprocessing after each time step. However, we observe

that the matrix A in Eq. (3.31) is only dependent on the weights ω and the grid. Thus, we only need to assemble A
whenever we alter the grid.

3.7. Postprocessing parameters

Given a CG pressure solution ph , we have introduced different ways to calculate the CG flux approximation Uh .
The first parameter is how we calculate the flux along the Dirichlet boundary, and the second parameter is the choice of
weights θ in the average operator. To clearly express which method we are using, we introduce the following notation:

CG(α, θ), α = {SD,WD,RD}, θ = {1/2, ϑ}. (3.49)

The CG flux Uh is then calculated as follows. On the internal and Neumann faces we have

Uh =


−{{K∇ ph · nF }}θ , on F ∈ Γh,I ,

u B, on F ∈ Γh,N .
(3.50)

The flux calculation on the Dirichlet boundary is given by α in the following way:

• α = SD: CG with strong Dirichlet boundary conditions (Eq. (2.31)),

Uh = −K∇ ph · nF , on F ∈ Γh,D. (3.51)

• α = WD: CG with weak Dirichlet boundary conditions (Eq. (2.36)),

Uh = −K∇ ph · nF +
r2σF

|F |
(ph − pB), on F ∈ Γh,D. (3.52)

• α = RD: CG with strong Dirichlet boundary conditions and with recovered flux along the Dirichlet boundary
(Eq. (2.44)),

Uh = Uh, on F ∈ Γh,D. (3.53)

Furthermore, for the postprocessed flux, we have one more parameter describing which norm we are using for
minimization. We use the following notation,

PP(α, θ, λ), α = {SD,WD,RD}, θ = {1/2, ϑ}, λ = {L2, wL2}, (3.54)

where λ = L2 and λ = wL2 denotes minimization in the standard L2 norm and the weighted L2 norm, respectively.
In the weighted L2 norm we use weight ω = k−1

e as described in Section 3.5. We note that the methods considered
in [10] and [9] correspond to CG(SD,1/2,L2).

In the case of homogeneous permeability, the parameters θ and λ are obsolete, and we simply write CG(α)
and PP(α). In the case PP(RD, ·, ·), we consider the flux on the Dirichlet boundary as fixed and thus consider the
postprocessing step as a pure Neumann problem.

4. Numerical examples

The postprocessing algorithm, along with solvers for the flow and transport equations, have been implemented. All
implementations are based on the open source finite element library deal.II [44]. The numerical examples and timings
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(a) β = 0. (b) β ≠ 0.

Fig. 2. Flowcharts describing the solution strategy for the elliptic case (a) and the parabolic case (b).

were performed on a single core of an Intel Xeon X7542 (2.67 GHz, 18 MB cache) with 64-bit Ubuntu 14.04 and
256 GB memory. For the flow equation we use CG with bilinear elements (r = 1), while for the transport equation we
use DG with piecewise constants (r = 0). In this section we run a series of test cases to verify our implementations
and evaluate the postprocessing algorithm. Our main objectives are to

(i) Verify that the postprocessed flux is locally conservative on a range of grid types;
(ii) Test if we are able to recover exact flux for a problem with analytic solution of one polynomial degree higher

than the test space (expressed as an amenable consistency condition in [45, Section 4.1]);
(iii) Study the effect of how flux on the Dirichlet boundary is calculated, as discussed in Section 3.7;
(iv) Verify the error estimates given by Lemma 3;
(v) Study the choice of weights in the average operator and the choice of norm used for minimization in the

postprocessing method;
(vi) Measure the computational complexity of the postprocessing problem compared to the flow problem.
(vii) Demonstrate the importance of locally conservative flux when solving the transport equation.

For the latter objective, we introduce an overshoot quantity for the concentration solution ch ,

O(ch) = ∥ max(ch − c̄, 0) + max(−ch, 0)∥Eh , (4.1)

where c̄ is the upper bound on the concentration, c̄ = max(cB, cw, c0). For the incompressible flow problem (β = 0),
the concentration is expected to obey the maximum principle c ≤ c̄ and be positive. Hence, O(ch) is used as a measure
of the violation of these principles.

To solve the coupled flow and transport problem, Eqs. (2.1)–(2.3), we use an iterative solution technique. In each
time step we first solve for pressure, then postprocess the flux if necessary, and at last solve the transport problem with
the obtained flux approximation. This coupled process is illustrated by the flow chart in Fig. 2. If β = 0, we only need
to solve for pressure and postprocess the flux once, and then do time iterations on the transport solver only. We also
run cases without the postprocessing step, i.e., use Uh directly in the transport solver.

4.1. Consistency tests

Our first example is a pure flow problem to examine the objectives (i)–(iii). Consider the problem

−∇ · (∇ p) = 2, on Ω = (0, 1)2, (4.2a)

p = 1, for x = 0, (4.2b)

p = 0, for x = 1, (4.2c)

u · n = 0, for y = {0, 1}. (4.2d)
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Table 1
Consistency tests. Norm of residual and flux error before (Uh ) and after (Vh ) postprocessing for different grids and flux calculations along the
Dirichlet boundary. The penalty term for CG(WD) is σγ = 10.

(a) Uniform 1D grid.
Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh ∥u · n − Uh∥Fh ∥u · n − Vh∥Fh
CG(SD) 0.707 2.4e-16 0.354 9.7e-16
CG(WD) 0.333 3.9e-17 0.118 1.2e-15
CG(RD) 1.2e-15 1.2e-15 1.7e-15 1.7e-15

(b) Nonuniform 1D grid.
Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh ∥u · n − Uh∥Fh ∥u · n − Vh∥Fh
CG(SD) 0.976 2.9e-16 0.534 0.084
CG(WD) 0.888 9.6e-17 0.265 0.168
CG(RD) 0.280 6.3e-16 0.140 1.7e-15

(c) Uniform 2D grid.
Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh ∥u · n − Uh∥Fh ∥u · n − Vh∥Fh
CG(SD) 0.707 4.6e-16 0.354 7.0e-16
CG(WD) 0.056 3.0e-17 0.020 1.1e-14
CG(RD) 2.8e-15 2.8e-15 1.4e-15 1.4e-15

(d) Distorted 2D grid.
Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh ∥u · n − Uh∥Fh ∥u · n − Vh∥Fh
CG(SD) 0.908 1.4e-15 0.401 0.073
CG(WD) 0.443 7.2e-17 0.122 0.078
CG(RD) 0.462 6.0e-15 0.131 0.085

(e) Nonmatching 2D grid.
Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh ∥u · n − Uh∥Fh ∥u · n − Vh∥Fh
CG(SD) 1.127 5.5e-16 0.615 0.089
CG(WD) 0.288 6.4e-17 0.183 0.163
CG(RD) 0.278 1.3e-15 0.179 0.144

This problem has the analytical solution p(x, y) = 1 − x2, and is essentially a one-dimensional problem. Since the
permeability tensor is constant (K = I), there is no effect of harmonic averaging or weighting of the L2 norm.

Results for different grids and calculations of fluxes along the Dirichlet boundary are presented in Table 1. First
observe that the residual for the postprocessed flux, R(Vh), is zero in all cases. This demonstrates that Vh is locally
conservative and that our postprocessing method works. For the uniform 1D grid all methods give exact solution for
Vh . The flux error, ∥u ·n−Uh∥Fh , for CG(WD) can be made arbitrarily small by increasing the penalty term σF . This
illustrate some of the ambiguity with weak boundary conditions. In the limit σF → ∞, CG(WD) and CG(RD) are
equivalent. The postprocessed flux error, ∥u · n − Vh∥Fh , for CG(SD) and CG(WD) is non-zero for the nonuniform
1D grid because the flux Uh on the Dirichlet boundary is wrong. On this grid, CG(RD) reproduce the exact flux. For
the two latter grids, the distorted and matching 2D grids, CG(SD) seems to give the best result.

We observe that for the distorted and non-matching 2D grids, we do not obtain exact fluxes for CG(RD). In Table 2
we report on the integrated flux


γ

Uh along vertical mesh lines γ , which divides the domain Ω in two. For the
nonmatching 2D grid (Table 2(b)), we see that we recover the exact value with all methods. For the distorted 2D grid
(Table 2(a)), this is only the case for CG(RD). This follows from the fact that the fluxes are globally conservative
and that the integrated flux is exactly recovered along the Dirichlet boundaries [6]. Notice that for CG(SD) and
CG(WD), the value of the integrated flux Vh is shifted by the same value for all γ (0.0033 for CG(SD) and 0.0020
for CG(WD)).

4.2. Convergence tests

To verify the convergence estimates in Eq. (2.35) and Lemma 3 numerically (objective (iv)), we consider a time
dependent problem with analytic solution. Let Ω = (0, 1)2, K = I, β = 1.0 and φ = 1.0. For the coupled flow and
transport problem (2.1)–(2.3) we choose right hand sides and boundary conditions such that

p = cos(t + x − y), c = cos(t + x − y) (4.3)
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Table 2
Consistency tests. Integrated flux along vertical mesh lines for different flux approximations and mesh
lines, γi .

(a) Distorted 2D grid.

γ1 γ2 γ3 γ4 γ5
Flux (x = 0) (x ≈ 0.25) (x ≈ 0.5) (x ≈ 0.75) (x = 1)

Exact

γi

u · n 0 0.4980 1.0850 1.4400 2

CG(SD)


γi

Uh 0.2551 0.5198 1.0331 1.4919 1.7196

γi

Vh 0.0033 0.4947 1.0817 1.4367 1.9967

CG(WD)


γi

Uh 4.2e-15 0.5334 1.0330 1.4785 2

γi

Vh −0.0020 0.5001 1.0870 1.4420 2.0020

CG(RD)


γi

Uh 1.6e-15 0.5198 1.0331 1.4919 2

γi

Vh 1.6e-15 0.4980 1.0850 1.4400 2

(b) Nonmatching 2D grid.

γ1 γ2 γ3
Flux (x = 0) (x = 0.5) (x = 1)

Exact

γi

u · n 0 1 2

CG(SD)


γi

Uh 0.4130 1 1.5870

γi

Vh 9.7e-17 1 2

CG(WD)


γi

Uh 1.9e-15 1 2

γi

Vh 4.5e-15 1 2

CG(RD)


γi

Uh 8.7e-16 1 2

γi

Vh 8.7e-16 1 2

are the analytic solutions. One may easily verify that q = 2 cos α − sin α and f = (1 + 4 sin α) cos α with α = t +

x − y. For the flow problem, we impose Dirichlet conditions on x = {0, 1} and Neumann conditions on y = {0, 1}.
The numerical solution at t = 0.1 on a fine grid can viewed in Fig. 3.

First, the domain Ω is discretized into uniform quadratic grids of size n×n with n = 2i , i = 2, 3, 4, 5. Equivalently,
h =

1
n = 2−i . The end time is T = 0.1, and the time step size is chosen small enough to not effect the convergence

rates and is recursively refined such that ∆t =
1

5·4i−1 =
4
5 h2. The transport solver is run with three different flux

approximations: (i) CG flux (Uh); (ii) postprocessed CG flux (Vh); and (iii) analytic flux (u · n). Dirichlet conditions
are imposed strongly, CG(SD). Convergence tables for flow and transport quantities are shown in Table 3.

We observe that the error in p is of order 1 in the energy norm in accordance with the error estimate in Eq. (2.35).
Furthermore, we see that the postprocessed flux, Vh , converges with order 1/2 larger than the CG flux, Uh . The
residual, R(Uh), converges to zero with one order lower than Uh . These results are in accordance with Lemma 3.
Finally, we observe that the residual is zero (down to machine precision) for the postprocessed flux.

For the concentration solution, all simulations converge with order 1. The differences in concentration due to
different flux calculations are small in this example. However, we show later that cases involving heterogeneous
permeability may result in much larger differences.

Next, the same examples were run but with Dirichlet flux recovery, CG(RD). The convergence table for flow and
transport variables is displayed in Table 4. We see that the order of the error in Uh increases by 1/2 compared to
CG(SD), while the residual now converges to zero with rate 1.5. This appears to be due to better flux approximation
on the Dirichlet boundary as this is the only difference. The postprocessed flux has the same order as the CG flux, so
the net effect is nearly the same as without Dirichlet flux recovery (cf. Table 3(a)). In the remaining examples of this
work, we will therefore only consider strong Dirichlet conditions, CG(SD).
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(a) Pressure. (b) Concentration.

Fig. 3. Convergence tests. Pressure (a) and concentration (b) solution at t = 0.1 on the finest grid level, 1/h = 32. The postprocessed flux, Vh , is
used in the transport solver to calculate the transport solution.

Table 3
Convergence tests. Error and convergence rates for flow variables (a) and concentration solution (b). A recursively refined
quadratic grid with element size h is used. Dirichlet boundary conditions are imposed strongly, CG(SD).

(a) Flow variables.

1/h ∥p − ph∥a ∥u · n − Uh∥h,Fh ∥u · n − Vh∥h,Fh ∥R(Uh)∥Eh ∥R(Vh)∥Eh

4 0.0941 – 0.08211 – 0.00809 – 0.3000 – 2.8e-16
8 0.0470 1.00 0.02804 1.55 0.00197 2.04 0.2125 0.50 3.1e-16

16 0.0235 1.00 0.00967 1.54 0.00049 2.00 0.1503 0.50 4.0e-16
32 0.0117 1.00 0.00337 1.52 0.00012 2.00 0.1063 0.50 5.2e-16

(b) Concentration solution with different flux (in parenthesis).

1/h ∥c−ch∥Eh (u ·n) ∥c − ch∥Eh (Uh) ∥c − ch∥Eh (Vh)

4 0.09502 – 0.09631 – 0.09507 –
8 0.04765 1.00 0.04850 0.99 0.04766 1.00

16 0.02385 1.00 0.02436 0.99 0.02385 1.00
32 0.01193 1.00 0.01218 1.00 0.01193 1.00

At last, we consider the same problem but evaluate convergence on a family of distorted and non-conforming
grid. Let M0 be the base grid as displayed in Fig. 4(a). Then, we iteratively refine the base grid globally by
dividing each element into four by connecting midpoints of the four faces. This results in a family of refined grids,
Mi , i = 0, 1, . . . , 4, where the three first grids are displayed in Fig. 4. The time steps are now ∆t =

1
5·4i+1 .

Convergence results are shown in Table 5. We still observe that the order of Vh is the same as for Uh , although we
have to let h be very small for the rate to converge towards 1. Notice that ∥u · n − Vh∥h,Fh < ∥u · n − Uh∥h,Fh for all
cases studied in this section. This example demonstrates that our method works and that the error estimates hold for
general grids.

4.3. Barrier problem

In the next example we consider flow and transport through a barrier (low permeability region) and study the objec-
tives (i), (v), (vi) and (vii). The problem is illustrated in Fig. 5. Let Ω = (0, 1)2, β = 0 and use boundary conditions
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Table 4
Convergence tests. Error and convergences rates for flow variables (a) and concentration solution (b). A recursively refined
quadratic grid with element size h is used. The Dirichlet flux recovery technique, CG(RD), is used.

(a) Flow variables.

1/h ∥p − ph∥a ∥u · n − Uh∥h,Fh ∥u · n − Vh∥h,Fh ∥R(Uh)∥Eh ∥R(Vh)∥Eh

4 0.0941 – 0.00965 – 0.00719 – 0.0207 – 1.6e-13
8 0.0470 1.00 0.00250 1.95 0.00160 2.17 0.0077 1.42 5.1e-13

16 0.0235 1.00 0.00064 1.97 0.00037 2.11 0.0028 1.49 7.7e-13
32 0.0117 1.00 0.00016 1.99 0.00009 2.06 0.0010 1.50 1.4e-12

(b) Concentration solution with different flux (in parenthesis).

1/h ∥c − ch∥Eh (u · n) ∥c − ch∥Eh (Uh) ∥c − ch∥Eh (Vh)

4 0.09503 – 0.09514 – 0.09510 –
8 0.04765 1.00 0.04769 1.00 0.04767 1.00

16 0.02385 1.00 0.02386 1.00 0.02386 1.00
32 0.01193 1.00 0.01194 1.00 0.01193 1.00

Table 5
Convergence tests. Error and convergences rates for flow variables (a) and concentration solution (b) for the recursively refined
grids shown in Fig. 4. Dirichlet boundary conditions are imposed strongly, CG(SD).

(a) Flow variables.

Grid ∥p − ph∥a ∥u · n − Uh∥h,Fh ∥u · n − Vh∥h,Fh ∥R(Uh)∥Eh ∥R(Vh)∥Eh

M0 0.08331 – 0.116103 – 0.044114 – 0.5096 – 7.3e-16
M1 0.04057 1.04 0.041738 1.48 0.017211 1.36 0.3153 0.69 7.1e-16
M2 0.02006 1.02 0.015556 1.42 0.007820 1.14 0.2233 0.50 6.9e-16
M3 0.00998 1.01 0.006116 1.35 0.003840 1.03 0.1585 0.49 1.0e-15
M4 0.00498 1.00 0.002556 1.26 0.001921 1.00 0.1122 0.50 1.4e-15
M5 0.00248 1.00 0.001133 1.17 0.000963 1.00 0.0793 0.50 2.4e-15
M6 0.00124 1.00 0.000527 1.10 0.000483 1.00 0.0560 0.50 4.6e-15

(b) Concentration solution with different flux (in parenthesis).

Grid ∥c − ch∥Eh (u · n) ∥c − ch∥Eh (Uh) ∥c − ch∥Eh (Vh)

M0 0.07595 – 0.07864 – 0.07598 –
M1 0.03821 0.99 0.03977 0.98 0.03822 0.99
M2 0.01919 0.99 0.02007 0.99 0.01920 0.99
M3 0.00964 0.99 0.01006 1.00 0.00964 0.99

(a) M0. (b) M1. (c) M2.

Fig. 4. Convergence tests. Base grid (left) and the first two recursively refined grids used for convergence test for distorted and non-conforming
grids. All cells are divided in four in each refinement cycle.
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(a) Problem definition. Geometry, boundary
conditions and permeability distribution. The
permeability is given as K = kI.

(b) Steady state pressure and velocity solution from the CG
scheme on a quadratic grid with h = 1/32.

Fig. 5. Barrier problem. Problem definition (a) and numerical pressure solution (b).

Table 6
Barrier problem. Norm of residual, ∥R(·)∥Eh , overshoot, O(ch), and minimum and maximum value of concentration
solution at t = 2 for different flux approximations.

Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh O(ch) min(ch ) max(ch )

CG(SD,1/2) 1.184 – 0.04107 2.1e-12 1.822
CG(SD,ϑ) 1.895 – 0.03285 3.1e-13 1.505
PP(SD,1/2,L2) – 4.8e-16 3.2e-17 2.2e-11 1.000
PP(SD,ϑ ,L2) – 9.7e-16 1.6e-17 1.4e-10 1.000
PP(SD,ϑ ,wL2) – 2.7e-15 4.8e-17 3.0e-13 1.000

p(0, y) = 1, p(1, y) = 0 and u · n = 0 on y = {0, 1}. For the transport problem, φ = 1, Γin = {x = 0}∩∂Ω , cB = 1
and c0 = 0. The steady state pressure and velocity solution from the CG scheme on a fine grid is shown in Fig. 5(b).

First, consider the case when the standard average θ = 1/2 is used for flux calculations. The concentration solution
with ∆t = 0.01 at t = 1 and t = 2 is shown in Fig. 6, both for CG(SD,1/2) and PP(SD,1/2,L2). Furthermore, the
concentration along the curve y = 0.735 is plotted in the same figure. The solutions are close at t = 1, although
we observe some small unphysical oscillation close to the barrier interface for CG(SD,1/2). Both solutions are in the
(physical) valid range [0, 1]. However, at t = 2, CG(SD,1/2) gives an unphysical solution as ch > 1.0 in some cells
and since the solution oscillates close to the barrier interface. The solution with PP(SD,1/2,L2) is in the range [0, 1]

and without oscillations.
Since the contrast in permeability is three orders of magnitude, we would expect very little flow into the barrier

region. However, we see from Fig. 6 that the concentration in the corners of the barrier region is rather large. To cope
with this we use harmonic averaging of the permeability, thus set θ = ϑ in the flux averaging. Similar results as with
θ = 1/2 are displayed in Fig. 7. Clearly, harmonic averaging reduces the inflow into the barrier region when we use
CG flux, but still we get an unphysical solution (Figs. 7(a) and 7(d)). However, when we postprocess this flux with
minimization in the standard L2 norm, the effect of harmonic averaging reduces since the concentration in the corners
is now high (Figs. 7(b) and 7(e)). If we instead postprocess with minimization in the weighted L2 norm, we see that
the barrier region is much less permeable (Figs. 7(c) and 7(f)). This clearly demonstrates that using the weighted L2

norm is necessary to preserve low permeable interfaces and should be used in combination with harmonic averaging
of the CG flux.

The overshoot quantity, O(ch), the minimum and maximum of ch and the norm of the residual is reported in
Table 6 for the different cases studied above. We see that for all postprocessing cases, R(Vh) and O(ch) is zero down
to machine precision, and that ch ∈ [0, 1]. This is not satisfied with CG flux, which is not locally conservative.
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(a) CG(SD,1/2), t = 1. (b) PP(SD,1/2,L2), t = 1. (c) Concentration over line, t = 1.

(d) CG(SD,1/2), t = 2. (e) PP(SD,1/2,L2), t = 2. (f) Concentration over line, t = 2.

Fig. 6. Barrier problem. Concentration solution at two different times, with and without postprocessing. The standard weight θ = 1/2 is used for
the average in calculations of CG flux, Uh . The solution along the white line (y = 0.735) is plotted to the right. The low permeability region is
inscribed in the black box.

Next, we compare the postprocessing step with the CG solver in terms of efficiency and computational complexity.
Both the CG problem (Eq. (2.31)) and the postprocessing problem (Eq. (3.28)) are symmetric and positive definite, so
we use the conjugate gradient method as linear solver. In Table 7 we report on degrees of freedom (DoF), condition
number (κ),4 number of iterations in the linear solver (it), and the CPU time used by the linear solver (time). This
is done for the CG problem and the postprocessing problem both with and without weighting for recursively refined
regular Cartesian grids. We consider both the standard conjugate gradient solver and the preconditioned conjugate
gradient with a symmetric successive overrelaxation preconditioner, SSOR(1.5). For all cases we use strong Dirichlet
conditions and harmonic weighting of the CG flux.

Without preconditioning, we see that PP(SD,ϑ ,L2) is much less costly to solve than CG(SD,ϑ), both in terms of
the condition number and solver time. PP(SD,ϑ ,wL2) is more expensive, and the solution time is ∼70% of that of
CG(SD,ϑ). This is because weighting introduces high aspect ratios in the system matrix, see Eq. (3.32). However,
if we apply a relatively simple preconditioner as SSOR, the condition numbers and solution times drop remarkably
for CG(SD,ϑ) and PP(SD,ϑ ,wL2), such that the computational complexity of PP(SD,ϑ ,L2) and PP(SD,ϑ ,wL2) are
almost similar. Still, the additional cost of the postprocessing step is significant (∼55% for PP(SD,ϑ ,L2) and ∼60%
for PP(SD,ϑ ,wL2)).

4 The condition numbers are estimated by routines in the deal.II library.
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(a) CG(SD,ϑ), t = 1. (b) PP(SD,ϑ ,L2), t = 1. (c) PP(SD,ϑ ,wL2), t = 1.

(d) CG(SD,ϑ), t = 2. (e) PP(SD,ϑ ,L2), t = 2. (f) PP(SD,ϑ ,wL2), t = 2.

(g) Concentration over line, t = 1. (h) Concentration over line, t = 2.

Fig. 7. Barrier problem. Concentration solution at two different times, with CG flux and postprocessed flux with the standard L2 norm and the
weighted L2 norm. The harmonic weight θ = ϑ is used for the average in calculations of CG flux, Uh . The solution along the white line (y = 0.735)
is plotted in the bottom row. The low permeability region in inscribed in the black box.

Finally, we test the sensitivity of the computational complexity with respect to the permeability contrast. This is
done by keeping the grid resolution fixed at 1/h = 64 and then vary the permeability in the low permeable block,
denoted kb. These results are reported in Table 8. For the case without preconditioning, we see that the condition
number and linear solver time for CG(SD,ϑ) and PP(SD,ϑ ,wL2) scale badly with the permeability contrast, whereas
PP(SD,ϑ ,L2) is nearly unaffected. This is as expected since the system matrix for PP(SD,ϑ ,L2) is independent on the
permeability, while for CG(SD,ϑ) and PP(SD,ϑ ,wL2) it is not. However, if we look at the preconditioned system, we
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Table 7
Barrier problem. Computational complexity for different problems; DoF: Degrees of Freedom, κ: condition number, it: number of iterations in
linear solver, time: CPU time used by linear solver including initialization of the preconditioner (median value over 11 runs). The linear solver is
the (preconditioned) conjugate gradient method with residual tolerance 10−12.

(a) Without preconditioning.

CG(SD,ϑ) PP(SD,ϑ ,L2) PP(SD,ϑ ,wL2)
1/h DoF κ it Time DoF κ it Time DoF κ it Time

16 289 5505 151 0.0107 256 58 40 0.0018 256 3611 136 0.0073
32 1089 21114 443 0.1039 1024 220 85 0.0136 1024 12748 416 0.0766
64 4225 83607 1203 0.4129 4096 856 163 0.0413 4096 49475 1037 0.2893

128 16641 333602 2915 3.4805 16384 3372 307 0.2758 16384 196428 2350 2.2415

(b) With SSOR(1.5) precondtioner.

CG(SD,ϑ) PP(SD,ϑ ,L2) PP(SD,ϑ ,wL2)
1/h DoF κ it Time DoF κ it Time DoF κ it Time

16 289 9.1 27 0.0040 256 11.6 25 0.0026 256 10.6 27 0.0028
32 1089 30.2 43 0.0221 1024 39.2 38 0.0125 1024 33.8 41 0.0135
64 4225 110.6 77 0.0731 4096 146.2 62 0.0375 4096 121.8 69 0.0444

128 16641 424.7 147 0.4327 16384 567.7 109 0.2116 16384 465.3 126 0.2459

Table 8
Barrier problem. Computational complexity for different problems; DoF: Degrees of Freedom, κ: condition number, it: number of iterations in
linear solver, time: CPU time used by linear solver including initialization of the preconditioner (median value over 11 runs). The linear solver is
the (preconditioned) conjugate gradient method with residual tolerance 10−12. The grid resolution is kept constant at 1/h = 64, but the permeability
in the low permeable block, kb , is varied.

(a) Without preconditioning.

CG(SD,ϑ) PP(SD,ϑ ,L2) PP(SD,ϑ ,wL2)
kb DoF κ it Time DoF κ it Time DoF κ it Time

10−1 4225 1885 275 0.1085 4096 856 161 0.0484 4096 1331 221 0.0665
10−3 4225 83607 1203 0.4127 4096 856 163 0.0413 4096 49475 1037 0.2875
10−5 4225 8328390 2565 0.9362 4096 856 163 0.0375 4096 4931220 2364 0.6897

(b) With SSOR(1.5) precondtioner.

CG(SD,ϑ) PP(SD,ϑ ,L2) PP(SD,ϑ ,wL2)
kb DoF κ it Time DoF κ it Time DoF κ it Time

10−1 4225 111 77 0.0649 4096 146 61 0.0369 4096 123 68 0.0372
10−3 4225 111 77 0.0809 4096 146 62 0.0353 4096 122 69 0.0395
10−5 4225 111 77 0.0934 4096 146 62 0.0467 4096 122 69 0.0506

see that the effect of the permeability contrast almost vanishes. Hence, for this problem, the SSOR preconditioner is
able to remove the effect of the permeability contrast on the condition number.

4.4. Channel problem

To further investigate the importance of harmonic averaging (objective (v)), consider now flow and transport
through a channel with corners, see Fig. 8. The problem parameters are the same as for the barrier problem, except for
the permeability distribution, which now forms a channel through the domain, and the boundary concentration, cB ,
which is one into the channel and zero elsewhere. The channel has permeability k = 1, while the surroundings have
permeability k = ks ≪ 1, so we expect most of the flow to be in the channel. We only consider harmonic averaging
(θ = ϑ), but use both the standard L2 norm and the weighted L2 norm for minimization in the postprocessing method,
PP(SD,ϑ ,L2) and PP(SD,ϑ ,wL2), respectively. We study the cases ks = 10−2 and ks = 10−5, and set ∆t = 0.005
and T = 2.
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Fig. 8. Channel problem. Problem definition. Boundary conditions are p = 1 on the left, p = 0 on the right, and u · n = 0 on the bottom and top.
The boundary concentration is c = 1 into the channel only, and 0 elsewhere.

Table 9
Channel problem. Norm of residual, ∥R(·)∥Eh , overshoot, O(ch), and minimum and maximum value of concentration solution at t = 2 for
different flux approximations.

ks Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh O(ch) min(ch ) max(ch )

10−2 CG(SD,ϑ) 0.9646 – 0.05715 0 1.478
PP(SD,ϑ ,L2) – 3.6e-16 0 0 1.000
PP(SD,ϑ ,wL2) – 6.7e-16 0 0 1.000

10−5 CG(SD,ϑ) 0.9915 – 0.06951 0 1.502
PP(SD,ϑ ,L2) – 4.2e-15 0 0 1.000
PP(SD,ϑ ,wL2) – 6.7e-16 0 0 1.000

The concentration solutions for the different scenarios are displayed in Fig. 9, and residuals, overshoot and
minimum and maximum values are reported in Table 9. For ks = 10−2, we get ch ≫ 0 in some areas outside but
close to the channel. This seems reasonable, as the contrast in permeability is two orders of magnitude. However, for
ks = 10−5 the interface should be close to impermeable, and we expect very low concentrations outside the channel.
For CG(SD,ϑ), we observe that ch ∼ 0 outside the channel for k = 10−5, but that ch > 1 in many elements due
to lack of local conservation (Figs. 9(a) and 9(d)). For the case PP(SD,ϑ ,L2), we see that the difference in solution
for ks = 10−2 and ks = 10−5 is rather small, and that 1 > ch ≫ 0 for some elements outside the channel also for
ks = 10−5 (Figs. 9(b) and 9(e)). This is problematic, since the interface should be close to impermeable. If we instead
minimize in the weighted L2 norm, PP(SD,ϑ ,wL2), we are able to resolve this issue so that the interface is close to
impermeable (Figs. 9(c) and 9(f)).

The shortcoming of postprocessing with the standard L2 norm is that it does not take the permeability contrast
into account. Let F be a face on the boundary of the channel. With harmonic averaging, Uh |F ∼ 0. However, in the
minimization step without weighting, we allow for a flux correction that is small in absolute value compared to fluxes
on faces inside the channel, but still relatively large compared to Uh |F . Thus, Vh |F might be orders of magnitude
larger than Uh |F , resulting in a more permeable interface. When we use the weighted L2 norm, F is given a large
weight (the inverse of the effective permeability, ke), so that we do not allow for such large relative correction.

4.5. Well pair problem

Next, we consider a simplified well scenario, and focus on objective (vii) for a problem with non-zero right hand
side. Still, we let β = 0 and Ω = (0, 1)2, but now K = kI, where k = 1 if x ≤ 0.5 and k = 10−3 otherwise. Next,
we model a injector/producer well pair by setting q = 100 in the lower left corner and q = −100 in the upper right
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Fig. 9. Channel problem. Concentration solutions at t = 2 for different flux approximations (left to right) and different permeability outside
channel (top and bottom). Harmonic averaging is used for calculations of the CG flux, Uh , in all cases.

Fig. 10. Well pair problem. Problem definition. The green squares where q ≠ 0 in the lower left and upper right corner have size 1/32 × 1/32.

corner. See Fig. 10 for a sketch. The initial condition is c0 = 0 and the concentration of the injected fluid, cw = 1.0.
We assume a pure Neumann boundary with u B = 0. The coupled flow and transport problem is solved on quadratic
grids with h = {1/16, 1/32, 1/64} and ∆t = 0.01. We only consider harmonic average in the calculations of the CG
flux and use the weighted L2 norm for minimization in the postprocessing method (CG(SD,ϑ) and PP(SD,ϑ ,wL2)).
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Fig. 11. Well pair problem. Concentration solution with CG flux (top row), and postprocessed flux (bottom row) at different times (left to right) on
a quadratic grid with h = 1/32.

Table 10
Well pair problem. Norm of residual, ∥R(·)∥Eh , overshoot, O(ch), and minimum and maximum value of concentration solution at t = 10 for
different flux approximations.

h Method ∥R(Uh)∥Eh ∥R(Vh)∥Eh O(ch) min(ch ) max(ch )

1/16 CG(SD,ϑ) 0.3162 – 0.0558 0.00508 1.217
PP(SD,ϑ ,wL2) – 1.6e-16 0 0.00477 1.000

1/32 CG(SD,ϑ) 2.0928 – 0.0616 2.3e-5 1.652
PP(SD,ϑ ,wL2) – 1.4e-15 1.4e-17 2.0e-5 1.000

1/64 CG(SD,ϑ) 1.5247 – 0.0102 3.9e-10 1.399
PP(SD,ϑ ,wL2) – 1.6e-15 2.8e-15 4.2e-10 1.000

The concentration solution at different times for the grid with h = 1/32 is shown in Fig. 11. The concentration is
produced in the lower left corner and moves towards the source in the upper right corner. The difference between
CG(SD, ϑ) and PP(SD, ϑ, wL2) is significant and the maximum principle ch ≤ 1 is violated for CG(SD, ϑ).
Postprocessing is necessary to produce an acceptable concentration solution.

Similar results at t = 10 for quadratic grids with h = {1/16, 1/32, 1/64} are shown in Fig. 12. Furthermore,
residuals, overshoot and minimum and maximum values are given in Table 10. Evidently, the difference in
concentration solution is smaller for smaller h. This is as expected since CG converges to the true solution, which
is locally conservative. The area where ch > 1 seems to cluster around the sink and source for h = 1/64.

A quantity of interest for such well problem is the production rate at the producer,

PR(t) =
1
∆t

 t

t−∆t



Ωw

qc, (4.4)
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Fig. 12. Well pair problem. Concentration solution without (top row) and with (bottom row) postprocessing at t = 10 on quadratic grids with
different h.

Fig. 13. Well pair problem. Production rate, PR(t), for different h and flux.

where Ωw is the sink part of Ω , i.e., Ωw = {x ∈ Ω : q(x) < 0}. For this example Ωw =


31
32 , 1

2
. The production

rate is plotted against time for different h in Fig. 13, where a reference curve from a simulation with h = 1/256 is
included. Although not prominent, we see that we get different curves whether we use CG flux or postprocessed flux,
and that this effect is largest for the coarsest grid. We get a earlier breakthrough (smallest t where PR(t) > 0) for
larger h. This is due to numerical dispersion.
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(a) Porosity.

(b) Horizontal permeability (kx = ky ) in milli Darcy (1 mD = 9.87 · 10−16 m2) on a logarithmic
scale.

Fig. 14. SPE-10 model. Highly heterogeneous model given on a Cartesian mesh with 220 × 60 × 85 = 462 000 regular hexahedral elements, each
of size 10 × 20 × 2 feet. The model dimensions are 2200 × 1200 × 170 feet (these figures are scaled by a factor 5 in the vertical direction).

4.6. SPE-10 model

Our last example is based on the SPE-10 model [46], and serves as a test problem to verify objective (i), (v),
(vi) and (vii) for a realistic 3D model. The SPE-10 model was originally introduced as a benchmark problem for
upscaling, but it has also been used in many studies addressing other aspects of flow in porous media. We consider the
top 35 layers of the original model, representing the Tarbert formation, see Fig. 14. This model is given on a Cartesian
mesh with 462 000 regular hexahedral elements. The permeability is cellwise constant and anisotropic such that the
permeability tensor can be written as a diagonal tensor with entries kx , ky, kz (kx = ky). Observe from Fig. 14 that
the model is highly heterogeneous. To work with realistic data, we will set the fluid viscosity to µ = 10−3 Pa · s,
in contrast to the rest of this work. We consider incompressible flow with no source (β = 0, q = 0). As boundary
conditions, we set p = 109 Pa on the left boundary, p = 0 and the right boundary, and no-flow conditions (u · n = 0)
elsewhere. Regarding linear solver, we use the preconditioned conjugate gradient method with a general algebraic
multigrid preconditioner (AMG) available through the Trilinos Project [47].

Table 11 report on the degrees of freedom (DoF), number of iterations (it), the CPU time used by the linear solver
(time) and the norm of the residual, both for the CG problem and the postprocessing problem with and without the
weighted norm. First observe that the residual is non-zero for the CG flux, and zero (below solver tolerance) for the
postprocessed fluxes. Hence, our methods and implementations work also for this realistic 3D problem. Furthermore,
we see that the computational complexity of PP(SD,ϑ ,L2) is lower than PP(SD,ϑ ,wL2). This means that minimization
in the weighted norm leads to worse conditioning of the system matrix. The time spent to solve PP(SD,ϑ ,L2) and
PP(SD,ϑ ,wL2) compared to CG(SD,ϑ) is about 9% and 30%, respectively.

To check the influence of the anisotropic permeability on the linear solver time, we run the same case but with
isotropic permeability such that kz = kx (= ky). For this scenario the CPU time used by the linear solver was 20.34,
3.20 and 3.50 for CG(SD,ϑ), PP(SD,ϑ ,L2) and PP(SD,ϑ ,wL2), respectively. Comparing with the anisotropic case
(Table 11), we observe that anisotropic permeability leads to worse conditioning for CG(SD,ϑ) and PP(SD,ϑ ,wL2).
The run time for PP(SD,ϑ ,L2) is unchanged since the system matrix is independent on the permeability. With isotropic
permeability, the linear solver time for PP(SD,ϑ ,wL2) is about 17% of that of CG(SD,ϑ).

For the anisotropic case, we also consider the transport problem. We let cB = 1.0 on the inflow boundary (x = 0)
and use time steps ∆t = 104 s. The concentration solutions with PP(SD,ϑ ,L2) and PP(SD,ϑ ,wL2) are shown in
Figs. 15 and 16, respectively. Both solutions obey the maximum principle, but we see that without weighting (Fig. 15)
the vertical flow between layers with high permeability contrast is higher. Hence, the application of the weighted norm
seems to better preserve low permeable interfaces. We do not display similar results for CG(SD,ϑ) because we get a
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Table 11
SPE-10 model. Computational complexity for different problems; DoF: Degrees of Freedom, it: number of iterations
in linear solver, time: CPU time used by the linear solver including initialization of the preconditioner (median value
over 11 runs). The linear solver is the conjugate gradient method with an AMG preconditioner with residual tolerance
10−6.

Problem DoF it time ∥R∥Eh

CG(SD,ϑ) 485316 105 33.58 2.5e-2
PP(SD,ϑ ,L2) 462000 10 3.14 2.0e-8
PP(SD,ϑ ,wL2) 462000 55 9.97 4.3e-8

Fig. 15. SPE-10 model. Concentration solution with postprocessed flux without weighting, PP(SD,ϑ ,L2).

Fig. 16. SPE-10 model. Concentration solution with postprocessed flux with weighting, PP(SD,ϑ ,wL2).

totally unphysical solution. Instead, Fig. 17, shows the time evolution of max(ch) and O(ch) with CG(SD,ϑ). Clearly,
the maximum principle is far from satisfied.

5. Conclusions

Eq. (3.27), defines a general purpose postprocessing method, where a minimal piecewise constant correction term is
added to the flux. Local conservation, uniqueness and preservation of convergence order are proven and summarized
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Fig. 17. SPE-10 model. Maximal concentration, max(ch), and overshoot, O(ch), for concentration solution with CG(SD,ϑ). For the reference, we
have max(ch) = 1.00006 and O(ch) = 0.019 at t = 694 days with PP(SD, ϑ ,wL2).

in Theorem 1. Our method applies to any flux approximation in L1(Fh) and for a wide range of grids, including
non-conforming and unstructured grids. It can also be used for the time dependent flow model.

Through a series of numerical examples, we have demonstrated that our method produces locally conservative flux.
It is verified numerically that the postprocessed flux has the same order of convergence as the original flux. Moreover,
our numerical examples clearly demonstrates the importance of locally conservative flux when coupling with a DG
solver for the transport equation. Lack of local conservation may produce unphysical solutions.

The postprocessing algorithm is global in the sense that a system of N linear equations has to be solved, where N
is the number of elements (or cells). However, the system matrix is symmetric and sparse and only dependent on the
permeability (through the weights) and the grid. If the grid is constant or only altered occasionally, we can allow for
a preconditioner that is relatively costly to initialize.

For flux approximations from CG, where the pressure gradient is discontinuous across element faces, it is favorable
to use harmonic averaging to calculate the flux. A novelty of this work compared to [9] and [10] is that we minimize
the correction term in a weighted L2 norm with weights equal to the inverse of the effective face permeability. This
better preserves low permeable interfaces, and numerical examples demonstrate that no weighting (standard L2 norm)
tends to weaken the effect of harmonic averaging.

The computational complexity of solving the linear system associated with the postprocessing step compared to that
of solving the linear system for the CG problem was measured. For the synthetic 2D barrier problem, the additional
cost was significant (∼60%). However, for the larger 3D SPE-10 model, the additional cost was smaller, 10%–30%,
depending on anisotropy and choice of weights. This indicates that the postprocessing method is reasonable also
in terms of computational efficiency. The difference in computational complexity of applying the weighted norm
was small for isotropic permeability as long as an appropriate preconditioner, such as SSOR or AMG, was used.
For anisotropic permeability the difference was larger. We stress that in this work we only considered general
purpose preconditioners. Using a taylored preconditioner that can handle the weights better might further improve
the efficiency.

Different treatment of fluxes on Dirichlet boundaries for non-Cartesian grids showed only little effect on the
postprocessed flux.
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Abstract

Accurate simulation of fluid flow and transport in fractured porous media is a key challenge in subsurface
reservoir engineering. Due to the high ratio between its length and width, fractures can be modeled as
lower dimensional interfaces embedded in the porous rock. We apply a recently developed embedded finite
element method (EFEM) for the Darcy problem. This method allows for general fracture geometry, and
the fractures may cut the finite element mesh arbitrarily. We present here a velocity model for EFEM and
couple the Darcy problem to a transport problem for a passive solute. The main novelties of this work is
a locally conservative velocity approximation derived from the EFEM solution, and the development of a
lowest order upwind finite volume method for the transport problem. This numerical model is compatible
with EFEM in the sense that the same computational mesh may be applied, so that we retain the same
flexibility with respect to fracture geometry and meshing. Hence, our coupled solution strategy represents a
simple approach in terms of formulation, implementation and meshing. We demonstrate our model by some
numerical examples on both synthetic and realistic problems, including a benchmark study for single-phase
flow. Despite the simplicity of the method, the results are promising.

Keywords: Discrete fracture-matrix model, Embedded interface, Finite element method, Finite volume
method, Porous media flow

1. Introduction

Modeling fluid flow in fractured porous media is an important yet challenging problem in subsurface
engineering. Fractures are characterized as thin layers with either very high or low conductivity. They
can therefore act as preferential paths or barriers and be essential to the fluid flow. The fracture width is
typically several orders of magnitude smaller than any other characteristic sizes in the reservoir, and the
flow rate can be orders of magnitude larger or smaller than in the surrounding matrix. This pose great
challenges to the fracture model and the numerical method.

In this work we consider a discrete fracture-matrix (DFM) model, where the fractures are modeled as
lower dimensional interfaces embedded in the rock matrix. We assume Darcy flow both in the matrix and the
fracture, and we only consider the case where the permeability in the fractures are orders of magnitude larger
than in the matrix. As flow model we consider incompressible single-phase flow governed by conservation of
mass and Darcy’s law. The flow problem is then coupled to a transport problem for a passive solute.

A common strategy to represent fractures in a DFM model is by averaging the governing equations across
the fractures. The fracture width is then modeled as a coefficient in the equations rather than a geometrical
property, and suitable coupling conditions between the fracture and matrix equations are applied. Common
terminologies for such approximations are mixed-dimensional, hybrid-dimensional or reduced models. A
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method for the high permeability case was presented in [1, 2], where the flow equations on mixed form are
averaged over the interface assuming a continuous pressure. This model was later generalized by [3] and [4]
to also handle the low permeability case, where a Robin type condition on the pressure at the interface is
enforced. More recent DFM models similar to [3, 4] can be found in, e.g., [5–10].

To account for more general fracture shapes, the model in [1, 2] was extended to curved fractures in
[11, 12]. These models are derived by considering the asymptotic limit in the weak formulation as the
fracture width tends to zero and the fracture permeability tends to infinity. In this limit, the condition of a
continuous pressure follows. We mention that this model was extended to allow for pressure jumps across
the interface in [12].

An embedded finite element method (EFEM) for the model in [12] was derived in [13]. Fractures are
allowed to cut through the elements arbitrarily, and the fracture solution is represented by the restriction of
the basis functions for the higher dimensional matrix elements. Contributions from the fracture to the fluid
flow is included by superposition. A great advantage of this method is that it handles very general fracture
geometry, including curved interfaces, bifurcations and intersections, and it is also easy to implement. The
assumption of a continuous pressure along the fracture interface is a key ingredient as it allows for continuous
elements. However, the normal flux is discontinuous across the fracture interface leading to loss of regularity,
which can be resolved by local refinement close to the fractures based on an a priori error estimate. In this
work, we apply EFEM for the pressure problem.

For the family of lower dimensional DFM models where the pressure is not assumed to be continuous, a
great variety of numerical methods are suggested. We mention for instance finite element methods [4, 14, 15],
finite volume methods [5, 16, 17], discontinuous Galerkin methods [18], mimetic finite difference methods
[19, 20] and virtual element methods [21], all of which require a conforming mesh across the fracture interface.
Different schemes with mortar coupling that allows for non-conforming meshes are presented in, e.g., [6, 10],
but still the mesh needs to explicitly represent the fractures. Fully non-conforming discretizations have been
realized through extended finite elements [8, 12, 22, 23].

The embedded DFM (EDFM) introduced by [24] is another approach where the fractures are allowed
to cut arbitrarily through the higher dimensional mesh, see also [25–29] for newer contributions. EDFM is
based on the two-point flux approximation (TPFA) where the fracture-fracture and fracture-matrix trans-
missibilities are approximated from geometrical quantities. Similar to EFEM, they are only valid for high
permeability fractures, but the recently introduced projection-based EDFM (pEDFM) [30, 31] are also able
to handle low permeability fractures. An important difference to EFEM is that the fractures are represented
by their own lower dimensional elements along the fracture interface.

A comprehensive comparison of several DFM models for single-phase flow was conducted in a recent
benchmark study [32]. We follow up on this study and evaluate EFEM on a selection of these benchmark
problems.

The transport problem is also modeled by a reduced (or mixed-dimensional) model, see e.g., [2, 21, 33],
where a coupling term models flow between the fracture and the matrix. We assume advection dominated
flow since we are primarily interested in the coupling with the flow problem. In this work we present a
novel discretization that is compatible with EFEM in the sense that the same computational mesh can be
applied. This ensures that we have the same flexibility in terms of fracture geometry and meshing for the
coupled solution strategy as is the case for EFEM. More specifically, we apply a zeroth order upwind finite
volume method (FVM), where the fracture solution is represented by elements cut by the fracture, and
where the coupling term is approximated in a non-standard way by evaluating the normal velocity (flux)
on the boundary of such elements. We mention here that an alternative approach is to use the CutFEM
technology, see [34] for a stationary convection problem and [35] for a general introduction to CutFEM. For
compatibility of the numerical solvers, we must require the velocity approximation from the flow problem
to be locally conservative. This is not directly obtained by EFEM, but is achieved through a postprocessing
step [36].

We mention that combining FEM and FVM for heterogeneous and fractured porous media have been
studied before, e.g., the finite element–finite volume method [37, 38], where FEM is used for the flow problem
and a node-centered finite volume method is used for transport. This method was extended in [39] to allow
for a discontinuous solution across interfaces for the transport problem. However, this approach requires



A simple embedded DFM model 3

fractures to me aligned with element boundaries and uses a dual mesh for the transport solver.
This paper is organized as follows. In Section 2 we describe the discrete fracture-matrix models and the

governing equations for the coupled flow and transport problem. Next, in Section 3, we define the numerical
methods. This includes EFEM for the flow problem, FVM for the transport problem, and the velocity
approximation which couples the two subproblems. In Section 4 some numerical results are presented,
including a realistic problem with a complex fracture network. Finally, we make some concluding remarks
in Section 5.

2. Model formulation

As model problem we consider incompressible single-phase flow with advective transport of a concen-
tration in a fractured porous media. Let Ω ∈ Rd, with d = 2, 3, be a convex polygonal domain with an
embedded interface Γ representing the fractures. The bulk domain Ω\Γ will be referred to as the matrix. We
denote by κ and φ the symmetric positive definite permeability tensor and porosity of the matrix, respec-
tively. The fracture permeability is assumed to be isotropic and is denoted κΓ. We denote by w and φΓ the
fracture aperture and the porosity of the fractures, respectively. Moreover, kΓ = wκΓ is the effective (scaled
by fracture aperture) fracture permeability. Next, q and qΓ denotes source or sink terms in the matrix and
fractures, respectively. The primary unknowns are the fluid pressure p, from which we can derive the fluid
velocity u, and the concentration c.

For the flow problem, the boundary ∂Ω is partitioned into a Dirichlet and Neumann part, denoted ∂Ωd
and ∂Ωn, respectively. For the transport problem, we let ∂Ωin := {x ∈ ∂Ω|u · n < 0} denote the inflow
boundary, and ∂Ωout := {x ∈ ∂Ω|u · n ≥ 0} denote the outflow boundary, where n is the outward pointing
unit normal.

We use the standard notation Hs(ω) for the Sobolev space of order s on ω with the special cases
L2(ω) = H0(ω) and H1

0 (Ω) = {v ∈ H1(Ω) : v|∂ΩD
= 0}. The space of continuous functions on ω is denoted

C(ω). For a normed vector space V , we let ‖·‖V denote the norm on V . For V = L2(ω), we use the notation
‖ · ‖L2(ω) = ‖ · ‖ω, and denote by (·, ·)ω the L2 scalar product.

In the following, we restrict this presentation to the two dimensional case, i.e., d = 2, but most of the
theory and methods considered herein can by extended to three dimensions in a straight forward manner.

2.1. Fracture representation
We allow for bifurcating fractures and represent Γ as a graph with nodes N = {xi}i∈In and edges

G = {Γj}j∈Ig , where In and Ig are finite index sets, and each Γj is a curve between two nodes with indices
In(j). For each i ∈ In, we let Ig(i) be the set of indices corresponding to curves for which xi is an end point.
Furthermore, let {Ωi}nd

i=1 be a partition of Ω into nd subdomains defined by Γ. See Fig. 1a.
We fix an orientation of each Γj such that the positive direction is from the node with lowest index

towards the node with highest index. Then we define nΓ to be the unit normal on Γ pointing from the left
side towards the right when facing the positive direction of Γ, see Fig 1b. For a scalar function v, possibly
discontinuous at Γ, we define the jump as

JvK = v+ − v−, on Γ, (2.1)

where

v+(x) = lim
ε→0+

v(x + εnΓ), x ∈ Γ, (2.2)

v−(x) = lim
ε→0+

v(x− εnΓ), x ∈ Γ. (2.3)

For a vector valued function v, we define the jump in the normal component across Γ as

Jv · nK = v+ · n+ + v− · n−, (2.4)

where n+ = −nΓ and n− = nΓ.
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Fig. 1: Illustration of domain and fracture representation.

2.2. Pressure problem
The fractures are modeled as embedded surfaces with high permeability. Our model is essentially the

same as the one presented in [2, 12]. It was further studied in [13], where it was extended to bifurcating
cracks. The embedded model is derived as the asymptotic limit in the weak formulation as the fracture
aperture goes to zero and the fracture permeability goes to infinity. We refer to [2, 12] for further details.

Boundary value problem. The governing equations for the pressure problem are

−∇ · (κ∇p) = q, in Ω, (2.5a)
−∇Γ · (kΓ∇Γp) = qΓ + J(κ∇p) · nK, on Γ, (2.5b)

JpK = 0, on Γ, (2.5c)

where ∇Γ = P∇ is the tangential gradient with P = I− nΓ ⊗ nΓ. The first equation (2.5a) is the standard
Darcy equation for single-phase flow describing conservation of mass. Eq. (2.5b) governs conservation of
mass in the fractures, where the last term on the right hand side represents a coupling term for the normal
velocity across Γ. The last equation (2.5c) is another coupling term, and represents a reasonable assumption
for high conductive fractures. The model can also be extended to a non-zero pressure jump [12].

We equip the governing equations with Dirichlet and Neumann boundary conditions, i.e.,

p = pd, on ∂Ωd, (2.5d)
(κ∇p) · n = un, on ∂Ωn. (2.5e)

Furthermore, we enforce continuity of pressure at the interface nodes,

pΓk
(xi) = pΓl

(xi), ∀k, l ∈ Ig(i),∀i ∈ In, (2.5f)

and apply the Kirchhoff condition∑
j∈Ig(i)

((kΓj∇ΓjpΓj ) · tΓj )|xi = 0, ∀i ∈ In \ In,n, (2.5g)

((kΓj
∇Γj

pΓj
) · tΓj

)|xi
= wun, ∀i ∈ In,n, (2.5h)

where tΓj
is the exterior unit tangent to Γj (see Fig. 1b) and In,n ⊂ In is the set of indices whose corre-

sponding nodes belong to ∂Ωn. We remark that Eq. (2.5g) ensures mass balance at the interface nodes,
while Eq. (2.5h) is a Neumann condition for the part of Γ that intersects with ∂ΩN , and where the fracture
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width w is taken into account. Observe that Eq. (2.5g) implies a homogeneous Neumann condition at the
fracture tip if the tip is in the interior of Ω. This is a natural approximation that is commonly used, see
e.g., [5–7, 10].

The fluid velocity is defined by Darcy’s law as u = −κ∇p. We note that uΓ = −kΓ∇Γp gives the flow
rate through the cross section of the fracture rather than the velocity.

Weak formulation. We define the following function spaces,

VΓ(Γ) = {v ∈ C(Γ) : v ∈ H1(Γj), ∀j ∈ Ig}, (2.6)
V0(Ω) = {v ∈ H1

0 (Ω) : v|Γ ∈ VΓ(Γ)}, (2.7)
Vd(Ω; vd) = {v ∈ H1(Ω) : v|∂Ωd = vd, v|Γ ∈ VΓ(Γ)}. (2.8)

Then multiply (2.5a) by a test function v ∈ V0(Ω), integrate over Ω and apply Green’s formula on each
subdomain Ωi, to obtain

(q, v)Ω =
nd∑
i=1

(−∇ · (κ∇p) , v)Ωi

=
nd∑
i=1

(
(κ∇p,∇v)Ωi

− ((κ∇p) · ni, v)∂Ωi

)
= (κ∇p,∇v)Ω − (J(κ∇p) · nK, v)Γ − (uN , v)∂Ωn

= (κ∇p,∇v)Ω − (qΓ, v)Γ − (∇Γ · (kΓ∇Γp), v)Γ − (un, v)∂Ωn
. (2.9)

Notice that ni denotes the unit normal pointing out of Ωi. Then apply Green’s formula on Γ and use the
Kirchoff conditions, Eq. (2.5g)–(2.5h), to obtain

− (∇Γ · (kΓ∇Γp), v)Γ =
∑
j∈Ig

−
(
∇Γj · (kΓj∇Γjp), v

)
Γj

=
∑
j∈Ig

(
kΓj
∇Γj

p,∇Γj
v
)

Γj
−
∑
j∈Ig

∑
i∈In(j)

(
(kΓj
∇Γj

p) · tΓj
, v
)
xi

= (kΓ∇Γp,∇v)Γ −
∑
i∈In

∑
j∈Ig(i)

(
(kΓj
∇Γj

p) · tΓj

)
|xi
v(xi)

= (kΓ∇Γp,∇v)Γ −
∑
i∈In,n

wun(xi)v(xi). (2.10)

Combing these equations we get the following weak formulation. Find p ∈ Vd(Ω; pd) such that

a(p, v) = l(v), ∀v ∈ V0(Ω), (2.11)

where

a(u, v) = (κ∇u,∇v)Ω + (kΓ∇Γu,∇v)Γ , (2.12)

l(v) = (q, v)Ω + (qΓ, v)Γ − (uN , v)∂Ωn
−
∑
i∈In,n

wun(xi)v(xi). (2.13)

Observe that the contribution from the fractures are included by superposition, i.e., by evaluating lower
dimensional integrals along Γ.

Remark 2.1. When applying Green’s formula in Eq. (2.9), we assume that there are no interfaces Γj that
terminates in the interior of Ω (as is the case for Γ2 in Fig. 1a). In such cases we can divide in two the
domains Ωi with a terminating node such that the two new domains, denoted Ωia and Ωib, are separated by
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the interface with the terminating node and an artifical line connecting the terminating node with either ∂Ω
or another interface. We can then replace the contribution from Ωi by the sum of the contributions from
Ωia and Ωib in Eq. (2.9). For the situation in Fig. 1a, we may for instance divide Ω1 into two subdomains,
Ω1a and Ω1b, separated by Γ2 and a line connecting x3 with the upper left corner of Ω. We mention that a
similar approach was used in [5].

2.3. Transport problem
Advective transport in the fractured domain is modeled by a reduced (or mixed-dimensional) model, see

e.g., [2, 21, 33],

φ
∂c

∂t
+∇ · (uc) = f(c), in Ω× (0, T ], (2.14a)

wφΓ
∂cΓ
∂t

+∇Γ · (uΓcΓ)− Ju · nc∗K = fΓ(cΓ), in Γ× (0, T ], (2.14b)

Initial and boundary conditions are given as

c = c0, on Ω× {0}, (2.14c)
cΓ = cΓ,0, on Γ× {0}, (2.14d)
c = cb, on ∂Ωin × (0, T ], (2.14e)
cΓ = cΓ,b, on Γin × (0, T ]. (2.14f)

Here c0 and cΓ,0 are the initial concentrations in the matrix and fractures, respectively, while cb and cΓ,b
are the inflow concentrations for the matrix and fractures, respectively. The right hand sides denote source
terms, defined as

f(c) = q̌c+ q̂cw =
{
qc, if q ≤ 0,
qcw, if q > 0,

(2.15a)

fΓ(cΓ) = q̌ΓcΓ + q̂Γcw =
{
qΓcΓ, if qΓ ≤ 0,
qΓcw, if qΓ > 0,

(2.15b)

where q̌ = min(q, 0) and q̂ = max(q, 0), and cw is the inflow concentration from the source term. The third
term in the fracture equation (2.14b), Ju · nc∗K, is a coupling term that models flow between the fracture
and matrix. Here, c∗ is interpreted as

c∗± =
{
c±, if (u · n)± ≥ 0,
cΓ, otherwise,

on Γ× (0, T ]. (2.16)

Observe that the transport problem is coupled to the pressure problem through the velocities u and uΓ.

3. Numerical methods

3.1. Preliminaries
Domain discretization. Let Kh be a partition of Ω, and denote by K ∈ Kh an element of the partition. We
let K ∈ Kh be open such that

⋃
K∈Kh

K̄ = Ω̄. The diameter of K is denoted hK , while h is the maximum
diameter of all elements. We assume Kh to be regular and quasi-uniform. By regular we mean that all
elements are convex and that there exists ρ > 0 such that each element K ∈ Kh contains a ball of radius
ρhK in its interior. Furthermore, Kh is quasi-uniform if there exists τ > 0 such that h/hK ≤ τ for all
K ∈ Kh.

We denote by Fh the set of all element faces. This set is then divided into the set of interior faces,
Fh,i, and boundary faces, Fh,b. We assume that each face in Fh,b is either completely on the Dirichlet or
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Neumann part of the boundary, such that Fh,b can be split into Fh,d and Fh,n, i.e., the sets of faces on the
Dirichlet and Neumann boundary, respectively. Similarly, let Fh,in and Fh,out be the set of boundary faces
on the inflow and outflow boundary, respectively. For each face F ∈ Fh we choose an orientation and let
nF denote the unit normal in this direction. The unit normal vector on F ∈ Fh,b is chosen to coincide with
the outward unit normal. Furthermore, nK denotes the unit normal pointing out of K. We will also use
the notation |K| for the measure of K, and similarly |F | for the measure of F .

For the transport solver, we further divide Kh into two subsets, Km
h and Kf

h, where Kf
h contains all

fractured cells, Kf
h = {K ∈ Kh : K ∩ Γ 6= ∅}, and Km

h = Kh \ Kf
h, see Fig. 2a. The set of interior faces,

Fh,i are then partitioned into three subsets, Ff
h,i, Fm

h,i and Ffm
h,i , where Ff

h,i are the set of faces between
two fractured elements, Fm

h,i is the set of faces between two matrix elements, and Ffm
h,i are the sets of faces

between a fracture and a matrix element.

Remark 3.1. In the situation where Γ coincides with an element face F = ∂K− ∩ ∂K+ ∈ Fh,i, we need
to choose which of the neighboring elements that belong to Kf

h. One possibility is to choose the element for
which nΓ is exterior, i.e., K−. For the numerical examples presented in Section 4 we have avoided this
situation.

Jump and average operators. We define the jump operator J·K over a face F ∈ Fh in the same way as we
did for the jump over Γ, see Eq. (2.1) and (2.4), where nF now defines the orientation. Furthermore, we
denote by {{·}}θ the weighted average operator on F , defined as

{{v}}θ = θF v− + (1− θF )v+, (3.1)

where θF = θ|F and 0 ≤ θ ≤ 1. For θ = 1
2 we simply write {{·}} without any subscript. For F ∈ Fh,b we

define the jump and average operators as the one sided value, i.e.,

JvK = {{v}}θ = v−. (3.2)

Finite dimensional function spaces. In our implementation we work with quadrilateral elements, but the all
numerical methods can equally well be formulated on other elements, e.g., triangular. Denote by K̂ = (0, 1)2

the reference element with coordinates (ξ, η), and by MK the mapping from K̂ to K. With this, we denote
by Q̂r(K̂) the tensor product of polynomial spaces of degree less than or equal to r in each spatial direction,
i.e.,

Q̂r(K̂) =
{
v ∈ H1(K̂) : v =

(∑r
i=0 aiξ

i
) (∑r

i=0 biη
i
)
, ai, bi ∈ R

}
. (3.3)

Next, Qr(K) denotes the reference element functions mapped to the actual element K,

Qr(K) = {v̂ ◦M−1
K : v̂ ∈ Q̂r(K̂)}. (3.4)

We may now define the following function spaces of piecewise polynomials of order r > 0,

Qr(Kh) = {v ∈ C(Ω) : v|K ∈ Qr(K),K ∈ Kh}, (3.5)
Qr,d(Kh; vd) = {v ∈ Qr(Kh) : v|∂Ωd = vd}. (3.6)

Moreover, we define the following spaces of piecewise constant functions (r = 0),

Q0(Kh) = {v ∈ L2(Ω) : v|K = aK , aK ∈ R,K ∈ Kh}, (3.7)
Q0(Fh) = {v ∈ L2(Fh) : v|F = aF , aF ∈ R, F ∈ Fh}. (3.8)

Finally, we denote by (·, ·)Kh
and (·, ·)Fh

the broken L2 scalar products, i.e.,

(u, v)Kh
=
∑
K∈Kh

(u, v)K , (u, v)Fh
=
∑
F∈Fh

(u, v)F . (3.9)
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3.2. Pressure problem
We follow [13] and approximate the pressure solution with piecewise bilinear functions by restricting the

weak formulation (2.11) to the finite dimensional subspaceQ1,d(Kh; pd) ⊂ VD(Ω; pd). Find ph ∈ Q1,d(Kh; pd)
such that

a(ph, v) = l(v), ∀v ∈ Q1,d(Kh; 0). (3.10)

The following a priori error estimate for the pressure approximation was proved in [13]. Let Nh(K) ⊂ Kh
be the set of all elements which are node neighbors ofK, and let hΓ denote the mesh parameter in the vicinity
of Γ such that hK ≤ hΓ for all K ∈ Nh(Kf

h). Then it holds that

‖p− ph‖Ω + ‖p− ph‖Γ . (hΓ + h2)
(
nd∑
i=1
‖p‖H2(Ωi)

)
+ h2

Γ‖p‖H2(Γ). (3.11)

As a consequence, one should refine locally around the fractures until hΓ ∼ h2 to obtain the optimal order
of convergence in terms of h.

Remark 3.2. The estimate (3.11) was proved in [13] for the simple geometry where Γ is a smooth embedded
interface in the interior of Ω without boundary. It can be extended to the case where Γ is represented as
a graph. However, depending on the geometry of Γ, we may loose some regularity of the solution (this is
especially the case for terminating nodes in the interior of Ω, e.g., x2 in Fig. 1a), so that we must replace
the term (hΓ + h2) by (hΓ + hs) for some s ∈ [1, 2]. Yet, the condition hΓ ∼ h2 is still sufficient to obtain
the optimal convergence in terms of h since refinement around Γ also means refinement around the interface
nodes.

3.3. Transport problem
We approximate the concentration solution by piecewise constants ch ∈ Q0(Kh), and let ch on Kf

h

represent the concentration in the fractures, and ch on Km
h represent the concentration in the matrix. We use

an upwind approximation of the concentration on element faces. The numerical scheme can be formulated as
a zeroth order finite volume method (FV), or equivalently as a zeroth order Discontinuous Galerkin method
(DG). We only express the FV formulation here, and refer to Appendix A.1 for the DG formulation.

FV formulation. We integrate the matrix equation (2.14a) over K ∈ Km
h to obtain the integral formulation∫

K

φ
∂c

∂t
+
∫
∂K

u · nKc =
∫
K

f(c), K ∈ Km
h . (3.12)

Similarly, for K ∈ Kf
h, we integrate the fracture equation (2.14a) over K ∩ Γ to obtain∫

K∩Γ
wφΓ

∂cΓ
∂t

+
∫
∂(K∩Γ)

uΓ · nK∩ΓcΓ −
∫
K∩Γ

Ju · nc∗K =
∫
K∩Γ

fΓ(cΓ), K ∈ Kf
h. (3.13)

The lowest order finite volume method is then obtained by replacing c by ch ∈ Q0(Kh). We use an
upwind approximation on ∂K, i.e.,

u · nKch|F=∂K∩∂K̃ =
{

u · nKch|K , if u · nK ≥ 0,
u · nKch|K̃ , if u · nK < 0,

(3.14a)

where K̃ is a neighbor element of K. If F ⊂ ∂K is a boundary face, we have

u · nKch|F=∂K∩∂Ω =
{

u · nKch|K , if u · nK ≥ 0,
u · nKcb, if u · nK < 0.

(3.14b)
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An equivalent upwind approximation of ch is used on ∂(K ∩ Γ).
Recall the definition of the vector valued jump in Eq. (2.4). The coupling term in Eq. (3.13), with c

replaced by ch, can be written as

Ju · nc∗hK = (u · nΓc
∗
h)− − (u · nΓc

∗
h)+, on K ∩ Γ. (3.15)

Given a velocity approximation that is continuous in the interior of an element, we see that Ju ·nc∗hK vanish
as long as Γ is not aligned with the element faces. This would result in no coupling between the fracture
and the matrix. To overcome this, we approximate the flow between matrix and fracture by evaluating
(u · nΓc

∗
h)± on the part of the element boundary that borders to matrix elements, i.e.,∫

K∩Γ
Ju · nc∗hK ≈

∑
K̃∈Km

h

∫
∂K̃∩∂K

u · nKch, (3.16)

where the upwind scheme (3.14) applies. Since ch on K ∈ Kf
h represents the approximation in the fracture,

(3.16) is compatible with the condition (2.16). Given the low order method, the approximation (3.16) seems
reasonable when combined with local refinement around Γ.

We apply the implicit Euler (IE) method as time integrator. For simplicity, we use constant time steps
∆t, and let cnh denote the approximation at t = n∆t, with c0h = Q0c0, where Q0 is a projection operator
from L2(Ω) to Q0(Kh).

To sum up, the FV-IE scheme can be formulated as follows. Find cn+1
h ∈ Q0(Kh) such that∫

K

φ
cn+1
h − cnh

∆t +
∫
∂K

u · nKcn+1
h =

∫
K

fn+1(cn+1
h ), ∀K ∈ Km

h , (3.17a)∫
K∩Γ

wφΓ
cn+1
h − cnh

∆t +
∫
∂(K∩Γ)

uΓ · nK∩Γc
n+1
h −

∑
K̃∈Km

h

∫
∂K̃∩∂K

u · nKcn+1
h

=
∫
K∩Γ

fn+1
Γ (cn+1

h ), ∀K ∈ Kf
h. (3.17b)

Interpretation of solution. In the numerical method, c|K∩Γ, for K ∈ Kf
h, is represented by the value ch|K .

However, K also contains subdomains belonging to the matrix, whose concentration solution we represent by
the solution in the neighboring matrix elements, see Fig. 2 for an illustrative example. For a single fracture
the matrix concentration in K to the left/right of Γ is given by the solution in the left/right-neighboring
matrix elements. For cells K with intersecting or bifurcating fractures, this interpretation is slightly more
complex, as Γ divides K into more than two subdomains. We refer to Appendix A.2 for a well-defined
interpretation.

3.4. Velocity model
We observe from the transport model, Eq. (3.17), that we need the flux (normal velocity) over the

element faces. We denote the flux by U and define it as

U =


−κ∇p · nF , on F ∈ Fh \

(
Ff
h,i ∪ Fh,n

)
,

− 1
|F |kΓ∇Γp · tΓ,F , on F ∈ Ff

h,i,

un, on F ∈ Fh,n,
(3.18)

where tΓ,F is the unit tangent to Γ oriented in the same direction as nF . Recall that kΓ = wκΓ so that
kΓ∇Γp ·tΓ gives the flow rate rather than the velocity. The reason for multiplying by 1/|F | for faces F ∈ Ff

h,i
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(a) Partition of Kh into matrix (Km
h) and fracture

(Kf
h) elements.

(b) Original numerical concen-
tration solution, ch ∈ Q0(Kh).

(c) Interpreted concentration so-
lution on fracture elements K ∈
Kf

h.

Fig. 2: Synthetic example of partition into matrix and fracture elements, and corresponding interpretation of concentration
solution. The interpreted solution on interface elements K ∩ Γ is visualized with a fixed (exaggerated) thickness.

is that we want to work directly on Fh so that when U is integrated over F we get the total flow rate through
F . With this definition of U we can simplify two terms in Eq. (3.17b),∫

∂(K∩Γ)
uΓ · nK∩Γc

n+1
h −

∑
K̃∈Km

h

∫
∂K̃∩∂K

u · nKcn+1
h =

∫
∂K

Ucn+1
h nK · nF . (3.19)

The term nK · nF is either plus or minus 1 depending on the orientation of F .
For the coupled flow and transport problem, the velocity is derived from the pressure approximation ph.

The pressure gradient, ∇ph, is not continuous across element faces, so a naive flux approximation is to use
the average value,

Uh =


−{{κ∇ph · nF }}ϑ, on F ∈ Fh \

(
Ff
h,i ∪ Fh,n

)
,

− 1
|F |{{kΓ∇Γph · tΓ}}, on F ∈ Ff

h,i,

un, on F ∈ Fh,n.
(3.20)

Recall the definition of the average operator in Eq. (3.1). As weights we follow [36] and use weights equal
to the normal component of the permeability of the neighboring cell. Hence,

ϑF = δ+
Kn

δ+
Kn + δ−Kn

, δ±Kn = nF · (κ±nF ), (3.21)

where κ± are the permeabilities of the two cells sharing F . For a fractured cell we use κ = κΓI, and for
F ∈ Fh,b, ω|F = 1/δ−Kn. In the case of isotropic permeability, i.e., κ = κI, observe that ϑF = κ+/(κ+ +κ−)
such that

Uh = −{{κ∇ph · nF }}ϑ = − κ+κ−
κ+ + κ−

(∇ph)− · nF −
κ−κ+

κ+ + κ−
(∇ph)+ · nF = −ke{{∇ph · nF }}, (3.22)

where ke = 2κ+κ−
κ++κ−

is the effective face permeability (harmonic average).
We say that a flux approximation Uh on Fh is locally conservative if∫

∂K

Uh(nK · nF ) =
∫
K

q, ∀K ∈ Kh. (3.23)

As reported in [36], Eq. (3.20) does not define a locally conservative flux approximation. If coupled to the
transport scheme one may get unphysical solutions due to artificial sinks and sources. To deal with this,
we apply the postprocessing method presented in [36]. This method was shown to preserve accuracy of the
velocity solution and was demonstrated to be especially beneficial for highly heterogeneous media.
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Variationally consistent postprocessing of fluxes. The core idea of the postprocessing method is to add a
piecewise constant correction to Uh under the constraint that the correction is minimized in a weighted L2

norm,

‖v‖ω,Fh
=
√

(ωv, v)Fh
, (3.24)

where ω are positive and bounded weights. We define the weight on F ∈ Fh as the inverse of the effective
normal component of the permeability,

ω|F = δ+
Kn + δ−Kn
2δ+

Knδ
−
Kn

. (3.25)

These weights were demonstrated to be a good choice for heterogeneous permeability as low permeable
interfaces are better preserved compared to minimizing in the standard L2 norm (ω = 1) [36].

Next, we define a residual operator, R : L2(Fh) → Q0(Kh), measuring the discrepancy from local
conservation,

R(U)|K =
{

1
|K|
(∫
K
q −

∫
∂K

UnF · nK
)
, K ∈ Km

h ,
1
|K|
(∫
K∩Γ qΓ −

∫
∂K

UnF · nK
)
, K ∈ Kf

h.
(3.26)

With this we define the postprocessed flux, Vh, as follows.

Vh =
{
Uh + ω−1JyK, on F ∈ Fh \ Fh,n,
un, on F ∈ Fh,n,

(3.27)

where y ∈ Q0(Kh) is the unique solution to(
ω−1JyK, JwK

)
Fh\Fh,n

= (R(Uh), w)Kh
, ∀w ∈ Q0(Kh). (3.28)

For further details on the postprocessing method, we refer to [36].

Coupled formulation. Applying Eq. (3.19) and using Vh as an approximation to U , the FV-IE scheme,
Eq. (3.17), can be formulated as follows. Find cn+1

h ∈ Q0(Kh) such that∫
K

φ
cn+1
h − cnh

∆t +
∫
∂K

Vhc
n+1
h nK · nF =

∫
K

fn+1(cn+1
h ), ∀K ∈ Km

h , (3.29a)∫
K∩Γ

wφΓ
cn+1
h − cnh

∆t +
∫
∂K

Vhc
n+1
h nK · nF =

∫
K∩Γ

fn+1
Γ (cn+1

h ), ∀K ∈ Kf
h. (3.29b)

Note that the second term in Eq. (3.29b) contains both the flux along the fracture and the coupling term,
cf. Eq. (3.19).

4. Numerical results

In this section we demonstrate the numerical methods presented in Section 3. First, in Section 4.1, we
consider a pure transport problem where the velocity is given explicitly and the exact solution is known.
This is to verify our transport model, Eq. (3.29), and in particular our approximation of the coupling term,
see Eq. (3.16).

Next, in Section 4.2, we consider two benchmark cases for the pure pressure problem presented in [32].
The first case is a regular fracture network, while the second problem is a realistic case with a complex
fracture network. The aim is to compare EFEM, Eq. (3.10), to other DFM models for single-phase flow.

Finally, in Section 4.3, we solve the coupled pressure and transport problem on the same cases as in
Section 4.2. This will reveal the capabilities of our solution approach.
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(0, 0)

(1, 1)

(a) Inflow case.

(0, 0)

(1, 1)

(b) Outflow case.

Fig. 3: Pure transport problem: Description of the two cases. Arrows describe the velocity field.

All implementation of the numerical methods are based on the open-source software deal.II [? ]. We
only consider 2D problems, but our fracture model and numerical methods can be applied to 3D problems
as well. All meshes are built up of quadrilateral elements. The meshes may be locally refined by recursively
dividing selected elements in four, but we allow for no more than one hanging node per element face. The
number of degrees of freedom are denoted Ndof.

4.1. Pure transport problem
We consider first a pure transport problem with an explicitly given velocity field. Let Ω = (0, 1)2 and

Γ = (0, 1) × {0.5}. The fracture velocity, uΓ = uΓ · (1, 0) = 10, and we consider two cases for the matrix
velocity, u. Either u = (0, 1) for y < 0.5 and u = (0,−1) otherwise, or u = (0,−1) for y < 0.5 and u = (0, 1)
otherwise. The two cases are depicted in Fig. 3 and are denoted inflow and outflow, respectively. In both
cases we set w = 1 and use initial and boundary conditions c0 = 0 and cb = 1.

The 1D advective transport equation describing the fracture concentration, cΓ, is given as

w
∂cΓ
∂t

+ uΓ
∂cΓ
∂x
− Ju · nc∗K = 0, on Γ, (4.1a)

cΓ = 1, at x = 0. (4.1b)

For the inflow case we have c∗ = c, and for the outflow case c∗ = cΓ. Both cases are solved on uniform N×N
meshes with time steps dt = 0.001, and the simulations are run until a steady-state solution is reached.

Inflow case. For the inflow case the concentration front from the top and bottom boundary moves with
speed 1, so that Ju · nc∗K = 2c with c = 0 for t < 0.5 and c = 1 for t > 0.5. Hence, the exact solution for
t < 0.5 reads

cΓ(x, t) =
{

1, x < uΓ
w t,

0, x ≥ uΓ
w t.

(4.2)

At steady-state, c = 1 in the matrix, and the exact steady-state solution is

css
Γ (x) = 1 + 2w

uΓ
x. (4.3)

The approximation, ch, along the fracture is plotted at t = 0.05 and t = 1.5 (steady-state) in Fig. 4 and
compared to the exact solution.
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(b) Steady-state solution, t = 1.5.

Fig. 4: Pure transport problem — inflow case: Fracture concentration on uniform N ×N meshes compared to exact solution.
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(b) Steady-state solution, t = 1.5.

Fig. 5: Pure transport problem — outflow case: Fracture concentration on uniform N ×N meshes compared to exact solution.

Outflow case. For the outflow case, Ju · nΓc
∗K = −2cΓ, so that the exact solution reads

cΓ(x, t) =
{

exp{− 2
uΓ
x}, x < uΓt,

0, x ≥ uΓt.
(4.4)

The approximation, ch, along the fracture is plotted at t = 0.05 and t = 1.5 (steady-state) in Fig. 5 and
compared to the exact solution.

We observe that we get the correct steady-state solution in both cases, and that the velocity of the
concentration front is correct. Due to the low order method we get significant numerical diffusion as expected,
but we see that the front gets sharper as N increases.

4.2. Benchmark cases for the pure pressure problem
In this section we consider two of the benchmark cases defined in [32] for the pure pressure problem.

We only consider the cases where all fractures have higher permeability than the surrounding matrix as
our model only applies to such problems. We employ the exact same problem setup as [32] and compare
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Table 1: List of the participating methods in the benchmark paper [32].

Method Description
Box Vertex-centered finite-volume method
TPFA Control volume finite difference method with two-point flux approximation
MPFA Control volume finite difference method with multi-point flux approximation
EDFM Embedded discrete fracture-matrix model
Flux-Mortar Mortar discrete fracture-matrix model
P-XFEM Primal extended finite element method
D-XFEM Dual extended finite element method

x

y

u
·n

=
−

1

u · n = 0

u · n = 0
p

=
1

( 3
8 ,

3
8
)

( 3
4 ,

3
4
)

( 1
2 ,

1
2
)

(a) Problem description. (b) Reference pressure solution.

Fig. 6: Benchmark 1 (pressure problem).

our results with those given therein1. The six methods considered in this study are listed in Table 1. We
only give a very brief description of these methods here, and refer to [32] and references therein for further
details. Our method will be denoted EFEM.

4.2.1. Benchmark 1: Regular fracture network
Benchmark 1 is a regular fracture network embedded in the unit square, Ω = (0, 1)2, see Fig. 6a. The

top an bottom boundary faces have homogeneous Neumann conditions (no flow); the left boundary face has
a constant inflow flux, u · n = −1; and the right boundary face has Dirichlet condition pd = 1. The rock
properties are κ = I, κΓ = 104 and w = 10−4.

A reference solution is obtained in [32] by using a mimetic finite difference (MFD) method on a very fine
reference mesh where the fractures are resolved by 10 elements in their normal direction. The reference mesh
is coarser away from the fractures and has a total of 1175056 elements. Hence, the fractures are not modeled
as a lower dimensional embedding, but as a continuous model with κ = κΓI in the fracture elements. We
denote by Kref the reference elements and by pref the reference solution. The reference solution is displayed
in Fig. 6b.

1All results reported in [32] are public available at https://git.iws.unistuttgart.de/benchmarks/fracture-flow.
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Fig. 7: Benchmark 1 (pressure problem). Locally refined meshes with Ndof equal to 932, 4532 and 19579, respectively. Fractures
are included as red lines. We avoid fractures along element faces.

To measure the error in the pressure solution, we define two error functions, errm and errf, measuring
the error in the matrix and fractures, respectively,

err2
m = 1

|Ω|(∆pref)2

∑
f=Kref∩K

|f |(ph|fm − pref|Kref)2 ≈ 1
|Ω|(∆pref)2 ‖ph − pref‖2L2(Ω), (4.5)

err2
f = 1
|Γ|(∆pref)2

∑
e=(Kref∩K)∩Γ

|e|(ph|em
− pref|Kref)2 ≈ 1

|Γ|(∆pref)2 ‖ph − pref‖2L2(Γ), (4.6)

where ∆pref = maxΩ pref−minΩ pref and fm and em denotes the midpoints of f and e, respectively. Observe
that these are L2 errors where the integrals are approximated by the midpoint rule.

We solve the pressure problem on both uniform N × N meshes with N = {19, 37, 73, 139}, denoted
UMRN , and three locally refined meshes, denoted LRi, for i = 1, 2, 3, where the local refinement is based on
the a priori estimate (3.11) such that hΓ . h2 where hΓ is the element size in the vicinity of the fractures.
The LR meshes are shown in Fig. 7. The errors ares plotted against Ndof in Fig. 8. We see that the error
for the uniform meshes has convergence order N−1/2

dof in accordance with the error estimate, while the error
is lower and converge faster for the LR meshes.

In Table 2 we compare our results with the ones reported in [32], and we observe that the results are
in good agreement. Furthermore, in Fig. 9 the pressure along the lines y = 0.7 and x = 0.5 are plotted,
similarly to the results reported in [32]. We observe a good match with the reference solution, and in
particular we see that the LR mesh gives better accuracy close to the fractures.

Remark 4.1. We would like to point out that the error functions in [32] are defined in a similar way, but
instead of using ph directly, the projection of ph onto piecewise constant functions on the computational
mesh is used. In the case where the pressure approximation is piecewise constant this is equivalent to what
we do. However, for higher order polynomial approximations, the error functions used in [32] would give
unfavorable results.

4.2.2. Benchmark 4: A realistic case
We consider next benchmark 4 in [32]. The geometry represents a real set of fractures from an interpreted

outcrop in the Sotra island, near Bergen in Norway, see [32] for more details. For this case Ω = (0, 700) ×
(0, 600) and Γ is the union of 64 straight fractures in a complex pattern, see Fig. 10. The matrix permeability
is set to κ = 10−14I m2. All fractures have permeability κΓ = 10−8 m2, and aperture w = 10−2 m.
We apply homogeneous Neumann boundary conditions (no flow) on the top and bottom boundary faces,
pd = 1013250 Pa on the left face, and pd = 0 Pa on the right face.
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Fig. 8: Benchmark 1 (pressure problem). Errors against Ndof. Solid lines denote the matrix error errm, and dashed lines denote
the fracture error errf for UMR (blue) and LR (red) meshes. Black dashed lines are straight lines of labeled slope. Filled
squares and triangles denote errm and errf, respectively, for the methods reported in [32].

Table 2: Benchmark 1 (pressure problem). Comparison with the results in [32] for error, matrix density (nnz denotes number
of non-zero entries in the system matrix) and matrix condition number. No. of elements for the methods in [32] are listed as
matrix elements plus fracture elements. In light of Remark 4.1 we would like to point out that Box and EDFM have continuous
pressure approximation, so that the errors associated with these would likely be smaller.

Method Ndof No. of elements errm errf nnz/N2
dof ‖ · ‖2-cond

EFEM UMR37 1444 1369 5.3e-3 1.3e-3 5.9e-3 3.3e4
EFEM LR1 932 757 2.7e-3 1.1e-3 7.0e-3 1.1e4
Box 577 1078 + 74 1.1e-2 1.9e-4 1.1e-2 2.2e3
TPFA 1481 1386 + 95 1.1e-2 4.4e-3 2.7e-3 4.8e4
MPFA 1439 1348 + 91 1.1e-2 4.5e-3 8.0e-3 5.8e4
EDFM 1501 1369 + 132 6.5e-3 4.0e-3 3.3e-3 5.6e4
Flux-Mortar 3366 1280 + 75 1.0e-2 6.9e-3 1.8e-3 2.4e6
P-XFEM 1650 961 + 164 9.3e-2 7.3e-3 8.0e-3 9.3e9
D-XFEM 4474 1250 + 126 9.6e-3 8.9e-3 1.3e-3 1.2e6
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Fig. 9: Benchmark 1 (pressure problem). Pressure solution along two lines.

Table 3: Benchmark 4 (pressure problem). DoF, number of elements, matrix density (nnz denotes number of non-zero entries
in the system matrix) and matrix condition number for EFEM on different meshes compared to the corresponding methods in
[32]. No. of elements for the methods in [32] are listed as matrix elements plus fracture elements.

Method Ndof No. of elements nnz/N2
dof ‖ · ‖2-cond

EFEMM2
2 5349 4623 1.3e-3 3.5e5

EFEMM2,r
2 9185 7629 7.2e-4 9.3e6

EFEMM4
2 33337 27666 2.0e-4 1.5e7∗

EFEMM4,r
2 33924 28104 1.9e-4 6.4e7∗

Box 5563 10807 + 1386 1.2e-3 9.3e5
TPFA 8481 7614 + 867 4.9e-4 5.3e6
MPFA 8588 7614 + 867 1.6e-3 4.9e6
EDFM 3599 2491 + 1108 1.4e-3 4.7e6
Flux-Mortar 25258 8319 + 1317 2.0e-4 2.2e17

∗ Estimate of the 1-norm condition number based on MATLABs condest command.

Denote by M0 the 7 × 6 base mesh with h = 100. Then let Mj
i be the mesh where M0 is first

refined globally i times, and then recursively refined locally around the fractures j times. With this hmin =
100 · 2−(i+j) and hmax = 100 · 2−i. Some of the fractures are very close without intersecting. It is important
to resolve this geometrical aspect so that each vertex patch only see one fracture unless the fractures are
connected. We denote byMj,r

i the mesh whereMj
i is further locally refined to resolve close non-connected

fractures. The DoFs and number of elements are reported in Table 3, along with the corresponding numbers
for the methods considered in [32]. Fig. 11 displays two of the meshes and illustrates the effect of resolving
the geometry.

Fig. 12 shows the pressure approximation on four different meshes. Observe that we have some unstabil-
ities in the solution in the upper right corner that vanish as we refine. This is due to the fact that one of the
fractures cuts the corner and that we have zero Dirichlet condition at the right end of this fracture. Figs. 13
and 14 plots the pressure approximation along the lines y = 500 and x = 625. Results on the highly refined
mesh M6

6, where all geometry is sufficiently resolved, are included as a reference solution. We clearly see
the effect of resolving the geometry, and we observe similar results to the ones reported in [32].
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10
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Fig. 10: Benchmark 4 (pressure problem). Problem description with boundary conditions. The red lines represent fractures,
the blue lines represent the lines for which the solution is plotted along in Figs. 13 and 14, and the small black box represents
the box plotted in Fig. 11.

Fig. 11: Benchmark 4 (pressure problem). Computational meshes,M2
2 [left] andM2,r

2 [right]. The top row displays the whole
domain Ω, while the bottom row displays the mesh on the small rectangle in the middle of Fig. 10.
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(a)M2
2. (b)M2,r

2 .

(c)M4
2. (d)M4,r

2 .

Fig. 12: Benchmark 4 (pressure problem). Pressure approximations.
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Fig. 13: Benchmark 4. Pressure solution along the line y = 500. The solution onM6
6 is considered as a reference solution.
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Fig. 14: Benchmark 4 (pressure problem). Pressure solution along the line x = 625. The solution on M6
6 is considered as a

reference solution.

4.3. Coupled problems
We now couple the benchmark cases with the transport problem and solve for concentration. The coupled

problem was not considered in [32].

4.3.1. Benchmark 1: Regular fracture network
For the transport problem we set c0 = 0, apply a boundary concentration cb = 1 on the inflow boundary

(x = 0), and let T = 0.5. We consider the same computational meshes as for the pressure problem. In
addition, we construct a reference mesh with 182674 elements where the fractures are fully resolved, i.e.,
h = w at the fractures and h ≈ 16w away from the fractures. A reference solution is then obtained by a
standard FV method on a continuous fracture model (no lower dimensional embedding), i.e., Eq. (3.29a)
with Km

h = Kh and κ = κΓI in the elements in the fracture domain. Time steps for the reference solution is
∆t = 1 · 10−5.

Fig. 15 shows the velocity approximations in each of the six fractures for the different meshes. We see a
very good agreement, in particular for the LR meshes. This is as expected since the velocity is derived from
the pressure solution, which was shown earlier to have higher accuracy when refining around the fractures.

For the transport problem, we define a quantity of interest, QOI, as the flux of concentration out of the
two fractures on the right boundary face,

QOI1(t) = (uΓ · nc)|x=(1.0,0.5), (4.7a)
QOI2(t) = (uΓ · nc)|x=(1.0,0.75). (4.7b)

For the reference solution, these quantities are calculated as

QOIref
1 (t) =

∫ 0.5+w
2

0.5−w2

(u · nc)|x=1 dy, (4.8a)

QOIref
2 (t) =

∫ 0.75+w
2

0.75−w2

(u · nc)|x=1 dy. (4.8b)

First, we solve the coupled problem on the four uniform meshes with ∆t = 1.0 ·10−3, 5.0 ·10−4, 2.5 ·10−4,
and 1.25 · 10−4, respectively, and on the three LR meshes with ∆t = 5.0 · 10−4, 2.5 · 10−4, and 1.25 · 10−4,
respectively. The concentration solution on the finest meshes are displayed in Figs. 16 and 17, while QOI is
plotted against time for all meshes in Fig. 18.

We observe similar solutions for all meshes. At early times and in fracture 1 (y = 0.5), we have the best
results on the LR meshes. However, the LR meshes are relatively coarse in the matrix. This causes large
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(a) Fracture 1 (y = 0.5)
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(b) Fracture 3 (y = 0.75)
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(c) Fracture 5 (y = 0.625)
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(d) Fracture 2 (x = 0.5)
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(e) Fracture 4 (x = 0.75)
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(f) Fracture 6 (x = 0.625)

Fig. 15: Benchmark 1 (coupled problem): Fracture velocities for the different meshes.

numerical diffusion and with time the concentration front in the matrix reaches the first vertical fracture
(x = 0.5). This explains why the solution on the LR meshes becomes inaccurate at large times. A better
meshing for the coupled problem would be to refine both close to the fractures and in the left half of Ω.

At last, we ran a series of simulations on the UMR meshes with ∆t = 10−4 and compared to the reference
solution by a L2 norm over the fractures, see Fig. 19. We get a higher convergence than what is expected
from the lowest order FV method.

4.3.2. Benchmark 4: A realistic case
We now couple benchmark 4 to the transport problem, where c0 = 0 and an inflow concentration cb = 1

is set on the left boundary face. Such problem was also considered in [21], but with different permeabilities.
We set the end time for the simulations to T = 100 years2.

First, we set ∆t = 1 hour (36500 time steps), and consider the meshes Mj,r
2 . Concentration solutions

in the fractures are displayed in Fig. 20. Furthermore, convergence of the concentration in the fractures
is demonstrated in Fig. 21. Due to the high fracture permeability, nearly all transport take place in the
fractures, and hence we do not display the matrix solution. We observe that we get reasonable good results
even for the coarsest mesh. Furthermore, the results forM4

2 clearly illustrates the importance of resolving
the geometry, as the solution is far off in some of the fractures, even compared toM2,r

2 which has much less
DoFs. Convergence is rather slow due to the low order method.

Next, we ran a series of simulations on M2,r
2 with ∆t = {20, 50, 100, 365} days and compared to the

solution with ∆t = 1 hour on the same mesh. The L2 error over Ω at t = T is plotted against (∆t)−1 in
Fig. 22, and we observe linear convergence in time as expected.

21 year = 365 days.
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(a) Reference solution, t = 0.1. (b) Reference solution, t = 0.5.

(c) UMR139, t = 0.1. (d) UMR139, t = 0.5.

(e) LR3, t = 0.1. (f) LR3, t = 0.5.

Fig. 16: Benchmark 1 (coupled problem). Concentration solution. The fractures are visualized with a fixed exaggerated width.
Number of degrees of freedom, Ndof, is 182674 for the reference solution (continuum model), 19321 for UMR139, and 16252
for LR3.
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Fig. 17: Benchmark 1 (coupled problem). Concentration solution along two lines at different times.
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Fig. 18: Benchmark 1 (coupled problem). Quantity of interest, QOIi, i = 1, 2, as functions of time.
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Fig. 19: Benchmark 1 (coupled problem). Relative concentration error in fractures,
‖cref−ch‖L2(Γ)
‖cref‖L2(Γ)

, at t = T against Ndof. The

reference solution is compared against the solution on the UMR meshes with ∆t = 1 · 10−4. The black reference line has slope
−0.5.
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(a)M2,r
2 , t = 15 years. (b)M2,r

2 , t = 100 years.

(c)M4,r
2 , t = 15 years. (d)M4,r

2 , t = 100 years.

(e)M4
2, t = 15 years. (f)M4

2, t = 100 years.

Fig. 20: Benchmark 4 (coupled problem). Concentration solutions in fractures. The fractures are displayed with a fixed
(exaggerated) width. Regions where the results on the non-resolved meshM4

2 deviates substantially from the other two meshes
are marked with green dashed ellipses.
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Fig. 21: Benchmark 4 (coupled problem). Relative concentration error in fractures,
‖cref−ch‖L2(Γ)
‖cref‖L2(Γ)

, at t = T against Ndof.

The solution on M8,r
2 is used as reference solution, cref, and compared against the solutions on Mj,r

2 for j = 1, 2, . . . 6. All
simulaitons are run with ∆t = 1 day. The black reference line has slope −0.25.
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Fig. 22: Benchmark 4 (coupled problem). Relative concentration error,
‖cref−ch‖L2(Ω)
‖cref‖L2(Ω)

, at t = T against 1/∆t. All simulations

are run on M2,r
2 . The solution with ∆t = 1 hour is used as reference solution, cref, and compared to the solutions with

∆t = {20, 50, 100, 365} days. The black reference line has slope −1.
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5. Concluding remarks

This article addresses the numerical solution of a coupled flow and transport problem in fractured porous
media, where the fractures are modeled as lower-dimensional interfaces embedded in the surrounding ma-
trix. The proposed solution strategy includes three main steps: (1) Solving the flow problem with an
embedded finite element method (EFEM) [13]; (2) Locally conservative flux approximation; and (3) Solving
the transport problem with a non-standard lowest order finite volume (FV) method.

The main contribution of this work is that we couple EFEM with a numerical model for the transport
problem. EFEM allows for complex fracture geometry, where the fractures can cut the elements arbitrarily,
and compared to other embedded discrete fracture-matrix models, there are no lower-dimensional elements
along the fractures. The numerical model for the transport problem presented in this work, aims to be as
flexible as EFEM with respect to meshing. This is resolved by a lowest order upwind FV method where the
fracture solution is represented by elements cut by the fracture. The main novelty in our method is how we
approximate the coupling term between the matrix and the fractures.

Furthermore, this work includes the following contributions:

• We apply EFEM to realistic benchmark problems presented in [32]. Our results are in good agreement
with the results in [32] and in some cases EFEM is most accurate. Applying a priori local refinement
based on an estimate in [13] gives especially good results.

• To ensure locally conservative fluxes, we adapt and apply the postprocessing method presented in [36].
• We demonstrate the abilities of our coupled solution strategy by numerical examples on a realistic case

with a complex fracture network.

A main advantage of our method compared to other discrete fracture-matrix models, is the inherent
simplicity, both in terms of formulation, implementation and meshing. Despite the simplicity, the presented
results are promising.

One direction for further work is to consider adaptive routines for the transport solver, perhaps looking
at the space-time approach allowing for easy handling of local time refinement. Rigorous convergence proofs
and error estimates for the transport solver are also desired. Moreover, one could pursue including more
physics into the model, e.g., multi-phase flow. To reduce the numerical diffusion associated with the implicit
Euler method, one could consider higher order time integration, e.g., [40].
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Appendix

A.1. Discontinuous Galerkin formulation
We formulate here a lowest order Discontinuous Galerkin method (DG(0)) with upwinding for the trans-

port problem, Eq. (2.14). This formulation is equivalent to the finite volume method derived in Section 3.3.
We include it here for convenience of the reader more familiar with DG methods. The DG formulation is
also more suitable for deriving error estimates.

We start by multiplying Eq. (2.14a) by a test function v, integrate over an element K ∈ Km
h and apply

Greens formula to obtain∫
K

φ
∂c

∂t
v −

∫
K

cu · ∇v +
∫
∂K

u · nKcv =
∫
K

f(c)v, K ∈ Km
h . (A.1)
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Summing the boundary term over all K ∈ Km
h we get∑

K∈Km
h

∫
∂K

u · nKcv =−
∑

F∈Fm
h,i

∫
F

u · nF cJvK

+
∑

F∈Ffm
h,i

∫
F

u · nmfcv

+
∑

F∈Fm
h,out

∫
F

u · nF cv +
∑

F∈Fm
h,in

∫
F

u · nF cbv. (A.2)

We have denoted by nmf the unit normal on F ∈ Ffm
h,i pointing from the matrix domain towards the fracture.

Similarly, we multiply Eq. (2.14b) by a test function vΓ, integrate over K ∩ Γ, for K ∈ Kf
h, and apply

Greens formula to obtain∫
K∩Γ

wφΓ
∂cΓ
∂t

vΓ −
∫
K∩Γ

cΓuΓ · ∇ΓvΓ +
∫
∂(K∩Γ)

uΓ · nK∩ΓcΓvΓ −
∫
K∩Γ

Ju · nc∗KvΓ =
∫
K∩Γ

fΓ(cΓ)vΓ.

(A.3)

Again, summing the boundary term over all K ∈ Kf
h we get∑

K∈Kf
h

∫
∂(K∩Γ)

uΓ · nK∩ΓcΓvΓ =−
∑

F∈Ff
h,i

(uΓ · tΓ,F cΓJvΓK) |F∩Γ

+
∑

F∈Ff
h,in

(uΓ · tΓ,F cΓ,bvΓ) |F∩Γ

+
∑

F∈Ff
h,out

(uΓ · tΓ,F cΓvΓ) |F∩Γ, (A.4)

where tΓ,F is the unit tangent to Γ oriented in the same direction as nF .
To formulate the DG method, we replace c and cΓ by ch ∈ Q0(Kh) and ϕ and ϕΓ by ϕh ∈ Q0(Kh).

Furthermore, we approximate the coupling term as follows,∫
K∩Γ

Ju · nc∗hKvh ≈
∑
K̃∈Km

h

∫
∂K̃∩∂K

(nF · nK)u · nF chvh. (A.5)

This is an equivalent approximation as Eq. (3.16). Summing this term over all K ∈ Kf
h we get∑

K∈Kf
h

∫
K∩Γ

Ju · nc∗hKvh ≈
∑

F∈Ffm
h,i

∫
F

u · nmfchvh. (A.6)

Adding everything up, we end up the following formulation. Find ch ∈ Q0(Kh) such that

b(ch, vh) = k(vh), ∀vh ∈ Q0(Kh), (A.7)

where

b(c, v) =
∑
K∈Km

h

∫
K

(
φ
∂c

∂t
cv + q̌cv

)
+
∑
K∈Kf

h

∫
K∩Γ

(
wφΓ

∂c

∂t
v + q̌Γcv

)

−
∑

F∈(Fh,i\Ff
h,i)

∫
F

u · nF cJvK−
∑

F∈Ff
h,i

(uΓ · tΓ,F cJvK) |F∩Γ

+
∑

F∈Fm
h,out

∫
F

u · nF cv +
∑

F∈Ff
h,out

(uΓ · tΓ,F cv) |F∩Γ (A.8)
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and

k(v) =
∑
K∈Km

h

∫
K

q̂cwv +
∑
K∈Kf

h

∫
K∩Γ

q̂Γcwv

+
∑

F∈Fm
h,in

∫
F

u · nF cbv +
∑

F∈Ff
h,in

(uΓ · tΓ,F cΓ,bv) |F∩Γ. (A.9)

We have used the definition of f(c) and fΓ(cΓ), see Eq. (2.15). For the concentration on faces F ∈ Fh, we
use the upwind approximation

u · nF ch =
{

u · nF (ch)−, if u · nF ≥ 0,
u · nF (ch)+, if u · nF < 0.

(A.10)

Applying the velocity model described by Eqs. (3.18)–(3.27), we may simplify the forms b(·, ·) and k(·) for
the coupled problem by a similar approach as described by Eq. (3.19), so that

b(c, v) =
∑
K∈Km

h

∫
K

(
φ
∂c

∂t
cv + q̌cv

)
+
∑
K∈Kf

h

∫
K∩Γ

(
wφΓ

∂c

∂t
v + q̌Γcv

)

−
∑

F∈Fh,i

∫
F

VhcJvK +
∑

F∈Fh,out

∫
F

Vhcv (A.11)

and

k(v) =
∑
K∈Km

h

∫
K

q̂cwv +
∑
K∈Kf

h

∫
K∩Γ

q̂Γcwv +
∑

F∈Fm
h,in

∫
F

Vhcbv +
∑

F∈Ff
h,in

∫
F

VhcΓ,bv. (A.12)

If we apply implicit Euler as time integrator, we end up with a scheme that is equivalent to the FV-IE
scheme in Eq. (3.29).

A.2. Interpretation of concentration solution
The numerical method given by Eq. (3.29) defines a constant solution on K ∈ Kf

h. However, K originally
contains both a fractured domain represented as a lower-dimensional interface, K ∩Γ, and a matrix domain
K \ Γ. Let {Kj}j∈{1,...,NK} be a partition of K into NK subelements defined by Γ. For a single fracture
cutting K, we have nK = 2, but for intersecting and bifurcating fractures in K, nK can be larger. For a
terminating fracture, we have nK = 1. We interpret the solution on K by assigning a constant value to each
subelement Kj and one value on the fracture intersection K ∩ Γ. Let c̊h denote the interpreted solution.
Then we define

c̊h|K = ch|K , ∀K ∈ Km
h , (A.13)

c̊h|K∩Γ = ch|K , ∀K ∈ Kf
h. (A.14)

It is not as easy to define the interpreted solution on the fracture subelements, but the following algorithm
can be used. Denote by Km,i

h the (non-empty) subsets of Km
h with elements contained in Ωi, i.e.,

Km,i
h = {K ∈ Km

h : K ⊂ Ωi}. (A.15)

Furthermore, let Kf,i
h be the set of all fracture subelements contained in Ωi, i.e.,

Kf,i
h = {Kj ∈ K : Kj ⊂ Ωi, K ∈ Kf

h}. (A.16)

At last, denote by NK(F ) the neighbor of K that shares face F .
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Algorithm 1 recursively assigns values to each element K̃ ∈ Kf,i
h . Once a value is assigned to K̃, we

move K̃ from Kf,i
h to Km,i

h . In this way we mark K̃ as assigned and also allow for its value to be further
assigned to another neighbor in the next cycle. The algorithm works under the mild assumption that there
is at least one matrix element for each subdomain, i.e., for all Ωi, i = 1, 2, . . . , nd, there is an K ∈ Km

h such
that K ⊂ Ωi. Moreover, we remark that the algorithm is sensitive to the ordering of elements. We refer to
Fig. 2 for an illustrative example of how this algorithm works. Finally, we emphasize that this algorithm is
purely for the interpretation of the results, and not part of the numerical method.

Algorithm 1: Assigning values to fracture subelements
for i = 1, . . . , nd do

while Km,i
h 6= ∅ do

for K ∈ Km,i
h do

for F ∈ ∂K do
K̃ = NK(F )
if K̃ ∈ Kf,i

h then
c̊h|K̃ = ch|K
Kf,i
h = Kf,i

h \ {K̃}
Km,i
h = Km,i

h ∪ {K̃}
end

end
end

end
end
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