
Personality Matters! Improving The User
Experience of Chatbot Interfaces
Personality provides a stable pattern to guide

the design and behaviour of conversational

agents

Tuva Lunde Smestad

Master in Interaction Design

Supervisor: Frode Volden, ID
Co-supervisor: Anders-Petter Andersson, ID

Department of Design

Submission date: June 2018

Norwegian University of Science and Technology



 



Improve the user experience of chatbots with personality

Preface

This master thesis is the final part of my Master in Interaction Design degree at the department
of Design at the Norwegian University of Science and Technology (NTNU). The project planning,
preliminary studies and literature review was conducted during the autumn of 2017. The work
presented in this thesis was conducted and written during the spring of 2018 and the workload
corresponds to 30 ECTS.

This project was undertaken after I was challenged with building my first chatbot, and was sur-
prised to find that much work is still to be done regarding how we can improve the user experience
of conversational interfaces. After having tried, failed, improved, and completed the design process
of this chatbot, I was left with a lot of experiences and insights that I wished to investigate further.
And having read the recent reviews and overall reception of chatbots, I was concerned whether this
could lead to abandonment of chatbots as service. I therefore wanted to use my final year of my
masters, to try and prove at least one assumption regarding conversational agents: can personality
improve the user experience of chatbots?

I aim with this master thesis to add to the field of human-computer and human-robot interaction
by providing evidence to explain how personality impacts the user experience of conversational
interfaces, and how personality affects how humans perceive chatbots. In addition to this I also
wanted to create a framework that can be adopted by others to build their own user-centred chatbot
personalities. This framework was implemented to answer whether personality matters to the user
experience of conversational agents.

01-06-2018
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Abstract

Recent advances in machine learning has contributed to the rebirth of the chatbot. Lately we have
seen a rise in chatbot technology being made available on the web and on our mobile devices,
and recent reports states that 57 % of companies have implemented or are planning to implement
a chatbot in the near future. Chatbots are therefore a big part of an AI powered future, however
recent reviews find chatbots to be perceived as unintelligent and non-conversational. Such findings
have not slowed down the rapid implementation of chatbots online, and the same mistakes seems to
be repeated over and over again. Chatbot services have been found to save companies an estimate
of $8 billion by 2022, and extends to customer service tasks, product purchasing, shopping assis-
tants, recommender systems, service or product support. This explains why so many are eager to
implement their own chatbots, but the reviews make one wonder whether we now are forcing users
to adopt technology which they find frustrating and useless. Chatbots are becoming an extension of
the services companies provide, therefore ensuring a great user experience is important not only for
a company’s brand image, but also for the users of their services. Existing literature regarding how
humans perceive conversational agents have found that personality can offer a stable pattern to
how the chatbot is perceived, and add consistency to the user experience. This master thesis project
investigated how we could improve the user experience of chatbots through personality. The thesis
is twofold, the first part of the thesis consists of a detailed description of the personality framework
developed and implemented to build a chatbot prototype. The framework combines techniques
from user-centred design, branding, and personality theory, to build user-centred chatbots through
a design process with a basis in personality. The thesis also offers a method to test and evaluate the
modelled personality in regards to whether it is perceived as intended by the designer. The second
part of the thesis consists of an experiment to investigate whether personality has an improved ef-
fect on the user experience of chatbot interfaces. The experiment found that the chatbot personality
built using the personality framework had a significant improved effect on the user experience.
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1 Introduction

The chatbots of 2018 have not truly improved since the first chatbot ELIZA created back in 1966.
While recent advances in machine learning has contributed to fast improvements in Artificial Intel-
ligence (AI) and Natural Language Processing (NLP) of conversational interfaces, chatbots are still
not perceived as intelligent conversational actors. There has been an explosion of available chatbot
agents online the past year, and they are now representing companies by directly providing ser-
vices to their customers. Ever since ELIZA, the goal of chatbot systems have been to pass the Turing
Test, and convince humans that they are conversing with a human, not a machine (McTear et al.
2016a). However, available chatbots does not appear to possess human conversational skills, rather
they perform as machines that responds to user commands. The recent advances has contributed
to chatbot systems becoming more flexible in regards to it being able to understand vast variations
of the same command, and the implementation of cloud-based systems has allowed for an explo-
sive growth of devices connected through the internet, also known as the Internet of Things (IoT).
Therefore access to AI has become widespread, and through application programming interfaces
(APIs), chatbots have access to vast amounts of information and knowledge through thousands of
databases online. All this sounds promising, and explains in large part why chatbots have seen a
rebirth recently, but all this does not matter if chatbots cannot live to the expectations of users. Pre-
dictions find chatbots to be a big part of an AI powered future, but recent reviews have found them
to be unintelligent and non-conversational (Stokke 2017, Orf 2017, Piltch 2017, Vincent 2017,
Boutin 2017). Piltch (2017) states that we should not be carried away by the positive outlook re-
searchers presents in regards to the possibilities of advances in AI for chatbot technology, as the
reality is that most chatbots are falling flat. The fast implementation of chatbots have resulted in
flawed interfaces that fails to predict the simplest of questions. Despite cautions and recent neg-
ative reviews, Forrester (2017) found that 57 % of companies have implemented or are planning
to implement a chatbot as part of the services they provide in the near future. JuniperResearch
(2017) released a report in which they have found that chatbots will save companies $8 billion in
costs by 2022. Therefore, as the trends predict many benefits for companies implementing chat-
bots, are we forgetting to assess whether the same systems are beneficial for its users? It would
appear that we are forcing users to adopt technology which they find frustrating and useless. If the
reviews find chatbot interactions as unintelligent, pointless, and not more effective than conducting
a Google search or contacting a human customer service agent, what effects might this have on the
user experience and the future of conversational interfaces? This thesis project explores how we
can build chatbots that offer a better user experience and are perceived as more intelligent social
actors through focusing on the design of chatbot personalities. The thesis will use personality as
a the stable pattern to guide the design process of a chatbot prototype, and use this personality
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to evaluate its effects on the user experience. This personality framework will be based on a deep
understanding of users and their needs, the brand it represents, and personality theory to build an
appropriate chatbot personality.

1.1 Justification, Motivation and Benefits
There has always been a pattern of new technologies failing to be adopted by users, because they
have been released before we know how to ensure that they create more value to its users than
existing solutions. Chatbots promises a lot, but fail to live up to its promises. Understanding the
ways in which we can improve the user experience of chatbots can help turn this around, as we can
meet user expectations and create value for users, even though there is still much to be done before
chatbots truly can fulfil their potential. The one thing we can improve is how they are perceived.
Understanding why chatbots are failing to be perceived as more than a computer, can have a great
impact on improving the user experience. AI and NLP helps chatbots understand language, but we
must take into account many other factors of human interaction beyond language understanding
only, if we want to improve how they are perceived by human users. Humans have bodies, feelings,
emotions, different personalities and behaviours that all influence how we communicate, behave,
and interact. Chatbots needs to be able to simulate these skills for it to be perceived as more than
a computer; they have to become skilled social actors. If chatbots are to become this, we must un-
derstand the social cues that make up human interaction, and the personalities that drives them.
As trends show that companies are rapidly implementing chatbots as part of their services, con-
sumers should not be forced to adopt solutions that does not improve the effectiveness, efficiency
or satisfaction compared to traditional systems.

This Master’s thesis aims to benefit designers of chatbots, brands that wishes to add chatbots to
their services, and the users of chatbot systems. The thesis will provide this by developing, imple-
menting, and evaluating a personality framework to help design user-centred chatbot personalities.
The aim of this framework is to improve the user experience of chatbot interfaces by focusing on
the personality of the chatbot, ensuring that it meets users’ needs and is consistent with the brand
image it represents.

1.2 Research Questions
The research questions and sub-questions to be addressed in the master thesis project are:

1. How can we design chatbot personalities to guide the design process of a chatbot interface?
a) Can personality be used as a stable pattern to guide the design
process of chatbot interfaces?
b) Which elements must be considered to inform a chatbot personality?
c) What components needs to be in place for a chatbot personality to
meet user needs and expectations?
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2. Will chatbots with a defined personality improve the user experience of chatbot interfaces?

1.3 Planned Contributions
Through this thesis the researcher hopes to contribute to the understanding of how designers can
create improved chatbot interfaces, and investigate whether personality has an improved effect
on the user experience. This investigation is twofold, as the first part involves developing and
implementing a personality framework to build user centred chatbot personalities. This will be the
first contribution that will allow other designers, developers, or researchers to use the framework
and improve it. The second part of the thesis uses the modelled personality to understand whether
the personality is perceived as intended, and investigate the effects personality has on the user
experience of chatbots. The thesis offers insights into how thinking early about personality provides
a stable pattern to the design process of chatbot interfaces. The experiment contributes to the
knowledge of the effects personality has on the user experience, and also offers two methods to
evaluate the personality. The first evaluation method helps determine whether users perceive the
personality as intended, while the other method evaluates the personality in regards to the user
experience. Both evaluation methods collects quantitative data to evaluate the chatbot personality.

1.4 Thesis Outline
The thesis consists of 6 chapters.

Chapter 1 introduces the problem being addressed by the thesis, the justification, motivation
and benefits of writing this thesis as well as the planned contributions this thesis offers to the re-
search community and beyond.

Chapter 2 provides the reader with the theory, background and existing literature regarding
chatbots and conversational agents, a summary of a preliminary literature review that reviews fac-
tors that affects how humans perceive conversational agents, and personality theory to inform how
to build chatbot personalities.

Chapter 3 describes the methodology. This is twofold, as the first part consists of the person-
ality framework that was used to build the chatbot prototype, while the second part includes the
experiment methodology used to evaluate the modelled personality and investigate the effects the
personality has on the user experience.

Chapter 4 presents the results from the statistical analysis conducted to interpret the results
from the evaluation of the personality and the results from the user experience evaluation.

3
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Chapter 5 includes the discussion of the implementation of the personality framework, and a
discussion and interpretation of the results from the experiments assessing the personality and user
experience. Possible confounders, contributions and limitations are also discussed in this chapter.

Chapter 6 offers a summary and the final conclusions taken from the implementation of the
framework and evaluation of the personality. The research questions, and hypotheses, will be an-
swered in this chapter. Recommendations for future research is also offered.

4
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2 Theory, Background, Existing Literature

To understand the scope of research related to the interaction between chatbots and humans, and
to understand what important factors to consider to design chatbot personalities, the researcher
conducted a literature review as part of the course IMT4215 Specialisation Project. This review
investigated the scope of research as it related to how humans perceive computers that talk, by
looking at research related to the effect anthropomorphism, humanness, and personality have on
the user experience of conversational interfaces. The review was concerned with theories in human-
computer interaction research, while also exploring human-robot interaction, and theories within
human factors and psychology. Through this review the researcher found that emotional intelli-
gence, anthropomorphism, humanness, politeness, human etiquette, humour and gender are im-
portant variables to consider when designing a CA, as these are important to how users perceive
and experience a CA. In addition, the review also found that researchers (Callejas et al. 2011, Xiao
et al. 2005, McTear et al. 2016b) believe that personality can be used as a stable pattern to form
the behaviour and characteristics of a CA and manage how humans perceive the system. Findings
from this review will be summarised and discussed in this chapter in addition to the theory and
background regarding chatbots, and how personality theory and insights from branding can inform
the design of chatbot personalities.

2.1 Chatbots and Conversational Agents
Chatbots are considered to be a form of "weak AI" (De Angeli & Brahnam 2008), this means that
they do not exceed human intelligence and are often used to complete tasks and for analysing and
processing information. Chatbots follow scripted rules, and respond from a set of stored, pre-defined
responses, with the goal of simulating human language and conversation. This approach, called a
"stimulus-response approach" (McTear et al. 2016a, : 57), was first realised with the ELIZA chatbot
back in 1966. ELIZA was a conversational agent, written by Weizenbaum (1966), that played the
role as a Rogerian psychotherapist very convincingly. The stimulus-response approach functioned
by ELIZA matching the user input against a large set of stored patterns, which informed its response
output. This means that ELIZA makes a prediction in regards to which of its responses matches to
the user’s query. This approach proved to be very successful for ELIZA’s role as a psychotherapist,
and made it appear that she was convincingly conversing with users. The same approach is still used
today, and there are two different models: retrieval-based models and generative models (Kothari
et al. 2016). The first model uses predefined responses, while the generative model can put to-
gether new responses based on users’ input. The second model is of course much more difficult to
implement, while the first model provides control of which responses the chatbot gives and is much
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quicker and easier to build and implement. Most of the chatbots we see today that are provided
by brands, are based on the retrieval-based models. While being more in control of the output of
the chatbots in the retrieval-based model, the downside is that they often appear as less intelligent
and are prone to errors if they fail to recognise the correct user intention. ELIZA was successful
when she conversed with users, because her role as a psychotherapist allowed her to act like she
knew nothing of the world (Weizenbaum 1966). The way in which ELIZA conversed, "tell me more
about x", appeared familiar and consistent to how therapy sessions are usually run, and therefore
supported users’ mental model and expectations when conversing with a therapist. ELIZA inspired
future generations of chatbots to simulate human natural language, and ultimately beat Alan Tur-
ing (1950) "Imitation Game": to convince humans that they are conversing with a human, not a
machine. Therefore, the history and development of chatbots have always had this goal in mind.
Today we see chatbots in education, customer service, e-commerce, as virtual assistants or plainly
for entertainment as recent advances in machine learning allows for more advanced AI and NLP
capabilities for chatbots.

Michael Mauldin (1994) coined the term Chatterbots, which today is known as chatbots, to
describe the robots that humans could chat with. Chatbots are conversational agents within the
broader term conversational user interfaces (CUI). There are many terms used to describe CUIs
such as natural user interfaces (NUI), voice user interfaces (VUI), no user interface or invisible user
interface. CUI and NUI are often used interchangeably, however a NUI often allow for other natural
inputs beyond conversation such as touch and gestures. While chatbots refers to CUIs in which
users interact with through a chat interface, a VUI only interacts through voice input and output
(e.g. Apple’s Siri) (Pearl 2017). Other types of conversational interfaces or conversational agents
includes spoken dialogue systems (SDS), embodied conversational agents (ECAs) and social robots
(McTear et al. 2016a). ECAs make use of facial expressions, animated bodies, and other gestures
as well as speech to engage with users. An ECA is therefore a form of a chatbot that make use of
more elements than speech to add to the conversation. With the emergence of speech recognition
technology and mobile devices, it is common that chatbots also support voice input-output to allow
for a more accessible interface.

Conversational agents therefore come in a variety of different forms and purposes, but they all
use conversation to interact with humans. Chatbots were originally designed to be conversational
partners, rather than a system to help users perform tasks (McTear et al. 2016b). Today this def-
inition has changed, as the trends show an increasing rise in the popularity of chatbots as virtual
assistants (VA) on the web. Companies are rapidly implementing chatbots as an extension of the
services they provide to their customers, moving beyond its role as a conversational partner. As
stated earlier, a report published by Forrester (2017) found that 57 % of companies either use or
plan to implement a chatbot in the near future. The conversational element is used to offer a natural
way to interact with brands to retrieve information, service support, product purchasing, or other
uses. This trend can be explained by the commercial access to APIs which provides easy access
to AI and NLP. In addition to this there is a rise in messaging platforms that supports the hosting
of chatbots such as Facebook Messenger, Slack, and Skype among others. Humans have also been
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introduced to CAs more in their everyday life, as most smartphones offer voice assistants to help
manage tasks (e.g. Apple’s Siri, Google Assistant, Microsoft Cortana).

This rapid trend has had its downside, as too many of these chatbots perform poorly, and their
conversational skills do not meet user expectations (Stokke 2017, Boutin 2017). Recently the Nor-
wegian website DinSide.no reviewed Norwegian customer service chatbots implemented in 2017
and the headline reads: "So Stupid Are the Norwegian Robots" Stokke (2017). The article concludes
that Google is more efficient in answering your questions, and more accurate, than the customer
service chatbots. The reason for this conclusion is that the user needs to adapt its language for the
chatbot to understand their query, which can be a time-consuming process, and the conversational
element is missing. Apparently, access to AI and NLP is not what makes or breaks a chatbot, and
designers must explore other approaches and techniques to design better conversational interfaces.

2.2 Personality to Dictate Human Perception
Through the literature review, the researcher investigated how humans perceive conversational
agents and which factors that can be used to influence human perception. The findings suggests
that personality is an important factor in relation to alter and dictate the way in which humans
perceive CAs. The following sections will provide a summary of the most important findings from
the literature review and why personality is so important to the design of CAs.

2.2.1 Emotions and personality
Emotional intelligence is an important part of how humans perceive themselves as intelligent be-
ings. In order to assess artificial intelligence critics have always used emotional intelligence to
define something as a sentient being. Psychologists describe emotional intelligence as the ability to
tailor behaviour to environment through necessary emotional processing (Callejas et al. 2011). This
ability is crucial to conversation, as conversation happen through dynamic relationships between
the conversational actors. Therefore, to understand how designers can improve the conversation of
chatbots, we must look at these elements of human interaction. The literature review revealed that
emotional intelligence is important for humans to perceive CAs as thinking beings as it is part of
natural social interactions (Griol et al. 2015, 2017, Balzarotti et al. 2014, Lemon et al. 2012, Mencía
et al. 2012, McTear et al. 2016b). Research into conversational interfaces and emotion have mostly
focused on embodied conversational agents (ECA) (Lester et al. 1997, Stern 2003, Beun et al. 2003,
Reeves & Nass 1996) as the focus has been on the appearance of robots and its emotional responses
through body and facial gestures, and its ability to read the "mood" of its conversational partner.
Chatbots can make use of the same findings in their design, as these can be used to determine the
extent to which a user anthropomorphise (more in section 2.2.2) a CA.

In human interaction we make use of several social cues that dictates how we behave and how
we are perceived by our conversational partners. Fogg (2002) propose that there are five primary
social cues:
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1. Physical: face, eyes, body, movement
2. Psychological: preferences, humour, feelings, empathy
3. Language: interactive language use, spoken language, language recognition
4. Social dynamics: turn-taking, cooperation, praise, question answering, reciprocity
5. Social Roles: doctor, teammate, opponent, teacher, pet, guide

Our social interactions are dynamic, in which we mirror and change our behaviour to our con-
versational partners. Our social role is another important factor that influence how we behave in
different situations; we act differently if we take on the role as a parent than we would as a friend.
One of the driving forces behind how humans behave as social actors is personality. Our personality
can be used to influence our environment, emotions and cognitions as well as our motivations.
Callejas et al. (2011) listed evidence from empirical research, the psychology of emotional intelli-
gence, and the principle of similarity attraction to explain how personality impacts users perception
and willingness to interact with CAs. Stern (2003) found that children interacting with emotional
agents or virtual characters forms emotional relationships. There are therefore empirical evidence
to support that emotional intelligent agents are more likely to form emotional relationships between
the human and the virtual character/agent.

Callejas et al. (2011) and Xiao et al. (2005) believes that personality is the stable pattern that
dictates the behaviour of a CA. Personality is defined as a "dynamic and organized set of charac-
teristics possessed by a person that uniquely influences their environment, cognitions, emotions,
motivations, and behaviors in various situations" (McTear et al. 2016a). Research have found that
personality, the characteristics that dictates our behaviour, plays an important part in regards to how
users perceive conversational interfaces, and can be the determining factor to whether users wish
to interact with the agent again (Callejas et al. 2011). Norman (2007) wrote in his book Emotional
Design that emotional expressions and the personality of things would increase user satisfaction
and inform users of what the system is capable of. When designing a conversational agent, the per-
sonality can be used to allow for a consistent interaction with the system. As Pavlus (2016) states:
"in conversational UIs, personality is the new UX". The personality provides users with a consistent
interaction, as inconsistent personalities can cause users to feel that they are talking to different
"people" in one interaction. When Microsoft’s Virtual Assistant Cortana was released with Windows
10, she was described as: "like Siri with a human personality" (Beres 2015). The PM of Cortana,
Susan Hendrich, explained that they had interviewed several celebrities’ personal assistants in or-
der to design the right personality users would expect from a personal assistant. The personality
of Cortana gave her an edge, that differentiated it from similar available solutions, and by basing
her personality on real personal assistants, the design team were able to understand the success
criteria of personal assistants (Hendrich 2017). As chatbots are scripted systems and personality
can be used to dictate the behaviour of the CA, personality can also help guide the design process
of chatbots and help write the conversation flow and plan for different user scenarios.
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2.2.2 Anthropomorphism
Anthropomorphism is defined as "the attribution of human personality or characteristics to some-
thing non-human, as an animal, object, etc" (Dictionary n.d.). Anthropomorphism is therefore
human’s ability to attribute human motivations, beliefs, and feelings to non-human entities. Re-
searchers have found that anthropomorphism is a normal occurrence in human-computer interac-
tion (Reeves & Nass 1996, Cohen et al. 2004, Pearl 2017, Lee 2010), and that personality can be
used as a design variable to manage how users anthropomorphise computers (Xiao et al. 2005).
According to Schroeder & Epley (2016) the "humanlike mind" is an essential component of an-
thropomorphism, as humans needs to consider the machine as a thinking being to some extent in
order for them to perceive the CA as having a mind of its own. While the conversational element is
the main element chatbots can make use of in order to simulate a humanlike mind, it is therefore
very important that the conversation appear natural and adhere to the rules of social conduct. For
ECAs the use of facial gestures, body movements, expressions are important elements in regards to
how humans anthropomorphise the agent. Researchers have also found that levels of humanness
also affect how humans anthropomorphise, as well as being an important factor for managing trust
(Prada et al. 2003, Meyer et al. 2016, Dautenhahn et al. 2002, Terada et al. 2015, Epley et al. 2007,
Lee & See 2004).

When a human anthropomorphises a computer system or other entity, the humanlike character-
istics they attribute to the system is determined by how they perceive the system. Therefore, design-
ers can control how humans attribute characteristics to the CA by designing a personality and use
this to guide how it behaves, reacts and how it responds. Through a preliminary study, conducted
for the course IMT4898 Specialisation in Interaction Design, the researcher found that users anthro-
pomorphised the agent consistently with the predefined personality. The participants were asked to
describe the chatbot after having conversed with it, and the words used to describe it matched the
predefined personality in which the system was based upon. In this study, the researcher presented
participants with the same chatbot personality, however half the participants were presented with
a version which had high levels of humanness and the other half with a version with low levels of
humanness. The findings from this preliminary study are consistent with findings from other simi-
lar experiments where participants rated chatbots according to the personality traits ascribed to it
(Holtgraves et al. 2007). However, although users perceived the personality as consistent indepen-
dent of the levels of humanness, the users did not perceive the two agents equally. The agent with
high levels of humanness guided users to engage in natural conversation, while the bot with low
levels required more prompts from the moderator to help users interact with it.

2.2.3 Humanness
Humanness is defined as "the extent to which an agent is designed to act and appear human [...]
encompassing the objectively established human capabilities (having eyes, a face or the ability to
respond politely)" (Meyer et al. 2016). Therefore, researchers distinguish anthropomorphism from
humanness as anthropomorphism relates to the psychological attribution of humanlike features
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(Epley et al. 2007, Mori 1970, Nass & Moon 2000). In simpler terms, humanness refers to the
extent the agent looks human through incorporating human appearance and capabilities, while
anthropomorphism can be attributed to entities that does not resemble humans in its presentation.
This distinction is important, because while anthropomorphism is encouraged, different levels of
humanness can have both negative and positive effects on how humans perceives the agent. Mori
(1970) coined the term "the uncanny valley" when describing the effects high levels of humanness
can have. He found that robots that resembles humans to a very high degree are perceived as creepy,
and humans interacting with them feel uncomfortable or fearful of it. Therefore, designers must
consider the level of humanness of the agent to not evoke negative emotions. However, although
too much humanness can have a negative effect, higher levels of humanness have been found to
increase trust.

Visser (in Meyer et al. 2016) states that the degree of humanness should be decided based on
the objective. He explained that increased humanness is recommended when the objective is to
increase trust, e.g. in systems where errors in automation are more likely to occur. While in systems
that deals with situations where users are vulnerable, should have decreased humanness in order
to appear more logical, consistent, and fair: without emotion or human judgement (Visser, in Meyer
et al, 2016: 281). Terada et al. (2015) found that high levels of humanness had a positive effect
on people’s buying motivations when CAs were used to recommend products. This they stated
might be due to increase in familiarity, as a human form is more familiar in a buying situation, but
also because they appeared to be of higher intelligence than agents with low levels of humanness.
Disalvo et al. (2002) states that it is important to maintain levels of "robot-ness" to make sure users
do not develop false expectations in regards to the capabilities of the agent. If the agent then does
not appear to be human when interacting with it, it only looks human, this can cause frustrations
and a lack of trust in the system. Examples of CAs with low levels of humanness are Apple’s Siri,
Microsoft Cortana or Amazon’s Alexa, and this is to make it completely clear that these are not
human agents and does therefore not possess human characteristics. By keeping this distinction
clear humans will treat these CAs as machines rather than humans, and this will manage their
expectations towards these systems.

Therefore, while anthropomorphism is encouraged in order to build an emotional relationship
between the human and the CA, humanness can be used to determine the extent to which we
want humans to anthropomorphise the system. In addition to humanness as a variable, building a
consistent personality for the chatbot has been proposed to help manage how the agent is anthro-
pomorphised.

2.2.4 Other factors for how humans perceive CAs

Politeness

Meyer et al. (2016) proposed in their article that human politeness and etiquette can be used as a
variable to design a chatbot’s behaviour. Researchers have found that humans perceive polite agents
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more positively than those who were less polite or machine like (Inbar & Meyer 2015, Holtgraves
et al. 2007). Polite behaviour also provide consistency and meets user’s expectations, as different
social roles also dictates behaviour in terms of expected politeness, and this can be enough to
achieve desired perceptions. While appearing human can be desired by the designers of chatbots, it
is important that human users of the chatbot are aware of what or who they are conversing with.
Therefore, if the context in which the chatbot interaction occurs makes it important that users are
very aware that they are conversing with a machine; politeness and human etiquette can be used
instead of humanness to offer a positive interaction. It is also important to consider social and
cultural differences regarding rules of conduct.

Humour

Humour has been found to also have a positive effect on how humans perceive chatbots. Humour
is an important part of everyday social human interaction (Dirk 2003) and can be used to foster
engagement. In computer systems in which tasks might be long and boring, humour can be used to
maintain long-term interactions and alleviate boredom (McTear et al. 2016a). In addition to this,
a chatbot that is humorous might encourage more positive involvement, and increase whether hu-
mans perceive it as being emotionally intelligent (Dybala et al. 2009). Humour is therefore a great
way to add emotion to a conversation, as chatbots can be trained through computational humour
(Augello et al. 2011) to recognise humour expressions, user’s mood and emotions, and display ap-
propriate emotions and humour responses in return. Through the preliminary study conducted by
the researcher for IMT4898 Specialisation in Interaction Design, participants found the use of emojis
to be a great way to add humour and emotions to the conversation. They also stated that it helped
communicate the chatbots personality in regards to which emojis it used, and how frequently. It is
therefore also important to assess the target audience and context to understand whether the use
of emojis, and/or jokes, is appropriate.

Gender

Which gender to assign to chatbots are problematic in several ways. Through research on CAs
and gender, researchers have found that gender have a huge effect on how humans perceive a CA
(Zimmerman et al. 2005, Brahnam & De Angeli 2012, Vala et al. 2011, Kulms et al. 2011). Female
CAs were more likely to be attributed negative stereotypes, and received implicit and explicit sexual
attention and swear words (Brahnam & De Angeli 2012). Female ECAs often receive more talk
regarding their appearance. The same study found that disembodied female CAs received more
attention regarding their appearance than male disembodied CAs, but less than ECAs. In all robotic
or androgynous CAs receive much less negative, sexual or profound language than gendered CAs.
It is therefore important that those who implement the chatbot also consider whether they should
support or break with gender stereotypes, and how the chatbot should handle sexual attention or
profound language.
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2.3 Personality theory
In order to design a chatbot personality that keeps in line with the chatbot’s role and the expecta-
tions users might have, designers can consider personality types. Personality, as mentioned earlier
in this chapter, is defined as the combination of your behaviour, motivations, characteristics and
qualities that forms an individual’s character. In short, your personality describes who you are,
compared to or distinct from everyone else. While no one person are exactly the same, we can have
traits and characteristics in common. Personality theory is the attempt at understanding which fac-
tors personalities consists of, and how we can organise these factors into personality types based on
which factors we have or have not in common. Carl Jung (1923) coined the term psychology types
in which he offered a model to categorise and determine different personality types. His types have
since been used to form the bases of type theory, and today there exists several different models to
determine personality types, most based on self-evaluation questionnaires. In Jung (1923) theory,
the types are based on attitude types: extroversion vs introversion, and function types: sensation vs
intuition, thinking vs feeling. An individual often displays either more extroverted or introverted at-
titudes, while the functions describe four primary types of psychological functions describing ways
in which humans perceive the world. Therefore, he proposed eight types:

1. Extroverted or Introverted: sensation-thinking,
2. Extroverted or Introverted: sensation-feeling
3. Extroverted or Introverted: intuition-thinking
4. Extroverted or Introverted: intuition-feeling

While Jung (1923) proposed the early conceptual theory, Myers & Myers (2010)[1980] were
the first to offer a type indicator in which one could model personality based on self-assessment.
The Myers-Briggs Type Indicator (MBTI) is based on Jung (1923), where they sorted the function
types into four dichotomies resulting in sixteen types rather than Jung’s eight. These sixteen types
are then referred to by four letters. They added the dimension of judgement and perception which
describes the individual’s preference regarding the other two dimensions, whether they prefer the
judging (thinking-feeling) or the perceiving function (sensing-intuition) (Myers & Myers 2010).
Other models of personality types are the Big Five (also known as five-factor model or OCEAN) and
HEXACO. The Big Five model, is based on five factors (Toegel & Barsoux 2012):

1. Openness to experience
2. Conscientiousness
3. Extroversion
4. Agreeableness
5. Neuroticism

While HEXACO added a sixth dimension (hexaco.org):

1. Honesty-Humility
2. Emotionality
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3. eXtraversion
4. Agreeableness (versus Anger)
5. Conscientiousness
6. Openness to Experience

The Big Five and HEXACO are both based on lexical theories, which uses adjectives in language
that describes behaviours and tendencies among individuals.

2.3.1 The Big Five
The Big Five "provides a descriptive taxonomy that organizes the myriad natural-language and
scientific trait concepts into a single classifactory framework" (John & Srivastava 1999). The Big
Five personality framework is the most widely known and used framework to model personality.
According to Ackerman (2017) the Big Five can be applied in multiple countries and cultures, and
the assessment scale has been found to be valid and reliable for measuring the five factors. Lewis
Goldberg defined the five factor model in the 1960’s, and the validity of his model was confirmed by
McCrae & Costa (1987) which was named the "Big Five". Each of the five factors includes many traits
and characteristics that are related, and organised within each factor. The factors includes terms
on the dimensions from positive to negative, e.g. generosity and aggressiveness, are both included
in the agreeableness factor. In the next subsections each factor will be explained, and a few of the
traits and characteristics for each factor will be given in order to give a clear idea of what each
factor includes. Every personality is the sum of the traits within the five factors, some have more
traits belonging in one factor than the other. John & Srivastava (1999) found that the labels for each
of the five factors are often misunderstood, as the labels themselves are not correctly describing the
traits, they therefore sought to create short definition to avoid confusion and misunderstandings.

Openness to Experience
"Openness to Experience (versus closed-mindedness) describes the breadth, depth, originality and
complexity of an individual’s mental and experiential life" (John & Srivastava 1999, p.121).

John & Srivastava (1999) defined openness to experience as the complexity of an individual’s
mental life and experiences; a person’s willingness to try new things, inquiring intellect and imagi-
nation. Lebowitz (2016) states that an individual that is high in openness to experience engages in
creative careers, enjoys getting to know new people, the arts and learning.

Conscientiousness
"Conscientiousness describes socially prescribed impulse control that facilitates task- and goal-
directed behavior, such as thinking before acting, delaying gratification, following norms and
rules, and planning, organizing, and prioritizing tasks" (John & Srivastava 1999, p.121).

Conscientious individuals have the tendency to control impulses, have the will to achieve, are
hard-working and rule-followers.
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Extroversion
"Extroversion implies an energetic approach to the social and material world and includes traits
such as sociability, activity, assertiveness, and positive emotionality" (John & Srivastava 1999,
p.121).

The factor Extroversion includes two ends of the spectrum: Extroversion & Introversion. Extro-
verted individuals draws energy from interacting with people, while introverted individuals will
become tired from social interactions and draws energy from solitude.

Agreeableness
"Agreeableness contrasts a prosocial and communal orientation toward others with antagonism
and includes traits such as altruism, tender-mindedness, trust, and modesty" (John & Srivastava
1999, p.121).

Agreeableness can be explained by how likely you are to be liked by people around you, or how
well you get along with others. Also known as social adaptability, likeability, friendly compliance,
and includes traits such as: polite, humble, trusting, modest, loyal, unselfish, amiable, and cheerful.

Neuroticism
"Neuroticism contrasts emotional stability and even-temperedness with negative emotionality,
such as feeling anxious, nervous, sad, and tense" (John & Srivastava 1999, p.121).

Neuroticism is the factor where a high score indicates more negative traits, while the other
factors where individuals have high scores indicate more positive traits. Neuroticism is a factor
which explains how comfortable you are in your own skin or how confident you are.

While this has been a short and concise introduction to personality theory and the big five, it
describes the most important general understanding of the framework. This understanding of the
five factors, and the traits which each consists of, will be used to guide the design of the chatbot
personality.

2.4 Designing chatbot personalities
In order to understand the tools to use in order to design a personality for a chatbot, researchers and
designers have offered some insights, models and techniques to base the personality on. Through
chatbot forums and communities online, designers suggest basing the chatbot’s personality on the
users who are going to use it, the brand in which the chatbot represents, and then use techniques
from character development in order to write the character. In order to design a personality that
is based on the people who are going to interact with it, designers must have access to relevant
user information in order to understand the user group. User-centred design methods offer several
techniques for designers to build a solid understanding of their users. The most common practice is
the development of user personas through user research techniques such as interviews, observation,
contextual inquiries or market research (Courage et al. 2015). User personas are defined as "con-
crete representations of the different types of people that the system or service is being designed
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for" (Benyon 2014, : 55). A user persona should always be based on data collected through user
research, and often there are more than one persona to represent the entirety of the user group.
User personas should include aims and goals for using your system (ibid), and can be used for
designers to always remember who they are designing for. The great thing about user personas is
that they include, names, age, gender, background, and goals and aspirations, as well as frustra-
tions and tensions related to existing solutions or the context in general. If designers want to design
user-centred chatbot personalities, they should mirror the user personas by supporting their goals
and aspirations as well as having knowledge related to their frustrations and tensions.

2.4.1 The Importance of Social Roles
Even the best persona is still a broad representation of a user group, and can often be prone to
stereotypes. Therefore, as there is usually more than one particular user, the chatbot personality
should be designed to not only mirror users, but to fit within its social role. As this can help maintain
an appropriate dynamic, even when the user’s personality is not a direct match. When humans
enters a specific social role it sets expectations and goals for the interaction, as mentioned earlier in
section 2.2.1, and the role and social conduct becomes more important. The social role of a chatbot
is determined by its job, the task it carries out and how a person within that role is expected to
behave. E.g. a customer service chatbot might bring about very specific expectations in terms of how
it conducts itself and treat users. Therefore, by defining the role will provide a lot of information as
well as guiding specific areas of the chatbot persona.

2.4.2 Brand Tone-of-Voice
One way that brands successfully communicates a brand personality is through Tone-of-Voice. The
tone of voice of brands is used to guide how the company presents itself through all platforms of
communication; whether through digital or printed communications, marketing materials, website
and more (Cummings 2017). The brand tone of voice ensures consistency in how the brand is pre-
sented, and in particular well-established brands’ tone of voice are familiar to consumers. Breaking
with their tone of voice can have large implications on how the brand is perceived. The researcher
hypothesize that the same is true for chatbot interfaces, and that a well-defined personality and
tone-of-voice is important to allow for consistent user experience in which the users perceive the
brand through the chatbot. The researcher believes that this will increase trust as the brand tone of
voice and the chatbot’s use of it will contribute to a more familiar and consistent user experience.
In branding the concept of tone of voice is used to inform and design a brand image. Cummings
(2017) writes: "tone of voice is not what you say, but how you say it". For chatbot design, how
they say it is important to communicate the right personality and to meet user expectations. The
tone of voice refers to written and spoken words: the words chosen, their order, rhythm and pace
(Cummings 2017). The tone of voice informs a company’s written copy, which extends to their web-
site, social media messages, emails and packaging. "A tone of voice both embodies and expresses
the brand’s personality and set of values" (Cummings 2017). As the commercial implementation of
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chatbots are usually as an extension of services companies provide, it would seem that treating a
chatbots personality to reflect a company’s tone of voice is important to its design.

Tone of voice matters for the design of conversational interfaces such as chatbots, because tone
of voice refers to a linguistic message. While the concept of tone of voice has been used in adver-
tising and marketing as a communication tool towards consumers, tone of voice is also used to
convey a company’s "personality" (Delin 2005, : 2). Examining the effects of a company’s tone of
voice relates to the link of familiarity with trust, and being consistent will increase familiarity, and
this is why defining a clear tone of voice and using this consistently in all communication with con-
sumers, will increase consumer trust. And according to Cialdini (2007) familiarity is an important
tool for persuasion. Norman (2007) makes a point out of how not knowing what to expect when
interacting with services, computers, products, or humans, because the behaviour is inconsistent,
will make people frustrated and irritated. He therefore stresses the importance of matching per-
sonality to market segment to be consistent in interaction with people, as he argues that even if a
personality is obnoxious, as long as this is consistent you will know what to expect and therefore
plan for it (p. 57). Therefore, tone of voice is one of the most important variables to create a consis-
tent communication between companies and consumers. This is an important idea to understand
how personality can be used as a variable to plan for different user scenarios and maintain frus-
tration with the system. By applying a personality, the designer will be able to plan ahead to how
the chatbot should respond, and also allow users a consistent experience that could help manage
expectations.

A chatbot is working 24 hours 7 days a week, and can therefore alleviate customer frustrations,
worries, and stress and handle tasks when it suits the consumers; beyond opening hours. Chatbots
makes companies more accessible, usable, and can increase user satisfaction. A chatbot can there-
fore offer great value not only to the services brands offer, but also to consumers. The researcher
therefore believes that by creating a framework to design chatbot personalities that incorporates a
brand’s tone of voice, and offers a consistent user experience, will create more usable chatbot inter-
faces which benefits both companies and its consumers. This will result in designers making better,
informed, user-centred design decisions when designing the chatbot user experience, the interface,
and personality, that will result in more users adopting chatbots in their interaction with brands.

The discussion above shows why personality can be a powerful tool in the design of chatbot
interfaces as it can contribute to a more consistent, familiar, trustworthy and satisfactory user ex-
perience. The next chapter will show how the researcher used this knowledge to form a design
framework to build chatbot personalities.
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3 Methodology

The methodology for this master thesis project consists of a detailed outline of the chatbot per-
sonality framework and how it was implemented to build the chatbot prototype, description of the
experiment setup, hypotheses to be tested, and how data was collected.

The combination of the implementation of the researcher’s personality framework and the ex-
periment will be used to answer the research questions:

1. How can we design chatbot personalities to guide the design process of a chatbot interface?
a) Can personality be used as a stable pattern to guide the design
process of chatbot interfaces?
b) Which elements must be considered to inform a chatbot personality?
c) What components needs to be in place for a chatbot personality to
meet user needs and expectations?

2. Will chatbots with a defined personality improve the user experience of chatbot interfaces?

The first research question and sub-questions will be answered through the researcher’s experi-
ence implementing the developed personality framework. As there are no precise design method-
ology to build user-centred chatbots with a basis in personality, the researcher has combined tech-
niques from user-centred design, branding, and personality theory in order to build a personality
framework for chatbot interfaces. The design process will be user-centred and collect user research
through both secondary research techniques and qualitative methods to gather insights into user
needs and system requirements. The second research question will be answered through the ex-
periment laid out later in this chapter. This experiment will assess the chatbot prototype against
another version of the same chatbot which behaves more like a machine than human; the experi-
ment will be used to collect quantitative data to measure whether the chatbot personality improves
the user experience. This chapter will first explain how the personality framework and design pro-
cess was implemented, second the experiment setup, hypotheses and data collection will be laid
out in depth.

3.0.1 Brand, Domain, and Usage
To build the chatbot prototype, test the personality framework, and follow a user-centred design
approach, the chatbot domain will be based on a real brand. There are no formal collaboration with
this brand, therefore it will be anonymised in this thesis. It was necessary to use a real life example
to base the prototype on in order to show how the chatbot personality represents the brand’s tone
of voice, mission and values. This also informed user personas, and suitable users for the chatbot
prototype to model the personality on. In addition to this it also informed the role and job the
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chatbot should have to add value to users and support the mission of the brand.
The chosen brand and domain was chosen at random and only to be used to provide as an

example to apply and test the framework. The framework can however be used to design chatbot
personalities for any brand and any domain. The chatbot prototype will be used to further the
mission of the brand which is to increase the consumption of fruits and vegetables and reduce food
waste.

3.0.2 User group
The intended user group for the chatbot prototype are between the ages of 25 to 40, aiming at young
couples living together, preferably with young children. Research have found that this age group
eats less fruits and vegetables and waste the most food compared to other age groups and other life
situations (Haraldsen 2011). Therefore, to support the brand’s mission of increased consumption of
fruit and vegetables, the chatbot will focus on this target audience. This group usually have hectic
days where healthy eating and activity can be difficult to maintain, and some are, or soon to be,
in charge of their children’s diet and activity levels as well. As learning good habits starts when
we are children, parents have a major impact in regards to teaching children the right habits. This
shows that this group in particular are in need of a service which can help them plan healthy meals
for themselves and their families, receive assistance to find easy and economical ways to add more
nutritious produce to their meals, which will contribute to less food wasted.

3.1 The Personality Framework
To build the personality framework the researcher identified four components that the chatbot
personality must be based on:

1. The brand mission, goals and values
2. A deep understanding of the users and their needs
3. The role/job of the chatbot
4. An appropriate personality model

The first component must be met to ensure that the chatbot’s personality and behaviour is con-
sistent with the goals, values and tone of voice of the brand it represents, and supports the mission
of the brand. The second component must be met to ensure that the personality supports the goals
of the users, and to determine which personality traits that are appropriate for the user group. The
third component is important as it dictates the social role of the chatbot, which again will help find
appropriate traits that are compatible with its role. The final component, an appropriate personality
model, is necessary to organise and map out the personality traits into a suitable framework. The
following sections will explain how the personality framework was applied to build the chatbot
personality that will later be the basis of the user experience experiment.
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3.1.1 Design process
The design process used a user-centred design methodology; to gain insights into the needs of
users and inform the requirements of the chatbot prototype. This UCD process was divided into
the stages of: 1) inspiration 2) ideation 3) implementation (following the human-centred method-
ology as proposed by IDEO.org (2015)). According to Gould & Lewis (1985) there are three key
principles of UCD: an early focus on users and tasks, empirical measurement of product usage,
and iterative design. The three stages will therefore all follow the key principles of UCD, where
the first stage (inspiration) will focus on user and domain research (component 1 and 2 of the
personality framework), ideation will focus on designing and building the chatbot prototype and
define the personality (component 3 and 4 of the personality framework), and implementation will
focus on the evaluation of the final prototype, which will evaluate the personality in regards to
how it’s perceived and its effects on the user experience. As a UCD approach is characterised by
empirical measurement, iterative design, and focus on users, each deliverable will be empirically
tested through user testing techniques in iterations to inform the final prototype, while the final
evaluation will be used to gather quantitative data to answer the second research question, and
belonging hypotheses (stated in 3.4).

3.1.2 The Brand Mission, Goals, and Values
To design a chatbot that conforms to the brand it represents, the brand image was analysed and
defined. The mission statement was identified, the company and core values was defined, and a
tone-of-voice analysis was conducted.

Mission statement and core values

The brand describes itself as having a broad social responsibility. They supply fruits and vegeta-
bles, with suppliers on all continents providing products from all over the world. Freshness is the
top priority and high quality. In addition to providing fresh produce, the brand recognises having
a fair and sustainable business model, which extends to proper nutrition, increased activity, and
societal and environmental responsibilities. Their goal is to increase the consumption of fruit and
vegetables, therefore in addition to supplying fresh produce, they take an active role in increasing
knowledge and engagement regarding healthy lifestyles and positive societal development.

Mission

Their mission: Fresher and Healthier; to contribute to increased focus on healthy diets and physical
activity. A driver and pioneer for sustainable development regarding the environment and societal
responsibility within the company’s product area.

Brand Values

To create value for the customers, is the brand’s driving force throughout the business. The conduct
of employees are characterised by the values stated in the first column in Table 1 and the core
values in the second column:
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Internal Values Core Values
Team spirit Vital
Courage to do the right thing: Openness, honesty, probity Current
Compassion: mutual respect, care, and tolerance Fresh

Daring

Table 1: Internal values and core values

Tone of Voice analysis

If the chatbot is to be perceived as an extension or continuation of the brand, it must adhere to
the brands tone-of-voice. Tone-of-voice is defined as a brands personality, communicated through
its written communication as well as the visual communication. Norman & Nielsen (Meyer 2016)
defined a framework to determine tone-of-voice based on 4 dimension: funny vs. serious, formal
vs. casual, respectful vs. irreverent, enthusiastic vs. matter-of-fact.

Figure 1: This figure shows how the tone-of-voice was defined by understanding the mission, the values and
conducting a tone analysis of the written copy

20



Improve the user experience of chatbots with personality

Figure 1 shows how the tone-of-voice was determined by assessing the mission statement, the
company’s values inwards and outwards, and through a tone analysis. The tone analysis was con-
ducted using the IBM tone analyser tool, the analyser assessed the written copy found on the brands
website. Their tone-of-voice as reflected in their copy is more serious than funny, but not too seri-
ous as the tone is also a nice in-between of formal and casual. Their tone is very respectful, which
follows their core values of tolerance and respectfulness. Lastly they are leaning towards more en-
thusiastic than matter-of-fact as they carry a very positive and joyful view of the future and their
path to fulfil their goals.

3.1.3 Understanding User Needs
To meet the second component; to build a deep understanding of the users and their needs, both
primary and secondary research was gathered in order to understand the user group, trends, causes
and statistics regarding healthy eating and food waste.

User Interviews

A series of interviews was conducted in order to understand the experiences of the users; how do
they view their intake of fruit and vegetables, what obstacles and challenges do they face, how they
assess their own habits, and their thoughts regarding food waste etc. Eight users were recruited
to participate in these interviews, or four couples, in the ages of 29 to 36, four mothers and four
fathers. All four couples had two children in kindergarten and/or early elementary school age. Six
of the participants works full time, while one mother was on maternal leave as the interviews were
conducted. Two participants, one male and one female, were part-time workers and/or students
at the time of the interviews. The interview guides prepared were semi-structured and aimed at
mapping the daily routines, views, habits, pains and frustrations of the users during an average
week. In particular the interviews aimed to see how parents assess their own eating and activity
habits, and whether they are aware of food waste occurring and if so why. The interview guide can
be found in Appendix A.1.

User Personas and User Scenarios

Based on the findings from the user interviews and information from secondary research, two user
personas were developed, one male and one female, (see A.2), to summarise the user research and
inform the personality of the chatbot. The user personas describes which goals the users have, as
well as their frustrations and pains during an average week, what motivations that drives them and
their specific needs. The user persona acts as a summary of the insights from user research, and
are helpful tools to inform the requirements of the system. By understanding users’ preferences,
goals and pains will help determine suitable characteristics and personality traits. The personas
described two parents that feels guilty because they sometimes have to make shortcuts to achieve
everything they have to do in a day. E.g. sometimes buy processed foods or ready meals, throw
away leftovers, and go for unhealthy alternatives. This informs us that they are aware, and feel
guilty about their shortcomings, therefore a lecturing tone might not help ease this guilt, but rather
increase it. The personas are therefore helpful to understand which traits that are appropriate and
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supports the goals of the users. E.g. the personas also informs us that the mother is more likely to
be concerned about eating healthy and implement changes, while the father wants to support the
mother in these goals. Therefore the personality should support both parents in this. The personas
were used alongside other important findings to write specific user scenarios in which the chatbot
solves a problem or need for the user. The user scenarios followed the method laid out by Benyon
(2014), which uses insights from user research to describe user stories, to conceptual scenarios, to
concrete scenarios to use cases (see Figure 2). Examples of the conceptual stories can be found in
A.3. The use cases formed the conversation flows, an example of these can be found in A.4. The
most important tasks that added the most value to users, was to make use of the chatbots AI to
make planning dinners easier. Therefore the chatbot will help its users with planning meals on a
weekly basis, each recipe will provide the necessary nutritional value needed for each member of
the family, and the recipes will be "smart": generate grocery lists automatically and ensure as little
leftovers as possible (both in the fridge/cupboards and on the plate). This will guarantee healthy
eating for all users, decrease the needs for trips to the grocery store, and prevent food waste to a
degree.

Figure 2: Scenario-based design method as discussed in Benyon (2014)
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3.1.4 The Chatbot Role
The third component of the personality framework consists of understanding the role the chatbot
should play, or the job it should do. The user-centred approach identified the two most important
jobs the chatbot could do that both furthers the goals of the brand and add value to the users:
increase the consumption of fruits and vegetables, and reduce food waste. Therefore, the job of the
chatbot agent is to assist users to help them make healthier choices for their family and motivate
them to successfully implement these changes. The chatbot is there to assist and guide the users,
with the long term goal of successfully implementing a fresher and healthier lifestyle and reduce
food waste. To achieve this the chatbot will help parents plan their dinners for the whole week,
assist with the shopping and make recommendations based on ingredients they have in house and
leftovers. In addition to this the chatbot encourages parents to inform the chatbot about what they
have eaten so far, what was a success and what was not so that the chatbot can learn which items are
not eaten, are wasted and instead offer healthy alternatives that will be eaten rather than wasted.

Assistants and motivators have specific traits (Burge 2016, Lipcamon 2013) in which they need
to have in order to be successful in their role (see Table 2).

Assistant Motivator
Professionalism Give praise and encouragement
Collaborators Treat clients as equals
Outstanding organisational skills Show trust
Excellent communication skills Communicate and set goals
Willingness to go the extra miles Be attentive
Problem-solver Allow mistakes
Proactive Be pleasant
Respectful Ask for feedback

Keep others informed
Don’t micromanage

Table 2: Desirable traits for Assistants and Motivators

The traits of the assistant will be reflected in the way the chatbot handles its job. Through AI
and NLP capabilities, as well as connection to necessary APIs, will the chatbot be able to complete
necessary tasks and incorporate “hidden/invisible” features that will help users achieve their goals.
As for the motivator traits, this will be reflected in how it encourages/motivates users, the language
its using, and its behaviour (prompts, affirmations, tips). Therefore the chatbot role will be reflected
by its external traits (motivator) and its internal traits (assistant).

3.1.5 Personality Trait Model
Once the brand mission, core values, understanding of user needs, and the chatbot role have been
identified, designers should find an appropriate personality trait model to help put together a dy-
namic personality for the chatbot. It is important that this model will be used to place the desired
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personality within a framework, this is to benefit the designer when designing a consistent person-
ality.

It is not the goal of this thesis to assess whether the designed personality is consistent with
the chosen trait model, or to assess the personality of participants. The trait model is only used to
guide the design of the chatbot personality, and to help in evaluating desirable traits for the specific
chatbot agent.

The chosen personality model to model this chatbot’s personality was the five factor model. As
explained in section 2.3.2, this personality trait model is widely known, and based on lexical data
used by humans to describe personalities. These traits have been mapped out and organised into
the five factors, and as the traits are identified by the words we use to describe them, it will be an
appropriate model for a linguistic interface such as a chatbot.

3.1.6 The Chatbot Personality Description
The final chatbot personality therefore were based on identified user needs and user personas, the
brand image and tone of voice, and the identified role of the chatbot. This information was used
to model the desirable traits and quirks of the chatbot personality, and the five factor model was
used as reference to model the personality. The personality includes the traits shown in Figure 3.
The role and character description is laid out in next two sections; both descriptions are based on
the user research in regards to how the chatbot’s tone and tasks are handled to support the needs
and goals of both genders.

Role description

The chatbot has been given the name Bella. She works as a dinner planner, helping couples plan
meals for the whole week. Her recipes helps couples eat a healthy and balanced diet focusing on
increasing the consumption of fruits and vegetables. Bella is personalised to each specific family as
she knows and learns over time what they prefer to eat, what they dislike, any known allergies they
might have, and who makes up the whole family. Her mission is to increase their health, while also
taking an environmental and economical approach to dinner planning; keeping track of what food
they have at home, base recipes on ingredients that needs to be used up and providing users with
shopping lists. It is important that Bella works to motivate users towards their goals, and does so in
a supportive fashion. Her role as assistant makes sure that she is trustworthy, reliable and efficient.

Character description

Bella is designed to act and look about the same age as her target audience, and works to assist and
motivate her users. Her personality is modelled to be that of a supportive friend, helping with cool
new tricks as well as emotional support, by using a cheerful and playful tone. She is always happy to
help and conducts herself to a high professional standard. She always acts respectful and polite, but
likes to add humour to her interactions with users. Bella is designed to help her users throughout
the day, by assisting with logging meals, provide help, tips and tricks, reminders, shopping lists
and recipes on the go. She also offers words of encouragement and wants to support and motivate
her users towards their goals. Therefore Bella acts efficiently and to the point, while also providing
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Figure 3: The defined tone-of-voice, five factor personality traits, characteristics and qualities

a helpful and supportive tone. She is cheerful, youthful, and fun-loving, while also being reliant,
consistent, efficient and trusting. Bella is a team player, and works to support great collaboration
between couples.

3.2 Prototype & Conversation Design
The chatbot prototype was built using the Chatfuel bot builder platform, and the experiment was
run through Facebook’s Messenger platform. The conversation design was written by mixing a user
scenario technique with mind-mapping tools, such as Xmind, to map out the different chatbot skills,
user intentions, and conversation flows (see 3.1.3 & A.3). To improve the AI of the chatbot, the
researcher wrote more than 300 unique training data per chatbot skill. This resulted in participants
testing eight different conversation flows, three of which can be seen in Figure 4. These eight
chatbot skills included, planning dinner for the whole week or specific day, help using leftover
ingredients, log five a day, help eating healthier or increase consumption of vegetables, add and
locate shopping lists.

25



Improve the user experience of chatbots with personality

Figure 4: Example of conversations users had with Bella
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The conversation design began by forming different use cases, that were based on the concrete
scenarios built around the insights from the user interviews. These use cases described the most
important tasks the chatbot could provide to its users, and the conversations were written around
these tasks. The goal of the conversation would be to complete the specific task described in the
use case, and this of course can be done in many different ways, which gives you the possibility to
play around with multiple paths to the same conversation goal. The main path was first identified,
before creating different "sub-paths" to reach the same goal.

Training data for chatbots consists of variations of the user intention. This means as many ver-
sions of the same question or user input that describes the same goal. The training data is what
builds the chatbots AI, and the more training data a chatbot has the more certain it becomes in
predicting the right intent. If the chatbot is very well trained, it would be able to answer questions
or input that has not been included in the training set, but describes the same intent.

3.2.1 The Chatbot Avatar

Figure 5: Chatbot Bella’s avatar

Chapter 2.2 provided background and research regarding how humans perceive the various types
of conversational agents, and found that anthropomorphism can benefit how a personality is per-
ceived, and that humanness can increase anthropomorphism. Humanness relates to human capa-
bilities and physical characteristics, and chatbots with a high level of humanness increases trust and
familiarity, while also providing a more natural interaction with humans. The latter is explained by
that humans know how to interact with other humans, therefore will assume that a chatbot will
interact like a human if it has a more human appearance. Because of this, the chatbot avatar will
have a human appearance, to encourage natural human interaction. However, research have found
that too human might have a negative effect on human perception. Therefore, the chatbot will be
portrayed as an illustrated character rather than a realistic human, as can be seen in Figure 5. This
will make clear the distinction that the chatbot is not a human, while incorporating high levels
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of humanness simultaneously, which will contribute to increased anthropomorphism. The chatbot
has been given a female gender. While aware of the research regarding stereotypes and unwanted
attention towards female CAs (see section 2.2.4), the design process determined that the role of the
chatbot and the personality befitted a female agent better for this specific scenario.

3.3 Chatbot B - the other chatbot
In order to test whether the chatbot personality has any impact on the user experience, the ex-
periment will test two levels of personality. The first level (Chatbot A) will include the personality
modelled using the developed personality framework. The second level (Chatbot B), will be de-
signed to appear as opposite to the personality of Chatbot A. This will mainly involve using the
same traits that Chatbot A’s personality has been modelled on and to the extent possible remove
them from the personality of Chatbot B. Chatbot B will therefore appear as having a less human
personality than Chatbot A. Chatbot B cannot be defined as having "no personality", as even a
"machine-like" behaviour can be defined as a personality type. Instead Chatbot B has been designed
to be mainly task-oriented, providing the same service and completing the same task as Chatbot A,
but in a machine-like way as shown in Table 3.

User Expressions Chatbot A Chatbot B
What should I cook
for dinner tonight?

Cool cool;) What are you in the
mood for?

Do you have a preference?

Something that’s
quick to make

In a hurry today huh? Here’s a
selection of 3 meals that take less
than 30 minutes to make

Quick recipes:

Dinner tonight was
delicious!

That’s wonderful :D should I rec-
ommend this recipe again?

OK, recommend recipe in fu-
ture?

Table 3: Difference in personality in responses between Chatbot A and Chatbot B

This means that Chatbot B will provide the same value to users as Chatbot A, by meeting their
needs and being a great assistant. However, the motivator role will be affected by the different
personalities, as Chatbot B will not act as a great motivator as these traits are mainly found in the
Agreeable and Extroversion factors. Therefore Chatbot A and B will have the following traits in
common: Reliable, Consistent, and Perceptive. These are the traits found in the conscientiousness
factor, and mainly displayed through the assistant role. The traits found in the Openness factor
will also be removed to some extent in Chatbot B, however some of the traits might be reflected
in the tasks it performs and will therefore to some extent be present in Chatbot B. The prototype
for Chatbot B was built by duplicating Chatbot A, and change the way it responded to fit with its
defined personality characteristics.
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3.4 Experiment Design
The experiment will be conducted in two parts in order to answer the second research question:
Will chatbots with a defined personality improve the user experience of chatbot interfaces?. The first
part of the experiment (Experiment Part 1) consists of evaluating whether participants perceive the
intended personalities for both chatbot versions. This it to control that the personality has been
modelled correctly, and are perceived as such. This will also test whether the personalities are
perceived consistently by all participants, and that they are in agreement. Then, the second part
of the experiment (Experiment Part 2) will assess whether personality has an effect on the user
experience. Each part of the experiment will be conducted simultaneously, and repeated for each
chatbot version as seen in Table 4.

Experiment Design
Group 1 Chatbot A Evaluation Part 1 + Eval-

uation Part 2
Chatbot B Evaluation Part 1 + Eval-

uation Part 2
Group 2 Chatbot B Evaluation Part 1 + Eval-

uation Part 2
Chatbot A Evaluation Part 1 + Eval-

uation Part 2

Table 4: Experiment Design of the two-by-two factorial design showing the starting condition and when par-
ticipants will evaluate the chatbot versions

3.4.1 Experiment Part 1

Independent Variable: Characteristics
Dependent Variable: Personality

Part 1 of the experiment, to assess whether participants perceive the intended personality, will
be assessed by asking participants, after interacting with the chatbot, to rate on a five point Likert
scale whether they perceived each characteristic. As seen in Table 4, participants will begin with
either Chatbot A or Chatbot B, asked to rate the characteristics right after the first interaction, then
interact with the second chatbot and then rate the characteristics for that chatbot as well. The first
part of the evaluation will use the following hypotheses:

H11: Users will perceive the personality of Chatbot A as different to the personality of Chatbot B
H01: Users will not perceive the personality of Chatbot A as different to the personality of Chatbot B

H12: Users will perceive the personality of Chatbot A as intended
H02: Users will not perceive the personality of Chatbot A as intended

H13: Users will perceive the personality of Chatbot B as intended
H03: Users will not perceive the personality of Chatbot B as intended
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Data Collection Experiment Part 1

To collect the necessary data to assess the stated hypotheses for part one of the experiment, the
participants will be asked to evaluate the predefined characteristics of the personalities each chat-
bot is modelled on, on a five-point Likert scale. The data collection forms are the same for each
chatbot. The characteristics included in the data collection form are the characteristics Chatbot A’s
personality is modelled on, as seen in Table 5. Chatbot B only has three characteristics in common
with Chatbot A: 1) Reliable 2) Consistent 3) Perceptive, which are found in the conscientiousness
factor. Therefore, if the personality for Chatbot A and the personality for Chatbot B is perceived
as intended, the results should have these three characteristics rated to a high degree by all par-
ticipants. All other characteristics should be rated to a low degree for Chatbot B, and to a high
degree for Chatbot A. This experiment is conducted to determine to what extent participants per-
ceived the given traits, and whether participants are in agreement of the perceived traits. This will
help determine whether the chatbot script has been successful in displaying the correct and in-
tended personality; or whether participants perceive a different personality for one or both chatbot
versions. It will also inform to what degree the two personalities are seen as different by all partici-
pants. All participants will be subject to all conditions, and asked to evaluate each chatbot versions
independently.

Characteristics Data Collection Form
1=not at all 2=to a small

degree
3=to some
extent

4=to a high
degree

5=to a very
high degree

Cheerful
Trusting
Polite
Helpful
Affectionate
Reliable
Fun-loving
Confident
Consistent
Perceptive
Insightful
Original
Clever
Daring

Table 5: Data collection form presented to each participant to rate the chatbot personality against the given
characteristics
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3.4.2 Experiment Part 2

Independent Variable: Personality
Dependent Variable: User Experience

Part two of the experiment will be conducted to assess whether personality affects the user
experience, and will do this by manipulating the independent variable Personality into two levels
(Chatbot A and B), to assess whether it has an effect on the dependent variable User Experience.
The second part of the experiment uses the following hypotheses:

H14: Personality affects the user experience of chatbots
H04: Personality has no effect on the user experience of chatbots

H15: Chatbot A will have an improved effect over Chatbot B
H05: Chatbot A will not have an improved effect over Chatbot B

In addition to these hypotheses the researcher will also collect data on each participants pre-
ferred version as well as their reasoning for this. The researcher assumes that the motivator role
might be more appropriate for female users, especially if they are mothers, as they are more likely
to use the chatbot throughout the day for help and guidance, while male users are more concerned
with how efficiently and usable it is in completing tasks. Therefore collecting additional data on
preference and reasoning, might help inform this assumption and could be interesting to see next
to the final results.

Data Collection Experiment Part 2

To collect the necessary data to assess the stated hypotheses for the second part of the experiment,
the AttrakDiff measuring tool will be used to assess the effect on the user experience. All participants
will be subject to all conditions, and asked to evaluate each chatbot versions independently.

AttrakDiff - operationalising the user experience

User experience is defined in ISO 9241 – 210 as "all the users’ emotions beliefs, preferences, per-
ceptions, physical and psychological responses, behaviours, and accomplishments that occur be-
fore, during and after use" (ISO 2010). Usability is the most widely known definition to determine
whether a product is good or bad, and therefore an important part to determine a great user ex-
perience. Usability is defined in ISO 9241-210 as the "extent to which a system, product or service
can be used by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use". Hassenzahl (2006) believes that this definition is too task
oriented, focusing on task completion and reaching goals, simplicity and efficiency, and forgetting
about the "fun". Satisfaction is therefore one of the components of usability in which professionals,
researchers, and designers alike struggle to agree on a definition. Is it the satisfaction of efficiently
completing a task, or the satisfaction of an overall enjoyable experience? The AttrakDiff measure-
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ment tool was built to assess exactly this, knowing that users might choose a product which is
slightly less efficient but are extremely enjoyable to use. While some argue that something cannot
be enjoyable unless it is efficient, we must not forget all the different ways in which the overall user
experience is affected by a product that "stands out" from the rest. Hassenzahl et al. (2000) built the
AttrakDiff measurement tool, which assesses the user experience by looking at usefulness and us-
ability in the pragmatic quality, independently from the hedonic qualities of stimulation, challenge
and motivation, and attractiveness. The AttrakDiff form assesses personal user rating of a products
usability and design.

• Pragmatic Quality: Usefulness and usability of the system
• Hedonic Quality: Motivation, stimulation and challenge for the user

The AttrakDiff measurement instrument consists of 28 seven-step items of opposite adjectives
ordered into a scale of intensity (AttrakDiff.de 2013). The middle values of an item group creates a
scale value for pragmatic quality (PQ), hedonic quality (HQ - include HQ-I and HQ-S) and attrac-
tiveness (ATT). HQ-I and HQ-S are the sub-qualities of stimulation and identity of hedonic quality.
The theoretical model was created and tested by Hassenzahl et al. from 2000 through 2006 (Has-
senzahl et al. 2000, Hassenzahl 2001); and their studies have found that the hedonic and pragmatic
qualities are perceived independently from each other and consistently, and contributes equally to
the attractiveness rating. According to their website, Hassenzhal et al. (2000) found that the model
separates four essential aspects: 1) the product quality intended by the designer, 2) the subjective
perception and evaluation of quality, 3) the independent pragmatic and hedonic qualities, and 4)
the behavioural and emotional consequences (AttrakDiff.de 2013).

The AttrakDiff measurement tool was used to collect the appropriate data to assess and compare
the two chatbot personalities against the user experience. The AttrakDiff evaluation will be used
to assess the user experience of both chatbot prototypes. The pragmatic quality will asses usability
and usefulness of the chatbot, while both hedonic and attractiveness qualities will be used to assess
the satisfaction with each version.

3.4.3 Experiment Setup
Participants were recruited through convenience sampling, all participants were within the age
group of 25-40 years of age, the sample consisted of couples, either married or unmarried, but all
living together. 12 of the 16 participants had children in kindergarten or elementary school, while
two couples are not parents as of yet. Eight of the participants had also participated in the earlier
interviews. The participants were invited to test a new chatbot application that aims to help families
with weekly tasks. This means that none of the participants were aware that the goal of the exper-
iment is to test the chatbot personality, but rather that they were invited to test two versions of a
chatbot interface. Before the participants began the tests, they were given one deck of eight cards,
see Figure 6, each describing a need participants have. Participants will be asked to open one card
at a time and use the chatbot to solve that need e.g. "I don’t know what I should make for dinner
tonight". In addition to this deck participants will also be presented with four different coloured
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decks, see Figure 7 and 8, they will be asked to open one card from each of the four decks that
are named: 1) Dinner 2) Ingredient 3) Vegetables 4) Fruits. Participants were instructed to provide
this information when asked by the chatbot. E.g. one of the conversation flows includes adding
an ingredient to the shopping list, your ingredient card informs the participant which ingredient
to add. The cards were necessary as it was important that the experiment was completed with as
little interference from the test moderator as possible. This was to not influence ones own person-
ality into the interaction with the chatbot solution. The two chatbot versions are prototypes, and
therefore prone to error during testing. Time restraints made it impossible to produce a complete
well-functioning chatbot, this made it necessary to design the experiment to only include specific
conversation flows presented by the cards mentioned above. Pilot studies and preliminary studies
conducted during the autumn 2017, found that errors occurring during a chatbot user test has a
huge impact on participant’s perception of the chatbot as a whole, as participants rated the chatbot
as being lower in intelligence, helpfulness, and usefulness if it predicted the wrong intent. There-
fore it is very important that the chatbot does not give a wrong answer or fail to predict the right
answer during the experiment.

The decks were necessary to exclude any interference from the researcher, and also ensured that
participants were engaged in conversations flows that the chatbot had been trained to know well.
This allowed the researcher to focus on only eight specific conversations to allow participants to
interact with the system. The preliminary study conducted as preparation for this master project
found that users need a goal with the interaction and expect a chatbot to be able to do something,
or perform some kind of service, to perceive the interaction as meaningful. Participants were un-
able to give a true evaluation of their perception in the preliminary study if they did not "see the
point" with the interaction, as there was a conflict when rating characteristics such as intelligent or
helpful. Therefore, participants will use the chatbot as a complete service, even though the research
aim is not to assess how well the chatbot performs its tasks. In order to conduct a true assessment
of user experience, the product being tested must be seen as useful to its users, this will be reflected
in the pragmatic quality score from the AttrakDiff test. The design process and participant sampling
will already have assured that the tasks the chatbot performs are valuable or useful to the partici-
pants, which means that the Pragmatic Quality of each version is assumed to be scored high by all
participants - although maybe not to the same degree.

Participants will evaluate the two chatbots by completing a series of tasks using each chatbot.
As mentioned earlier in this chapter, the first part of the experiment will be used to assess whether
the personality is perceived consistently and as intended by each participant, and the second part
to assess the user experience. In order to compare the two chatbot versions, the participants will
be their own control group as the experiment design will allow for a between & within-subjects
design using a two by two factorial design, see Table 4. Half of the group will test Chatbot A first,
while the second half will test Chatbot B first. This is to avoid a sequence/interaction effect, where
participants become affected by which chatbot they try first. Participants will not have any compar-
ison during the first interaction, and can therefore be either stricter or nicer in their assessment.
While the second interaction will be compared to the first interaction, and can therefore also be

33



Improve the user experience of chatbots with personality

assessed stricter or nicer. Participant’s might also feel more at ease during the second interaction,
as they now know what to do. After the participants have interacted with each chatbot they will
be asked to assess the chatbot personality characteristics to determine whether participants are in
agreement regarding the perceived characteristics and personality traits. Then participants will be
asked to fill out the AttrakDiff evaluation to assess the perceived hedonic-, and pragmatic quality
and attractiveness of the chatbot, before repeating the same process again with the second chatbot
version. This experiment design will ensure statistic power. Both the personality characteristics data
collection form and the AttrakDiff measurement tool will be presented to all participants after they
have interacted with each chatbot. The participants will be presented with the same form for each
bot, and the forms will be accessed locally through the researchers private computer in order to
ensure participants anonymity.
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Figure 6: Figure showing the eight cards with a need to be solved by the chatbot
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Figure 7: Figure showing the cards for dinners and vegetables

Figure 8: Figure showing the cards for ingredients and fruits
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4 Results

This section will provide the results from the data analysis of both parts of the experiment; 1) the
agreement regarding the personality traits and characteristics, 2) the AttrakDiff evaluation to assess
the user experience. The data was analysed using SPSS.

4.1 Part 1 Results: Personality characteristics data analysis
The characteristics were rated using a scale from 1-5 in which 5 meant a high perceived presence
of the characteristic in the interaction with the chatbots, and 1 meant no perceived presence of the
characteristics. The data-set was analysed through running a paired-samples t-test, and a two-way
repeated measures ANOVA to investigate whether an interaction effect occurred within subjects,
as all participants were subjected to all conditions. The independent variable personality has two
levels, and the dependent variable characteristics has four factors where each factor describes a fac-
tor from the five factor model (extroversion, agreeable, conscientiousness, openness). The analysis
performed on this data set will be used to test H11: Users will perceive the personality of Chatbot
A as different to the personality of Chatbot B, H12: Users will perceive the personality of Chatbot A
as intended, and H13: Users will perceive the personality of Chatbot B as intended. The descriptive
statistics of the characteristics data analysis can be found in Table 6.

Descriptive Statistics
N Minimum Maximum Mean Std. Deviation

ExtroversionA 16 2 5 4,3125 0,8116
ExtroversionB 16 1,67 3,33 2,2708 0,47483
AgreeableA 16 4 5 4,625 0,30277
AgreeableB 16 2,25 4,5 3,4219 0,57532
ConscientiousA 16 3,33 5 4,2917 0,5146
ConscientiousB 16 2,67 4,67 3,9167 0,60246
OpennessA 16 3 5 4,0781 0,59665
OpennessB 16 1,5 5 3,4531 0,92294

Table 6: Descriptive statistics chatbot characteristics results

The paired-samples t-test found that there is a significant difference between the two levels of
personality and the perceived characteristics. Agreeableness Chatbot B (M=3,4219, SD=,57532)
and Agreeableness Chatbot A (M=4,6250, SD=,30277); t(15)=-8,760, p < ,001. Extroversion
Chatbot B (M=2,2708, SD=,47483) and Extroversion Chatbot A (M=4,3125, SD=,81166) t(15)=-
8,976, p < ,001. Openness Chatbot B (M=3,4531, SD=,92294) and Openness Chatbot A (M=4,0781
SD=,59665) t(15)=-3,727, p = ,002. Conscientiousness Chatbot B (M=3,9167, SD=,60246) and
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Conscientiousness Chatbot A (M=4,2917, SD=,51460) t(15)=-2,522, p = ,023. These results sug-
gests that participants perceived the two personalities as significantly different from one another.
The Mean score difference between Chatbot B and A, suggests that participants perceived all char-
acteristics in Chatbot A to a higher degree than in Chatbot B, where the extroversion factor had the
largest difference in mean score.

The two-way repeated ANOVA investigated whether an interaction effect occurred with respect
to the starting condition (startbot) to investigate whether the order of chatbots participants were
subjected to had any effect on the results. There was a significant main effect of the two levels of
personality with respect to the characteristics F(1,14)=73,181, p<,001. There was also a signifi-
cant main effect between the characteristics F(3,42)=12,960, p<,001. There was an INsignificant
interaction effect of the starting condition (personality*characteristics*startbot) p=,380. See Figure
9.

Figure 9: Estimated marginal means of characteristics for Chatbot A and Chatbot B

The data was also tested for whether there was an interaction effect of gender. This two-way re-
peated measures ANOVA revealed no significant interaction effect of gender (Personality*Characteristics*Gender)
p=,331. See Figure 10.
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Figure 10: Estimated marginal means of Chatbot A vs Chatbot B personality on gender

4.2 Part 2 Results: AttrakDiff data analysis
The results from the AttrakDiff evaluation was also analysed by running a paired samples t-test,
and a two-way ANOVA to understand whether any interaction effects occurred. The statistics will
be used to test H14: Personality affects the user experience of chatbots, and H15: Chatbot A will
have an improved effect over Chatbot B. The descriptive statistics of the AttrakDiff data analysis can
be found in Table 7. Descriptive statistic for all word-pairs found in each factor can be found in
A.8. Personality has two levels (personality, no personality) and user experience has four factors
(Pragmatic Quality, Hedonic Quality Stimulation, Hedonic Quality Identity, Attractiveness).

Descriptive Statistics
N Minimum Maximum Mean Std. Deviation

PQA 16 4,86 6,71 5,9286 0,56424
PQB 16 4 6,43 5,4732 0,5964
HQ-IA 16 4 6,29 5,4821 0,53165
HQ-IB 16 3,57 5,43 4,7679 0,56874
HQ-SA 16 5,14 6,14 5,625 0,29909
HQ-SB 16 2,57 6,57 4,7768 1,19405
ATTA 16 5,14 7 6,3482 0,44864
ATTB 16 3,9 6,3 5,339 0,7805

Table 7: Descriptive statistics AttrakDiff results

The paired samples t-test found that there is a significant difference in the scores between Chat-
bot B and Chatbot A, where all four factors of the user experience showed a significant improved
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effect between Chatbot B and A. Pragmatic Quality Chatbot B (M=5,4732, SD=,59649) and Prag-
matic Quality Chatbot A (M=5,9286, SD=56424); t(15)=-2,152, p = ,048. Hedonic-I Quality
Chatbot B (M=4,7679, SD=,56874) and Hedonic-I Quality Chatbot A (M=5,4821, SD=,53165)
t(15)=-3,239, p = ,006. Hedonic-S Quality Chatbot B (M=4,7768, SD=1,19405) and Hedonic-
S Quality Chatbot A (M=5,6250 SD=,29909) t(15)=-2,934, p = ,010. Attractiveness Chatbot B
(M=5,339, SD=,7805) and Attractiveness Chatbot A (M=6,3482, SD=,44864) t(15)=-4,069, p
= ,001. These results suggests that personality has an improved effect on the user experience of
chatbots, as all four factors of user experience was scored higher for Chatbot A than Chatbot B. See
Figure 11.

A two-way repeated measures ANOVA was conducted to investigate the effect the starting con-
dition (startbot) had on the independent variable personality and the dependent variable user
experience. There was a significant main effect of the two levels of personality with respect to the
user experience F(1,14)=15,300, p=,002), and the starting condition (startbot) had no significant
interaction effect on personality p=,847. There was a significant main effect of the user experience
F(3,42)=12,264, p<,001, and the starting condition (startbot) had no significant interaction effect
on user experience p=,865. There was no significant interaction effect between personality, user
experience and starting condition (personality*UXscore*startbot) p=,909.

Figure 11: Estimated marginal means starting condition chatbot A user experience score

Another two-way repeated measures ANOVA was conducted to investigate whether gender had
any significant interaction effect on the variables. The analysis found that there was no significant
interaction effect between personality, user experience and gender (personality*UXscore*gender)
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p=,436 (see Figure 12).

Figure 12: Estimated marginal means of Chatbot A and B personalities on gender

As shown in Figure 13, Chatbot A performed better in both hedonic and pragmatic quality than
Chatbot B. The rectangles shows the confidence observed for Chatbot A and B, where Chatbot
A has a smaller confidence rectangle implying that the participants were largely at one. Chatbot B
however has a much larger confidence rectangle, which suggests that participant responses differed
more greatly. Figure 14 shows the mean score of each user experience factor and how the two
personalities scored compared to each other. The diagram shows that the difference is greater
when it comes to hedonic quality-simulation and attractiveness, while the differences are less when
it comes to pragmatic quality in particular. As the two personalities only shared traits found in the
conscientiousness personality factor (reliable, consistent, perceptive) this result is to be expected as
those traits are often found to be pragmatic qualities. Figure 15 shows the average score for each
of the word-pairs for both chatbot versions.
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Figure 13: Results Attrakdiff
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Figure 14: Diagram of average values
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Figure 15: Description of word-pairs
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5 Discussion

This chapter will first discuss the implementation of the personality framework and the experiences
made throughout the design process towards the final prototype. Then the discussion will move
towards the running of the experiment, recruiting of participants, and interpretations of the results.
Possible confounders will be discussed along with contributions and limitations to offer insight into
the process as a whole and the take-away.

5.1 Discussion: The implementation of the personality framework
The first research question asks How can we design chatbot personalities to guide the design process
of a chatbot interface?, and the sub-questions concerns whether personality can be used as a stable
pattern to guide the design process, which elements must be considered to inform the personality,
and how can we ensure that the personality meets user needs and expectations. Through following
the personality framework, the researcher found that the elements that must be considered to
inform the personality are as follows:

1. The brand mission, goals, and values
2. A deep understanding of the users and their needs
3. The role/job of the chatbot
4. An appropriate personality model

These four elements were all used to form the personality of the chatbot, and helped narrow
down the most important tasks the chatbot should perform, as well as understanding the way in
which these tasks should be performed. As laid out in the methodology section, chatbots that are
extensions of services provided by brands, must be consistent to the brand it represents. By having a
deep understanding of the brand guidelines; tone of voice, values, mission and goals, will limit and
set precise guidelines for the way in which the chatbot should behave. In addition to how it should
conduct itself, it will also have to be built to understand how it should handle the different users
regarding their emotions, needs, expectations, and contexts. This specific understanding not only
adds to its behaviour, but also allows designers to plan for which characteristics should be present
at what time. If the users are frustrated or in a hurry, the chatbot should not behave in a way that
adds to their frustrations or become more time consuming. Understanding these helps write user
scenarios, and will add to the knowledge of the chatbot, as different user scenarios needs different
use cases. Therefore, designers have already predicted and planned for use cases that the chatbot
might have to handle. Personality plays into this in regards to how it is designed to respond or
act in these scenarios. The chatbot built for this thesis were built on the knowledge that its users
will not respond well to a lecturing tone, the "I-know-best", and therefore took a much different
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approach to providing help and tips. The last point here also consists of the role of the chatbot, the
job its performing again limits the way in which it should behave. This chatbot was defined not
only as an assistant, but a motivator as well. It was there to support, guide, and help, not to lecture,
challenge, and tell - which might be a suitable approach for a different context and a different
target audience. This shows how important it is to not choose a personality before we know 1) who
the users are 2) which values it represents 3) which job it is performing! This should form the basis
of the personality, and not come after-the-fact. Then you need to find an appropriate personality
model.

This project chose to use the five-factor model to model the chatbot personality. This model
was chosen over e.g. MBTI, HEXACO or Jung, and this is because the five factor model has been
found to be suitable for multiple countries and cultures, and provides a descriptive taxonomy, in
which organises natural language and the scientific traits into a single framework. It is therefore
an organised and easy framework to use when wanting to build a personality. The model is created
to assess persons personality types, but can very well be reversed to build a suitable personality; as
done in this thesis project. Having the list of traits, organised under the five factors, was helpful to
use throughout the scripting of the chatbot. It was a helpful tool when writing each use case, and
plan for any conversation flow. It was also very helpful when building the personality for Chatbot
B, as it offered an organised way to model an "opposite" personality. Other UX professionals have
offered another view on how to model personality, which includes basing the personality on well
known personalities; such as that of specific celebrities, historical figures, politicians, or fictional
characters. This approach is a very creative take on writing personalities for chatbots, by combining
and mixing traits from well-known personalities. For this context however, this approach would
maybe have been useful in the ideation/exploratory phase of building the chatbot personality, and
could provide a fun and collaborative way to design personalities in teams. There would however
still be necessary to use a personality type model to organise the chosen personality after building
one based on known personalities.

The personalities given to Chatbot A and Chatbot B did not include any traits from the neu-
roticism factor, and there is a good explanation for why this is. In character development, it is
emphasised that characters should have flaws and weaknesses in order for them to be seen as real-
istic and to give depth to the character. The chatbot personality does not include any intended flaws
or weaknesses, and this is because of its role and context. It is crucial that the chatbot is a good
representative for the internal and core values of the brand. This means that it needs to conduct
itself the same way as other employees are expected to conduct themselves when representing the
brand. The phrase "there are no bad days in customer service" also extends to the personality of
the chatbot. The chatbot does not have "bad days", it does not experience sorrow, loss, or anger, it
does not worry, get tired or frustrated - and more importantly it should not display any emotions or
personality traits that might be perceived negatively by the users. A chatbot in a different context,
with a different role to play, might just be designed to appear flawed, and be influenced by emotions
and events. However, in this context, such traits are not appropriate or desired.
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5.2 Discussion: The experiment
Before discussing the results from both parts of the experiment, let us first talk about the experiment
design as laid out in the methodology section in regards to how this was implemented. It was the
intention when buiding the prototype, to allow participants to interact freely with the chatbot;
getting to know it and exploring all the different tasks it could perform. Unfortunately this was not
possible to do as it was revealed later in the design process that the machine learning that forms
the AI that Chatfuel delivers, had several flaws. As explained in the methodology chapter, it is very
important that the chatbot does not fail to predict a user intent, or answers the wrong question
during the experiment, as this affects how users perceive the chatbot overall. For the AttrakDiff
measurement tool to give a true evaluation of the user experience, the pragmatic qualities, or the
usability and usefulness factors, must be met to a high standard by the chatbot. It was not the
intention to evaluate the usability of the chatbot in regards to its performance, but rather allow
users to test the overall experience of interacting with the chatbot. It was therefore necessary to
control the conversation by limiting the participants freedom in what they could ask the chatbots
during the experiment. This way made it easier to only focus on building out eight conversation
flows that the researcher was confident that the chatbot could handle without fail. A few of the
participants did state that it was difficult to give a true assessment of the chatbots when they had
only interacted with it through a short session, and that they were not able to ask it what they
wanted and test it in a true setting. This however, did not seem to affect how they rated the two
personalities, as they were all certain of which they preferred and what they liked or disliked in each
of the chatbots. None of the participants knew that the research aim was to investigate the effects
of the personalities, and therefore a lot of the feedback were in relation to its performance: "I would
have liked to try it out more before evaluating it, as I don’t know how it would perform in a real life
setting". When participants were asked to provide commentary on the two chatbot versions, it was
clear that the amount of interaction was enough for them to offer a clear and precise evaluation of
preference towards their personalities.

The two-by-two factorial design was used to avoid an interaction effect on the results. It was
assumed that participants might be more "careful" when rating the first chatbot version they in-
teracted with, as they had no comparison to evaluate it against. Their opinion of the first chatbot
might also influence how they evaluate the second chatbot. The results indicated that a majority
of participants were less inclined to use the outer edges of the scales when evaluating the first
chatbot, but used more often the outer edges when evaluation the second chatbot. A few of the
participants stated during their second round of evaluation that they wished to go back and change
their answers from the first round of evaluation as they felt they should have used more of the
outer edges of the scales. This showed how preference affected their perception when comparing
the second chatbot interaction with their first. If they preferred the first chatbot after interacting
with the second, they wished to go back and improve their scores for the first one. The same was
true if they preferred the second chatbot, as then they felt they had been "too nice" regarding the
first. All participants were of course not allowed to change their initial answers.
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In addition to the AttrakDiff measurement tool to assess the user experience, each participants
were also asked at the end of the experiment to answer which of the two chatbots they preferred.
Twelve of the sixteen participants preferred Chatbot A over Chatbot B, three males and one female
preferred Chatbot B. Although they stated to prefer Chatbot B, they rated Chatbot A higher in the
AttrakDiff evaluation, but they rated Chatbot B a little higher in pragmatic qualities. The reasons
they gave for preferring Chatbot B, was that they expected to grow tired of Chatbot A over time.
They assumed that the same answers over and over again would become irritating and tiresome
over time. This provides important information regarding the need to allow chatbots to adapt and
grow over time. Conversational UX is explained as designing interfaces that learns from interacting
with users. This means that not only does the chatbot need to learn the preferences and remember
previous information of its users; it also needs to adapt its language over time. Some of the partici-
pants who preferred Chatbot B also admitted that they would be more interested in the "assistant"
features, such as generating meal plans, recipes, grocery lists, and keeping track of they weekly
shopping. They were more interested in these tasks being handled efficiently and effectively, as
these tasks needs to be to the point.

It is also important to note that the participants were not aware of which brand the chatbot
represented. The participant’s relationship with a brand could have additional effects on their over-
all perception and could have impacts on the user experience as well. As there was no formal
collaboration with the brand in question it was not revealed to the participants as to not create
misunderstandings.

5.2.1 Discussion of characteristics results
The results of the degree participants perceived the personality characteristics of both chatbots
showed that users did rate all factors for Chatbot A as more present than in Chatbot B. The paired
samples t-test found this difference to be significant, and the two-way repeated measures ANOVA
found no interaction effect of the starting condition or gender. This information tells us that the two
chatbot personalities are seen as significantly different, with a significant higher perceived presence
of characteristics in Chatbot A. To be able to say that the personalities were perceived as intended,
Chatbot B would have had to receive lower scores than what it did in most of the characteristics.
While the mean scores for all characteristics of Chatbot A were more than 4, and therefore supports
H12, Chatbot B received higher means than expected for Agreeableness (3,4219) and Openness
(3,4531). This means that we cannot fully support H13, and would have to keep the H03. Although
for Chatbot B to be perceived as intended would needed a lower score than what it was given, it
was still rated as lower in the perceived characteristics compared to Chatbot A. Therefore, as it
was significantly different and lower in scores compared to Chatbot A, it was suitable to use for
comparison when testing the user experience in part two of the experiment.

Females and males both rated characteristics in Chatbot A as more present than the same char-
acteristics in Chatbot B as can be seen in Figure 10. Female means for Chatbot A and Chatbot B were
slightly higher scored than the means for males. The male mean score for Extroversion for Chatbot
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A was higher than the mean score for females, and males scored Chatbot B higher in agreeableness
than females. Apart from those small differences, each characteristic for each chatbot were rated
more or less consistently between males and females. The conscientiousness factor was assumed
to be rated more or less equal for both chatbots, and the mean scores differed by 0,375 showing
that this factor was perceived almost the same for each chatbot by all participants. It is interesting
though that Chatbot A was seen as somewhat more conscientious than Chatbot B, indicating that
users found that version to be slightly more perceptive, reliant, and consistent than the other.

As will be explained further in the Limitations section, both personalities should have been
tested in several iterations before conducting the second part of the experiment. This would have
helped understanding exactly what the perceived personalities would be before testing the effect
the personalities had on the user experience. However, the pilot testing were enough to satisfy that
the two personalities were perceived as opposites to an extent, and the results confirmed this.

5.2.2 Discussion of user experience results
The results from the statistical analysis of the AttrakDiff data to assess the user experience, found a
significant difference between the ratings of the two personalities, and a significant improved effect
of Chatbot A over Chatbot B. The opposing adjectives used to evaluate the user experience in the At-
trakDiff form (see Figure 15), shows clearly how both chatbot versions were rated compared to one
another and where the differences are largest. The ratings for each chatbot follows each other well
on most of the word-pairs, while the biggest difference is seen in the word-pair: human-technical.
This indicates that the one trait that truly appeared as the biggest difference between the two chat-
bots was the degree of humanness displayed in both. For the majority of word-pairs Chatbot A
scores higher than Chatbot B. The exceptions includes mainly word-pairs in the pragmatic qual-
ity: cumbersome-straightforward, unpredictable-predictable, and one in hedonic quality-identity:
unprofessional-professional, in which Chatbot B was scored higher. This suggests that a chatbot
which has a personality that appears less human, more technical, impersonal or machine-like, are
perceived as being higher in pragmatic qualities than a chatbot with a more human personality. The
mean score for professional-unprofessional for Chatbot A was 5,875 and Chatbot B mean score was
6,25. This shows that Chatbot B was perceived as conducting itself to a higher professional stan-
dard than Chatbot A, ever so slightly. While the overall impression was that Chatbot A was more
attractive than Chatbot B, and offered a more enjoyable user experience.

Although there was found no significant interaction effect caused by the starting condition, there
are some minor interesting observations. As can be seen in Table 8, the differences between the
ratings of the two groups are down to the decimals, except hedonic quality stimulation for Chatbot
B, and as stated not significant. The differences between the two groups do show that Chatbot B
were slightly better perceived when not being compared to Chatbot A. This indicates that Chatbot
A had more of an impact on the rating of Chatbot B, than Chatbot B had on Chatbot A.
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Group 1 Group 2
Round 1 Chatbot A Round 2 Chatbot B Round 1 Chatbot B Round 2 Chatbot A

PQ: 5,9107 5,5536 5,375 5,9464
HQ-I: 5,4464 4,6607 4,9821 5,5179
HQ-S: 5,75 4,25 5,3929 5,5
ATT: 6,4107 5,0357 5,8214 6,2857

Table 8: Starting condition and mean scores for each group AttrakDiff results

There was not found any significant differences between gender, in regards to the results of the
AttrakDiff evaluation. Although it was assumed that men would prefer chatbot B over Chatbot A,
the results from the evaluation found no evidence to support this. Males did however rate Chatbot
B higher overall than females (see Figure 12). As mentioned earlier, three males and one female
preferred Chatbot B over Chatbot A when asked to state their preferred version. This would suggest
that it is still necessary and important to collect information regarding preference in addition to
measuring the user experience, through a measurement tool such as AttrakDiff. As the evaluation
might suggest that one version is better than the other, while this not being necessarily accurate in
regards to preference.

The participants were not instructed to assess the personality of the chatbot when filling out
the AttrakDiff form. Instead they were asked to evaluate the chatbot as a product in its entirety.
A few of the word-pairs assessed in the AttrakDiff measurement tool proved somewhat difficult to
define by participants, as they were easy to understand if evaluating an interactive product such
as a website or application, but more difficult when evaluating a chatbot agent. A selection of the
word-pairs were seen as positive for a product, but negative for a personality e.g. undemanding-
challenging, were participants found challenging to be a negative trait to describe the agent while
for the assessment of a product it was seen as a positive trait. Another word-pair that confused
participants were separates me from people - brings me closer to people, as a lot of participants noted
that talking to a robot would in the long run separate them from people rather than bringing
them closer. This shows that the AttrakDiff, while researched and tested to be a reliable tool for
measuring attractiveness of interactive products, might need some modifications to be used to
measure attractiveness of Chatbot systems. Also, all participants in this study were Norwegian, but
the experiment was run in English. The opposing adjectives could have been misunderstood or had
a slightly different meaning in Norwegian, which could have impacted the results.

5.2.3 Possible confounders
This section will discuss the possible confounding variables that might have impacted the results of
the experiment.

Because of the Facebook and Cambridge Analytica scandal during the spring of 2018; Facebook
stopped reviewing any third party applications running through their platform. This resulted in the
Chatbot B prototype not being able to be published through the messenger platform in time for the
experiments. Chatbot A was able to be published through an existing application already reviewed
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by Facebook before the scandal, however the name of the chatbot could not be changed in time of
the experiment. This had an impact on the appearance of the interface during the experiment. Chat-
bot B did not display a profile picture, but instead the Chatfuel logo, and the name was displayed
as "Chatfuel-test your bot", as this had to be tested through the unpublished test service provided
by Chatfuel, rather than being run through its own page and account. Chatbot A however was run
through its own page and account, but the name of the chatbot belonged to a previous version of a
chatbot displaying the wrong name. The absence of an image and name for Chatbot B could have
impacted how users perceived this chatbot. Some unconsciously referred to this chatbot as a "he"
rather than "she" for Chatbot A - even though all participants were instructed before beginning the
tests that they are about to test two versions of the chatbot "Bella". The cards each participants used
during the test had Bella’s face on them in order to remind them of who they are talking to.

Another possible confounder was one that the researcher failed to recognise before running the
experiment. This was the recipes suggested by the chatbot. A few of the test participants told the re-
searcher after the experiment had finished, that they rated e.g. the word-pair inventive-conventional
higher because the recipes in themselves were inventive - or they rated the characteristic helpful
lower because they did not like the recipes suggested to them.

5.3 Contributions
Earlier in the report it was stated that the planned contributions would consist of the personal-
ity framework and the results regarding the quantitative measurement of personality and its im-
pact on the user experience of chatbot interfaces. The personality framework has been laid out
in detail in the methodology section to allow others to replicate, modify and improve it. This
framework forms the foundation to guide the design process of chatbot interfaces, and can be
used for any kind of chatbot and domain. However, the personality framework might be more
suitable for chatbots that represents brands. The experiment contributed significant data that sug-
gests that personality indeed has an effect on the user experience of chatbots and that the per-
sonality modelled using the personality framework showed an improved effect on the user expe-
rience. In addition to this, this thesis offers two methods to collect data and evaluate the per-
sonality modelled by the personality framework and the chatbot product as a whole in regards
to the user experience. Both chatbot prototypes have been preserved and can be made avail-
able if necessary. If wanting to explore the chatbot interactive mock-ups, follow this link: https:
//xd.adobe.com/view/ea6e993d-5087-4425-7892-c957909c9c4b-9c5f/?fullscreen

5.4 Limitations
The implementation of the personality framework for this specific thesis project lacked enough
iterations of testing. Time constraints affected how many times the modelled personality could be
tweaked and improved through user testing, also the access to users made this difficult as testing
the personality should be done by an appropriate sample belonging to the target group. Testing this
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on the participants throughout the design process would have biased them for the final experiment.
Therefore initial testing of the personality, conducted through the design process used any person
on hand that was willing to test the personalities. It would therefore have been more accurate if it
could have been more thoroughly tested before testing the user experience of the personalities.

The use of Chatfuel to build the chatbot prototypes provided some challenges, and limitations.
Chatfuel was chosen because it allowed for more dynamic conversation flows than other tools, and
provided a simple interface to organise the different intents and user flows. It was also easy to hook
up to Facebook’s Messenger platform for testing. The AI provided by chatfuel however were not as
sophisticated as believed when choosing it as the bot builder platform. Previously, other platforms
for building bots have been tested that provided much better AI. It appeared after a while that
the machine learning Chatfuel uses were extremely flawed. It did not e.g. ignore stop words, and
worked poorly to extract keywords to separate two similar user intents, it did not use stemming,
nor allowed creating a registry of synonyms, it did not correct simple typos, and it differentiated
between upper and lower case letters. Only after writing more than 300 unique phrases for each
intent was it discovered that the machine learning failed to improve the AI to a desirable standard.
Had this been noticed earlier, the chatbots would most likely been built using a different platform
or another third party application that provides better AI and NLP capabilities. When the flawed
AI of Chatfuel had been discovered, it was too late in the process to move to another platform, as
Chatfuel did not allow any form of migration or export. Chatfuel does however provide, as stated
earlier, a very organised and easy to use interface and they allowed for flexible linking of chatbot
skills to create varied conversations, that other platforms lack.

The sample size consisted of 16 participants, 8 males and 8 females, and all participants be-
longed to the defined target group. The two-by-two factorial design implemented in the experiment
needed a larger sample than other experiment designs. However, by subjecting all participants to all
conditions, rather than having two separate groups made the need for a larger sample less crucial.
All participants were recruited through convenience sampling, which means that all participants
were familiar to some extent with the researcher. This familiarity could have affected the results to
some degree.

Both the chatbot interface, tasks, and measurement tools were in English. All participants were
Norwegian and proficient in the English language. However, there could easily have been confusion
or misunderstandings regarding the true definition of the opposing adjectives and characteristics
used in the data collection forms. All participants were able to ask for clarification or translations,
but translations can potentially be misleading. Many bot builder tools does not yet support the Nor-
wegian language well enough for the prototype to be of the appropriate standard, and a translation
of the AttrakDiff tool in Norwegian is not available. It could have been translated, but would not
not have been empirically tested in order to see if it provides the same results as the original.
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6 Conclusion

This thesis aimed to investigate how we can design user centred chatbot personalities and whether
personality matters for the user experience of chatbots. The latter has been a long standing as-
sumption, and based on findings related to other interfaces than chatbots and CAs. While findings
regarding traditional web and app user interfaces have found that personality is an important factor
for how users perceive the interface, no similar study has yet investigated whether the same is true
for chatbots. If personality does not matter, then we do not need to spend time, money and effort
to create personalities for chatbots, and can spend more time on further developing and improving
the AI and NLP capabilities, and offer a seamless experience with great and effective task handling.
However, the findings presented in this thesis suggests that a human personality not only improves
the user experience compared to chatbots without a human personality, it also impacts a user’s
perception overall. Even though Chatbot A and Chatbot B provided the same service, just as effec-
tively and efficiently, Chatbot A was still rated higher than Chatbot B in the pragmatic qualities.
This shows that an overall great user experience also improves how users perceive other qualities
of the chatbot that are not in reality better than other versions. Building a framework to design
personalities for conversational agents would be useless if personality did not have an improved
effect on the user experience. This is why this project is twofold 1) building, implementing, and
testing a personality framework for chatbot interfaces, 2) testing whether personality improves the
user experience of chatbot interfaces.

The answer to Research Question 1, and its sub-questions, is the personality framework pre-
sented in this thesis; the personality framework includes the defined elements to be considered to
inform the personality, it also includes user centred methods to ensure that the personality meets
user needs and expectations. The researcher’s experience implementing the framework found that
it does provide a stable pattern to guide the design process of chatbot interfaces. By always re-
ferring the choices of the design process back to the personality, helped write use cases and the
conversation flow for the chatbot. It helped form the answers to specific use-cases, such as handling
a frustrated user or a happy one, and also to plan for how the chatbot needed to handle specific
scenarios. By knowing how the chatbot should behave, we can also to a greater certainty predict
what the course of the conversation most likely will be. Knowing that the personality is appropriate
to the users also made it easier to understand which behaviours that would not only be inconsistent
with the personality, but also which behaviours that would be perceived more negatively by the
users. In addition to this, the framework also provided necessary information regarding the most
suitable role the chatbot could take on to support users towards their goals. The chatbot role dic-
tated which characteristics that were suitable, and helped understand the most valuable tasks and
information it could provide users with.
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The findings from the statistical analysis of the personality characteristics evaluation found a
significant difference between the personality of Chatbot A and the personality of Chatbot B. There
was no significant interaction effect between the starting condition and gender. The results found
that Chatbot A was rated higher on all factors than Chatbot B. We can therefore keep our research
hypothesis H11 that users will perceive the personality of Chatbot A as different to the personality
of Chatbot B. As for H12 and H13 in that users will perceive both Chatbot A as intended and Chatbot
B as intended, we can keep H12 as it received a very high score on all factors. For H13 however, the
researcher expected a lower score for Chatbot B in the two factors: Openness and Agreeableness.
The extroversion factor was perceived as intended as Chatbot B received a very low mean score of
2,2708. The conscientious factor was assumed to be rated more or less equal for both chatbots, and
the mean scores differed by 0,375, confirming to some extent with the researcher’s assumptions.
We can conclude that Chatbot A was perceived as intended with high scores on all factors, while
Chatbot B were perceived as intended in the Extroversion and Conscientiousness factors, and not
for the Agreeable and Openness factors as the intention was for users to perceive them to a much
lower degree.

The findings from the statistical analysis of the results of the AttrakDiff data found there to be a
significant difference between the pragmatic quality, hedonic quality and attractiveness of Chatbot
A and Chatbot B. The results of the paired-samples t-test found that there was a significant improved
effect on the user experience of Chatbot A compared to Chatbot B. Chatbot A was rated to a higher
degree in all factors, pragmatic quality, hedonic quality and attractiveness, over Chatbot B. The
two-way repeated measures ANOVA found a significant main effect between the two personalities
with respect to the user experience. There was no significant interaction effect found between the
starting condition with respect to the personality or user experience score, nor was there found a
significant interaction effect of gender. Therefore, based on these results we can keep our research
hypothesis H14 and H15, and we can conclude that personality does affect the user experience of
chatbot interfaces and that Chatbot A’s personality has an improved effect on the user experience
compared to the personality of Chatbot B. This answers our second research questions that chatbots
with a defined personality improves the user experience of chatbot interfaces.

6.1 Future Research
For future research it is recommended to test the effects of the personality over a longer period of
time. Participants commented that they could grow tired of the personality if being subjected to
it over a longer period, especially if some answers were repeated over and over again. Therefore
understanding the long-term effects is important to inform how we can design the chatbot to behave
over time, and how it should behave dependent on the preferences of the specific user is important.
Allowing the chatbot and the personality to learn and adapt to the specific user, is assumed to be
preferred by users. By testing the modelled personalities over a longer period would add more to
the understanding of the effects of personality for CUIs.

IBM and others are currently using tone analysing to read the mood of the author of texts. This
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could be chat messages, social media post, articles etc. By implementing the tone analyser in a
chatbot, will allow it to understand the mood of the user throughout the interaction. Adapting the
chatbot responses, and the dynamics of its personality and behaviour, to the mood of the user can be
benefited by the framework presented in this thesis. The personality traits can help dictate whether
the variations of answers still are consistent with the chatbot personality, and can help plan and
prepare for the different moods users bring to the interaction. Exploring this further to improve the
personality framework can help benefit the user experience of chatbots.

Another aspect for future research is to adapt the AttrakDiff measurement tool to become more
suitable for conversational user interfaces. In addition to this, having a tool to be able to assess
and evaluate the user experience when the CA grows and learns in regards to the specific user, will
become important as chatbots are rapidly becoming more and more popular and intelligent.

As for ensuring that users perceive the personality as intended by the designers of the CA, it is
recommended to use the Agree! framework developed by Callejas et al. (2014). This framework is
built to evaluate a personality in iterations during the design process. Each interaction involves a
change in attitude (e.g. unfriendly, neutral, friendly), and the framework assesses whether partici-
pants are in agreement in regards to the perceived personality of the CA. The Agree! tool "computes
a very wide range of numerical coefficients that measure the similarity of the perceived and target
personalities, the impact of the user personalities in their perceptions, and also the level of agree-
ment between your users" (Callejas et al. 2014).The framework can be used to run a score-based
evaluation or a tag-based evaluation. The score-based evaluation computes the similarity between
the target and perceived personalities of different personality traits, e.g. the five factors. The tag-
based evaluation allows participants to choose between traits/tags to describe the personality from
a predefined set of traits/tags.

Another aspect that has received little attention in the research community in regards to how
humans perceive conversational agents, is the effects of gender. The gender of the agent has been
found to impact the nature of the conversation, and also what kind of attention the CA receives
from the different users. Understanding these effects, and how we can use this knowledge requires
more attention from the research community.
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Improve the user experience of chatbots with personality
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Improve the user experience of chatbots with personality

N Minimum Maximum Mean Std. Deviation

human - technical

isolating - connective

pleasant - unpleasant

inventive - conventional

simple - complicated
professional - 
unprofessional

ugly - attractive

practical - impractical

likeable - disagreeable
cumbersome - 
straightforward

stylish - tacky
predictable - 
unpredictable

cheap - premium

alienating - integrating
brings me closer to 
people - separates me 
from people

unpresentable - 
presentable

rejecting - inviting

unimaginative - creative

good - bad
confusing - clearly 
structured

repelling - appealing

bold - cautious

innovative - conservative

dull - captivating
undemanding - 
challenging

motivating - discouraging

novel - ordinary

unruly - manageable

Valid N (listwise)

1 6 4 7 5,94 ,772

1 6 4 7 6,00 ,816

1 6 2 7 6,31 1,302

1 6 5 7 6,25 ,577

1 6 3 7 6,19 1,109

1 6 2 7 5,88 1,360

1 6 3 7 5,94 1,063

1 6 2 7 6,12 1,500

1 6 1 7 6,25 1,528

1 6 1 7 5,69 1,778

1 6 4 7 5,50 ,816

1 6 1 7 4,69 1,662

1 6 2 6 5,00 1,033

1 6 5 7 6,13 ,619

1 6 2 6 3,94 1,289

1 6 4 7 5,94 ,998

1 6 6 7 6,63 ,500

1 6 6 7 6,44 ,512

1 6 4 7 6,81 ,750

1 6 6 7 6,31 ,479

1 6 4 7 6,13 ,719

1 6 4 7 5,38 1,088

1 6 5 7 6,44 ,629

1 6 5 7 5,81 ,544

1 6 1 6 3,25 1,483

1 6 5 7 6,38 ,719

1 6 4 7 5,81 1,047

1 6 6 7 6,56 ,512

1 6

Descriptive statistics Chatbot A
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Improve the user experience of chatbots with personality

N Minimum Maximum Mean Std. Deviation

human - technical

isolating - connective

pleasant - unpleasant

inventive - conventional

simple - complicated
professional - 
unprofessional

ugly - attractive

practical - impractical

likeable - disagreeable
cumbersome - 
straightforward

stylish - tacky
predictable - 
unpredictable

cheap - premium

alienating - integrating
brings me closer to 
people - separates me 
from people

unpresentable - 
presentable

rejecting - inviting

unimaginative - creative

good - bad
confusing - clearly 
structured

repelling - appealing

bold - cautious

innovative - conservative

dull - captivating
undemanding - 
challenging

motivating - discouraging

novel - ordinary

unruly - manageable

Valid N (listwise)

1 6 1 6 2,94 1,769

1 6 3 7 4,81 1,424

1 6 3 7 5,44 1,504

1 6 3 7 5,38 1,310

1 6 4 7 6,06 ,854

1 6 4 7 6,25 ,856

1 6 2 6 4,50 1,033

1 6 4 7 5,94 ,772

1 6 4 7 5,56 1,153

1 6 3 7 6,00 1,211

1 6 4 6 4,94 ,772

1 6 2 7 4,94 1,289

1 6 2 5 3,88 ,806

1 6 2 6 4,75 1,342

1 6 1 4 3,19 1,047

1 6 2 7 5,56 1,153

1 6 3 7 5,56 1,365

1 6 3 7 5,62 1,455

1 6 3 7 5,94 1,237

1 6 3 7 6,00 1,155

1 6 4 6 5,25 ,683

1 6 2 6 4,63 1,204

1 6 2 7 5,38 1,821

1 6 1 7 4,50 1,461

1 6 1 6 3,13 1,455

1 6 2 7 5,13 1,258

1 6 2 7 4,81 1,905

1 6 4 7 6,44 ,814

1 6

Descriptive statistics Chatbot B
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