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Abstract

Case based reasoning (CBR) is a problem solving method that reuses the previous
problem solving experiences (represented as cases) to solve the new problem. As
a type of interactive CBR, conversational CBR has been proposed to help users
construct their problem descriptions incrementally through a mixed-initiative
question-answering sequence. In software component retrieval, users meet the
difficulty in well-defining their component queries. As a solution to release this
difficulty, we proposed and implemented a conversational component retrieval
model (CCRM) using a knowledge-intensive conversational CBR method in the
thesis.

The research activities and contributions followed two directions: theoretical
research on conversational CBR to provide an efficient and natural conversation
process, and applying and adapting conversational CBR to support software
component retrieval.

In the theoretical research direction, we first provided a framework to clas-
sify the similarity methods in CBR from the perspective of what features were
taken into account during the similarity calculation, and further analyzed and
illustrated that the query-biased similarity methods (only considering the fea-
tures appearing in the query during the similarity calculation) were more suit-
able for conversational CBR applications. A knowledge-intensive conversational
CBR method was designed that was able to utilize the general domain knowl-
edge to improve the efficiency and naturalness of the conversation process. Four
knowledge-intensive question selection tasks, including the feature inferencing,
the integrated question ranking, the consistent question clustering, and the co-
herent question sequencing, were identified and handled in this method. We also
proposed a lazy dialog learning mechanism that could continuously improve the
performance of conversational CBR.

Following the conversational component retrieval application direction, we
reviewed and analyzed the current software component retrieval methods and
proposed a conversational component retrieval model. In order to represent both
the software components and the component queries as cases, it is necessary for a
case to have multiple values on some features (generalized cases). In the research,
we analyzed the feasibilities and discussed the methods to extend conversational
CBR to support generalized cases from three aspects: the case representation,
the similarity calculation metric, and the question selection method. At the
end, a knowledge-intensive conversational software component retrieval system
(TrollCCRM), enhanced by the above research findings, was implemented and
evaluated on the image processing software component retrieval application.

The evaluation results so far gave us positive results that the TrollCCRM
system provided an efficient and natural conversation process guiding users to
find their desired software components.

vii
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Chapter 1

Introduction

Case based reasoning (CBR) (Aamodt and Plaza 1994; Kolodner 1993) is a prob-
lem solving and machine learning method. The main idea is to reuse previous
related experiences, called cases, to solve a new problem.

In the traditional CBR process, it is assumed that the new problem is well-
defined before it is used to retrieve similar cases. However, this assumption is
not always realistic. The knowledge gap between the current user and the case
provider restricts the user from describing her problem in a way that is consistent
with the representation of similar cases (Bergmann et al. 2001). The high acqui-
sition cost of a complete problem description is another factor that makes this
assumption unrealistic (Cunningham and Smyth 1994). Conversational CBR has
been proposed to solve the problem of the problem description (query) construc-
tion (Aha, Breslow, and Muñoz-Avila 2001; Aha, McSherry, and Yang 2006).
Conversational CBR provides a mixed-initiative dialog to guide users in con-
structing their queries incrementally through a question-answering process.

One of the main research topics in conversational CBR is question selection,
i.e., how to select the most discriminative questions and how to display them in
a natural way during a query-acquiring dialogue to alleviate users’ cognitive load
(Schmitt and Bergmann 2001; Shimazu 2002). Recently, there has been plenty
of research concentrating on this topic in the conversational CBR community.
The research presented in this thesis also followed this line. Far from the final
word on the subject, this thesis is the author’s attempt to identify the possible
aspects influencing the efficiency and naturalness of the conversation process in
conversational CBR and to design corresponding methods to handle them.

This thesis takes the form of ’paper collection’ and is divided into two parts.
The first part, called ’Research Overview and Summary’, provides the contex-
tual description for the collected papers and puts them in the perspective of an
integrated research structure. The second part includes the eight papers leading
to the present thesis.

The first part is organized into four chapters. The current chapter gives the
background knowledge about my research, including CBR and conversational
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CBR, my research activities and the contribution list. Chapter 2 summarises
the papers from the perspective of an integrated research structure. Chapter 3
provides mistake corrections and supplements for each collected paper. The last
chapter includes the research conclusions and the author’s vision for the further
development.

1.1 Case-Based Reasoning

CBR is a type of analogical problem solving and lazy machine learning method.
Previous problem solving experiences are organized into episodic cases (i.e.,
stored cases) and stored in the case base. A new problem, captured as a target
case or a new case, is solved by applying the solution adapted from that of the
most similar stored case(s) (correct case(s)).

The content of a case includes the following three parts (Kolodner 1993):

• Problem description: the state of the world at the time of the case, and, if
appropriate, what problem needed to be solved at that time.

• Solution description: the stated or derived solution to the problem specified
in the problem description.

• Outcome: the resulting state of the world after the solution was carried
out.

As summarized in (Aamodt and Plaza 1994), the problem solving process
in CBR contains four steps: RETRIEVE, REUSE, REVISE and RETAIN (Fig.
1.1). Given a new problem description, a CBR system transforms it into a new
case (only containing the problem description part compared to the content of
a stored case). This new case is used to retrieve the correct case/cases from
the case base through calculating the similarities between the new case and each
stored case. The problem solving information or knowledge contained in the cor-
rect case(s) (i.e., the solution description part and the outcome part) is reused
to devise a new solution to the current new problem. The devised solution is
evaluated in a simulated or real environment and the evaluation result is used to
revise the devised solution. The newly gained problem solving experience likely
to be useful in the future is captured and retained in the case base as a new
stored case.

1.2 Conversational Case-Based Reasoning

In traditional CBR, it is assumed that a user can well define her problem, and
a CBR system can use it to find the correct case from the case base. However,
in most of the cases, there is a knowledge gap between the user and the case
author. That is, the user normally has less expertise than the author and she
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Figure 1.1: The case-based reasoning cycle (from (Aamodt and Plaza 1994))

does not know how to describe the problem properly, such as what terms to
describe the problem and to what degree to describe the problem is enough for
a CBR system to retrieve the correct case. As an example of the knowledge gap,
the case base author may describe stored cases with technical features, while
the user may describe her query by desired functionalities (Vollrath 1998). The
high acquisition cost of a complete problem description is another reason why a
complete problem description is not always available. Normally the user needs
to execute a set of tests to find the properties of the problem, and these tests cost
a lot of resources. Instead of forcing the user to guess the problem description
or to complete all the property identification tests, conversational CBR has been
proposed to provide an efficient dialog process to alleviate users’ difficulties in
constructing problem descriptions.

Conversational CBR is a type of interactive CBR that provides a mix-initiative
dialog guiding a user to construct her problem description incrementally through
a question-answering sequence. As illustrated in Fig. 1.2, a user’s initial problem
description is transformed into an initial new case (only containing one or a few
features). This initial new case is used to retrieve a set of most similar stored
cases from the case base. A group of discriminative questions are identified based
on the returned cases, and ranked according to their capabilities to discriminate
the stored cases. Both the returned cases sorted according to their similarity
values and the ranked questions are displayed to the user. The user either finds
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Figure 1.2: The conversational case-based reasoning process

a satisfactory stored case, which then terminates the case retrieval phase, or
chooses one or more questions to answer. The newly gained answers and the
current new case are combined to construct an updated new case. A new round
of retrieval and question answering is started, and the iteration continues until
the user finds a satisfactory stored case or there are no discriminative questions
left to choose.

As summarized in (Aha, Breslow, and Muñoz-Avila 2001), the problem de-
scription of a case in conversational CBR is represented using a set of <question,
answer> pairs. In the thesis, we use <feature, value> pairs to represent the
problem description of a case. During a dialogue process, a feature can be trans-
formed into a user-readable question, and the corresponding feature value is the
answer.

One of the major research topics in conversational CBR is how to alleviate
users’ cognitive load in the question-answering process. The efforts to handle
this task are divided into two research lines: designing question-ranking metrics
to ensure that the more discriminative questions are asked at earlier stages so
as to find the correct case by using the shortest conversation, and designing
question-displaying strategies to provide a natural question-answering process.

Following the first research line, the proposed question-ranking metrics in the
conversational CBR research community include:

• Information Gain Metric

Information gain (Quinlan 1986) is most commonly used in the fields of
information theory and machine learning. For example, in a decision tree
algorithm, information gain is used to choose the most valuable feature for
’splitting’. Based on the entropy, information gain measures how well the
feature separates the cases according to their solutions. If the feature is
very discriminative, the expected entropy after using this feature will be
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close to 0 and the information gain will be close to 1. The feature with a
higher information gain value gets a higher priority to be transformed into
a discriminative question and displayed to users. Information gain metrics
have been adopted to rank discriminative questions in several conversa-
tional CBR systems, including (Shimazu 2002; Cunningham and Smyth
1994; Carrick et al. 1999; Göker and Thompson 2000).

In (McSherry 2001b), the author further showed that if the solution de-
scription part of each case in a case base is unique (so-called irreducible
case base), the information gain of a feature is calculated by the following
equation:

−
∑

i

pilogpi (1.1)

where p1, p2, ..., pr are the propositions of this feature’s values in the counted
cases.

Unlike decision tree learning, where information gains are calculated stat-
ically at the tree construction stage, conversational CBR calculates infor-
mation gains dynamically in each question-ranking session at runtime. In
decision tree learning, only the feature with the largest information gain
value is selected at the point of a ’decision making’ node. In conversational
CBR, a group of most informative features are selected, transformed into
questions for users to inspect instead of forcing users to follow a static
question-answering sequence. A dialogue process by applying the decision
tree algorithm might have problems, as pointed out in (Schmitt 2002), ’if
a static decision tree process is adopted in the question selection process,
it can cause the effect that a dialog might be terminated too early without
the user having found the product she was looking for (it basically uses
an exact matching process instead of a partial matching)’. Conversational
CBR is such a method using partial matching to help users find the most
appropriate cases.

• Occurrence Frequency Metric

In NaCoDAE (Navy Conversational Decision Aids Environment) (Aha,
Breslow, and Muñoz-Avila 2001), the identified discriminative questions
are ranked according to their frequencies of appearance in the problem de-
scription part of the returned cases. The larger the number of the returned
cases in which one feature is assigned a value, the higher ranking priority
that feature gets. In this metric, it is assumed that the cases are highly
heterogeneous, that is, a feature appearing in some cases may not appear
in other cases.

• Importance Weight Metric
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One problem in CBR is the curse of the dimensionality (Mitchell 1997),
that is, not all the available features are relevant or equally important in
the similarity calculation process. Feature-weighting methods can allevi-
ate this problem by assigning features with different importance weights
according to their contributions, such as EACH (Salzberg 1991) and Relief
(Kira and Rendell 1992). The importance weight-based question-ranking
metric ranks the discriminative questions according to the weight value of
the corresponding feature. The idea behind this metric is that the most
relevant or important features can provide more information than other
features to discriminate cases from one another. This method has been
used in (McSherry 2003; Gu, Tong, and Aamodt 2005; Gu and Aamodt
2006a).

There are different knowledge resources in a CBR system (Richter 1995):
the case base, the similarity measure, the adaptation knowledge, and the
vocabulary. If the importance weights of features are learned through a
similarity calculation process, the conversational CBR system using the
importance weight metric implicitly takes the knowledge encoded in the
similarity measures into account during the question-ranking process.

• Similarity Variance Metric

In (Schmitt 2002), a similarity-influenced information measure (SimVar)
was proposed. The author concentrated on the fact that each case retrieval
method is based on the similarity values between stored cases and a new
case and the goal state of the retrieval is to identify the correct case which
has enough similarity variance from the rest of the stored cases. In this
method, a feature that can provide a higher similarity variance in the
candidate cases gets a higher priority to be selected to form a question.
A term called discriminative power is introduced to describe how strong a
feature can be used to discriminate the candidate cases using the SimVar
measure.

Each question-ranking metric has its own particular application situation;
e.g., the information gain metric is suitable for applications where there are not
so much missing data, while the occurrence frequency metric is applicable to
situations with plenty of missing data.

The following research efforts are classified into the second research line, i.e.,
providing a natural question-answering process in conversational CBR.

• Explaining the Question Relevance

Inspired by the evidence-gathering strategies used by medical doctors, Mc-
Sherry proposed a question selection method called Strategist (McSherry
2001a). This method provides four feature-selection strategies, CONFIRM,
ELIMINATE, VALIDATE, and OPPOSE, listed in order of priority. A fea-
ture supports the CONFIRM strategy, if it has a value that occurs only
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in the returned cases with the target solution class. A feature supports
the ELIMINATE strategy if one of its values occurs in the returned cases
with the target solution class but not in those with the likeliest alternative
solution class. A feature supports the VALIDATE strategy if one of its
values is more likely in the cases with the target solution class than those
with any other class. And a feature supports the OPPOSE strategy if one
of its values is less likely in the cases with the likeliest alternative solution
class than those with any other class. The relevance of a question proposed
by a conversational CBR system can be explained by the strategic terms
(McSherry 1999), as described above.

• Pruning the Trivial or Repeated Question

If a candidate question can be answered by exploiting common sense knowl-
edge or the knowledge users have already provided, this question should be
answered automatically instead of posing it to users. In (Aha, Maney, and
Breslow 1998), the authors proposed a model-based dialogue inferencing
method. In their method, the general domain knowledge is represented
in a model library (including object models and question models) taking
the form of a semantic network. At run time, a set of rules are extracted
from the model library using an implication rule generator, and the gener-
ated rules and the existing problem description are inputted into a query
retrieval system (PARKA-DB) to infer the implicit knowledge.

Carrick et al. designed an architecture where the features of a new case
were considered as questions or information acquisition tasks to be exe-
cuted on multiple information sources, including databases, the internet,
and users themselves. The trivial and the repeated questions that can be
answered automatically through accessing other information sources would
be eliminated from users (Carrick et al. 1999).

With the same intention, user modeling technologies are used to filter out
the candidate questions that can be answered by pre-collected user pro-
files. In the Adaptive Place Advisor system (Göker and Thompson 2000),
user preference information is used to construct the initial query, and the
questions whose answers can be found in this initial query will not be asked
any more. Furthermore, in the WebSell project (Cunningham et al. 2001;
Bergmann et al. 2002), a user’s profile is used to identify the community
this user belongs to, and the displayed cases are drawn from the profiles of
the entire members of the community.

• Question Answering Cost

The difficulties or costs to answer different questions are various, and peo-
ple normally hope to answer questions following a sequence from easy to
difficult. In (Schmitt 2002), the answering cost of a question is detected
by the user’s possible reaction to the corresponding question (Easily an-
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swered, Answered with difficulty, Don’t care, Don’t understand), and the
expected utility of this question is calculated through combining its dis-
criminative power and its possible answering cost. A method based on such
expected utilities is proposed to guide the question selection process, which
can adapt to users’ capabilities or possible costs to answer the questions.

In (Carrick et al. 1999), the authors also took the question-answering costs
into account when selecting a task (question) to execute instead of only
counting its information quality metric value. In this method, an execu-
tion plan for each question is formulated using a hierarchical task network
(HTN). The estimated cost for each question is calculated through propa-
gating cost values upward from leaves to the root by using the mini-max
algorithm.

• Taxonomic Conversational CBR

In (Gupta 2001), the author proposed a taxonomic conversational CBR
approach to tackle the problems caused by the abstraction relations among
features. In this approach, a case is described using several features. For
each feature, an independent subsumption taxonomy of its values is created
by a library designer in advance. If more than one value in a feature
taxonomy occurs in one case, only the most specific value is selected to
describe the case. The similarity of a feature between a new case and a
stored case is calculated based on the relative positions of their feature
values in the taxonomy structure. The question generated from a higher-
level feature value in a feature taxonomy is constrained to be asked before
those that come from the lower-level feature values.

• Causal Conversational CBR

The authors in (Aha and Gupta 2002; Gupta, Aha, and Sandhu 2002) iden-
tified the dependency relations among features and proposed a method to
elaborate the causal relations in conversational CBR. In their method, if
both the post-condition feature and the pre-condition feature in a depen-
dency relation appear in the case description, the post-condition feature
will be excluded from the case description. In the question-ranking process,
the question generated from a post-condition feature has a higher priority
to be asked than the question formalized using the pre-condition feature.

Other research activities in the conversational CBR community that cannot
be clearly classified into the ’efficiency’ category or the ’naturalness’ category
include:

• Conversational Case Base Maintenance

In CLIRE (Aha and Breslow 1997), an algorithm was proposed to refine the
conversational case base. In this algorithm, a decision tree is constructed



1.2. CONVERSATIONAL CASE-BASED REASONING 11

to index all the cases, in which the occurrence frequency metric is used to
select the branching features, and the cases with the vacant value on one
branching feature are classified as a new branch under the corresponding
feature node. For each case, the features that have not been used in the
path from the root node to the leaf node containing the case itself are
pruned.

• Termination Criterion of the Conversation

In (McSherry 2003), the author discussed the balance between the conver-
sation efficiency and the solution quality in conversational CBR. He argued
that the normal dialog termination criteria, e.g., the pre-defined similar-
ity threshold, did not guarantee that the recommended solution was not
sub-optimal. He further proposed a dominance-based dialog termination
criterion that provided necessary and sufficient conditions for a dialog to be
terminated with a global-optimal solution. In his research, one case, C1, is
said to be dominated by another case, C2, with respect to an incomplete
query, Q, if Sim(C2, Q) < Sim(C1, Q), and Sim(C2, Q+) < Sim(C1, Q+)
for all possible completions, Q+ of Q. The safe dialogue termination con-
dition is defined as ’if and only if the current query Q is such that: (a) all
the returned cases have the same values on all the features that are not
specified in the query and (b) all the non-returned cases are dominated by
all the returned cases’.

• Coverage of the Retrieved Cases

The similarity-based retrieval criteria cause the problem that all the dis-
played cases tend to be similar to each other; therefore users are offered
very limited alternatives to choose. In other words, the displayed cases
may not be able to provide sufficient representatives of the compromises
that the user may be willing to accept. In (Smyth and McClave 2001), the
authors discussed the problem of similarity and diversity of the displayed
cases and proposed several methods to improve the diversity. Later, Mc-
Sherry (McSherry 2004a) proposed the CORE (Coverage-Optimized Re-
trieval) approach, ensuring that ’for any case that is acceptable to the
user, one of the recommended cases is at least as good in an objective
sense and so also likely to be acceptable’. The coverage-optimized retrieval
algorithm in the CORE approach is illustrated in Table 1.1, in which Q
is the target query and Cases is a list of candidate stored cases, sorted in
order of non-increasing similarity to the target query.

Besides the theoretic research in conversational CBR, there are plenty of con-
versational CBR applications. For example, the product or service recommen-
dation systems, including ExpertClerk (Shimazu 2002), iCARE (Doody et al.
2006), WEBSELL (Cunningham et al. 2001), FindMe (Burke, Hammond, and
Yound 1997), and Adaptive Place Advisor (Göker and Thompson 2000), the
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Table 1.1: The coverage-optimized retrieval algorithm in the CORE approach.

algorithm CORE(Query, Cases)
begin

RetrievalSet←− Ø
while |Cases| > 0
begin

C1 ←− first(Cases)
RetrievalSet←− {C1} ∪RetrievalSet
covers(C1)←− {C1}
for all C2 ∈ rest(Cases) do
if C1 is at least as good as C2 with respect to

one particular preference criterion
then covers(C1)←− covers(C1) ∪ {C2}
Cases←− Cases− covers(C1)

end
return RetrievalSet

end

fault diagnosis systems (Gupta 1998; Cunningham and Smyth 1994), the plan-
ning systems (Muñoz-Avila et al. 1999), and the workflow management systems
(Weber et al. 2005).

Our research concentrated on the efficient and natural discriminative question
selection and the research work was validated with a conversational software
component retrieval system, called TrollCCRM.

1.3 Research Activities and Contributions

In this section, we first describe our research activities leading to the present
thesis. Then we summarise our contributions to the research community. The
references of the 8 papers included in the thesis are listed at the end.

1.3.1 Research Activities

In the spring of 2004, we completed our research proposal titled ’Component Re-
trieval Using Conversational Case-Based Reasoning’ (CCRM application, Gu&A-
amodt&Tong, ICIIP20041)). In the proposal, we reviewed and analyzed the

1The detailed references for the papers included in the thesis can be in the ’Publication List’
subsection.
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Figure 1.3: The research activities and corresponding publications

software component retrieval methods, and proposed a conversational software
component retrieval model (CCRM) using the conversational CBR method. This
model tries to release the user’s difficulty in constructing the component query.

After the research proposal, we concentrated on the theoretic research part of
conversational CBR. We noticed that there were several research aspects, includ-
ing the feature inferencing, and the discriminative question ranking, which the
knowledge-intensive method developed in our group could help the handling of.
One paper was completed to propose using the knowledge-intensive method to
support conversational CBR (Explanation boosted KI-CCBR, Gu&Aamodt, EC-
CBR2004). Based on the collected comments and our further research findings,
the proposed knowledge-intensive conversational CBR method was extended to
support the consistent question clustering and the coherent question sequencing,
and the knowledge-intensive conversational CBR method was implemented in
TrollCreek (Extended KI-CCBR, Gu&Aamodt, ICCBR2005).

We did some research about dynamic feature weighting (Tong, Öztürk, and
Gu 2004; Tong and Gu 2005), in which a user’s query was considered as her



14 CHAPTER 1. INTRODUCTION

attention focus and a source of problem solving context, and a set of feature-
weighting methods that took the query information into account were proposed
and evaluated. Inspired by these research results, we proposed a framework to
classify the similarity methods in CBR into three categories from the perspective
of what features were taken into account during the similarity calculation. We
also analyzed and illustrated that the query-biased similarity methods (only
considering the features appearing in a query during similarity calculation) were
more suitable for conversational CBR applications from the perspective of using
shorter conversation length to find the correct case. The performances of the
conversational CBR processes using different similarity calculation methods were
compared within the Weka evaluation framework (Witten and Frank 2005) using
the data sets from the UCI repository of machine learning databases (Newman
et al. 1998) (Similarity functions, Gu&Tong&Aamodt, ICIRI2005).

In the conversational software component retrieval model, in order to rep-
resent both software components and the component queries as cases, a case
needs to have more than one value on some features (generalized cases). We
discussed the feasibilities and adapting methods to support generalized cases in
conversational CBR from three aspects: the case representation, the similar-
ity calculation, and the discriminative question ranking (Generalized cases, Gu,
MICAI2005).

The knowledge-intensive software component retrieval method was imple-
mented as the TrollCCRM system and evaluated in an image processing soft-
ware component knowledge base including the image processing general domain
knowledge and the software components come from the DynamicImager system
(DynamicImager 2006) (Extended CCRM application, Gu&Bø, IEA/AIE2006).

After that, we designed a lazy dialog learning mechanism in an attempt
to improve the dialog efficiency in conversational CBR through capturing and
reusing the previous conversational case retrieval experiences. This dialog learner
was implemented within Weka and tested on a group of UCI data sets (Dialog
learning, Gu&Aamodt, FLAIRS2006). How to incorporate this dialog learning
mechanism into the TrollCCRM system is among our future research.

Our research was evaluated using two types of data: the similarity calculation
methods and the dialog learning mechanism were evaluated using the data sets
from the UCI data repository, and the knowledge-intensive conversational soft-
ware component retrieval method was evaluated on the image processing software
component knowledge base. This evaluation process using different data sources
to satisfy various evaluation goals was generalized as a common evaluation strat-
egy for CBR systems (Evaluation strategy, Gu&Aamodt, ECCBR2006).

As shown in Fig. 1.3, our research was motivated by the software component
retrieval application, concentrated on the theoretical research aspects in con-
versational CBR, and concluded with the evaluation of the theoretical research
findings on the software component retrieval application.



1.3. RESEARCH ACTIVITIES AND CONTRIBUTIONS 15

1.3.2 Contributions

My main contributions to the research community include:

1. Providing a knowledge-intensive method supporting an efficient and natu-
ral conversation process in conversational CBR, in which we identified five
question selection tasks, the feature inferencing, the knowledge-intensive
similarity calculation, the knowledge-intensive question ranking, the con-
sistent question clustering and the coherent question sequencing, and used
the proposed explanation boosted method to solve them.

2. Designing and implementing a conversational software component retrieval
model using the knowledge-intensive conversational CBR method, in which
we compared the similarity methods in conversational CBR and adopted
the query-biased similarity method, we also extended the conversational
CBR process to support generalized cases.

3. Improving the dialog efficiency in conversational CBR through introducing
a lazy dialog learner.

4. Providing a general evaluation strategy to CBR systems that uses different
data sources to satisfy various evaluation goals, and the evaluation process
to our research, including the statistical evaluation, the expert validation,
the characteristic analysis and the ablation study, was acted as a case study
to this evaluation strategy.

Fig. 1.4 shows what contribution items or sub-items were contained and
discussed in which included publictation.

1.3.3 Publication List

• Explanation-Boosted KI-CCBR, Gu&Aamodt, ECCBR2004, Min-
gyang Gu and Agnar Aamodt: ’Explanation-Boosted Question Selection
in Conversational CBR’, In Pablo Gervás and Kalyan Moy Gupta (eds.),
Proceedings of the ECCBR 2004 Workshops, the 7th European Conference
on Case-Based Reasoning, Madrid, Spain, 30th August - 2nd September,
2004, Technical report, Vol. 142, No. 04, pp. 105 - 114, Universidad
Complutense de Madrid, Departemento de Sistemas Informaticos y Pro-
gramacion. (Paper A)

• CCRM application, Gu&Aamodt&Tong, ICIIP2004, Mingyang Gu,
Agnar Aamodt, and Xin Tong: ’Component Retrieval Using Conversa-
tional Case-Based Reasoning’, In Zhongzhi Shi and Qing He (eds.), Intel-
ligent Information Processing II - International Conference on Intelligent
Information Processing (IIP2004), Beijing, China, 2004, IFIP International
Federation for Information Processing, Vol. 163, pp. 259 - 271, Springer
Science + Business Media Inc. (Paper B)
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• Similarity functions, Gu&Tong&Aamodt, ICIRI2005, Mingyang
Gu, Xin Tong, and Agnar Aamodt: ’Comparing Similarity Calculation
Methods in Conversational CBR’, In Du Zhang, Taghi M. Khoshgoftaar
and Mei-Ling Shyu (eds.), Proceedings of the 2005 IEEE International Con-
ference on Information Reuse and Integration, Hilton, Las Vegas, Nevada,
USA, August, 2005, pp. 427 - 432, IEEE Press. (Paper C)

• Extended KI-CCBR, Gu&Aamodt, ICCBR2005, Mingyang Gu and
Agnar Aamodt: ’A Knowledge-Intensive Method for Conversational CBR’,
In Héctor Muñoz-Avila and Francesco Ricci (eds.), Case-Based Reasoning
Research and Development, Proceedings of the 6th International Confer-
ence on Case-Based Reasoning, Chicago, Illinois, August, 2005, Lecture
Notes in Artificial Intelligence, Vol. 3620, pp. 296 - 311, Springer Verlag.
(Paper D)

• Generalized cases, Gu, MICAI2005, Mingyang Gu: ’Supporting gen-
eralized Cases in Conversational CBR’, In Alexander Gelbukh, Alvaro de
Albornoz and Hugo Teras-hima-Marin (eds.), Advances in Artificial Intel-
ligence, Proceedings of the Fourth Mexican International Conference on
Artificial Intelligence (MICAI2005), Monterrey, Mexico, November, 2005,
Lecture Notes in Artificial Intelligence, Vol. 3789, pp. 544 - 553, Springer
Verlag. (Paper E)

• Dialog learning, Gu&Aamodt, FLAIRS2006, Mingyang Gu and Ag-
nar Aamodt: ’Dialog Learning in Conversational CBR’, In Geoff C. J. Sut-
cliffe and Randy G. Goebel (eds.), Proceedings of the 19th International
FLAIRS Conference (Florida Artificial Intelligence Research Society), pp.
358 - 363, Melbourne Beach, Florida, May 11 - 13, 2006, AAAI Press.
(Paper F)

• Extended CCRM application, Gu&Bø, IEA/AIE2006, Mingyang
Gu and Ketil Bø: ’Component Retrieval Using Knowledge-Intensive Con-
versational CBR’, In M. Ali and R. Dapoigny (eds.), Proceedings of the
19th International Conference on Industrial, Engineering and Other Ap-
plications of Applied Intelligent Systems (IEA/AIE2006), Annecy, France,
27 - 30, June, 2006, Lecture Notes in Artificial Intelligence, Vol. 4031, pp.
554 - 563, Springer Verlag. (Paper G)

• Evaluation strategy, Gu&Aamodt, ECCBR2006, Mingyang Gu and
Agnar Aamodt: ’Evaluating CBR Systems Using Different Data Sources:
A Case Study’, In T.R. Roth-Berghofer et al. (eds.), Proceedings of the 8th
European Conference on Case-Based Reasoning (ECCBR2006), Fethiye,
Turkey, 4 - 7, September, 2006, Lecture Notes in Artificial Intelligence,
Vol. 4106, pp. 121 - 135, Springer Verlag. (Paper H)
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Figure 1.4: The contributions and the included publications containing them





Chapter 2

Research Description

Our research started with proposing a CCRM using the conversational CBR
technology. The main research efforts concentrated on the theoretical research
aspects of conversational CBR towards providing an efficient and natural dia-
logue process. At the end, we implemented this model as the TrollCCRM system
and evaluated our research findings in it.

In this chapter, we describe the architecture of the CCRM model in Section 1;
then we give an introduction to the CREEK architecture (Case-based Reasoning
through Extensive and Explicit general Knowledge) and the TrollCreek system
on which our research and implementation are based in Section 2; in Section
3, we describe the research findings that can be used to handle the tasks or
improve the existing methods in CCRM; in Sections 4 and 5, we describe the
system implementation and the evaluation.

2.1 Overview of the Conversational Component Re-
trieval Model

Software component retrieval, which concerns how to locate and identify the
most appropriate components for users, is one of the major problems in software
component reuse (Fernández-Chamizo et al. 1996; Iribarne, Troya, and Vallecillo
2002; Mili, Mili, and Mittermeir 1998). The current component retrieval meth-
ods include the free-text-based retrieval methods (Frakes and Nejmeh 1987; Helm
and Maarek 1991; Klein and Bernstein 2001; Magnini 1999), the pre-enumerated
vocabulary methods (Prieto-Daz 1991), the signature matching methods (Zarem-
ski and Wing 1995), the behavior-based retrieval methods (Park 2000), and the
faceted selection methods (Prieto-Daz 1991). All these methods have an assump-
tion that users are able to well define their component queries by themselves.
However, before users know the components available for them to choose, they
often lack clear ideas about what they need, and usually cannot define their
queries properly.

In order to release this unrealistic assumption, we proposed a conversational
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Figure 2.1: The architecture of the conversational component retrieval model
(CCRM)

component retrieval model (CCRM) using the conversational CBR technology.
In this model, each software component is represented as a stored case and a
component query is represented as a new case. A conversational CBR process is
used to guide users to construct their component queries incrementally and find
the correct components. As illustrated in Fig. 2.1, CCRM includes six parts: a
knowledge base, a query-generating module, a similarity calculation module, a
question-generating and -ranking module, a component-displaying module, and
a question-displaying module.

The knowledge base stores both the component-specific knowledge (cases)
and the general domain knowledge. After a user provides her initial require-
ment specification (arrow A), the query-generating module uses it to construct
an initial query. Given the query, the similarity calculation module calculates
the similarities between the query and each stored component and returns a
set of components whose similarities surpass a threshold (the threshold is pre-
defined and can be adjusted during the execution). In the question-generating
and -ranking module, discriminative questions are identified from the returned
components and ranked. The component-displaying module displays the re-
turned components, ordered by their similarities, to the user (arrow B). The
question-displaying module displays the ranked questions (arrow C). If the user
finds her desired component in the displayed components, she can select it and
terminate the retrieval process. Otherwise, she chooses one or several questions
and provides the answers to the system (arrow D). Then the query-generating
module combines the current query and the newly gained answers to construct
an updated new query, and a new round of retrieving and question answering
is started until the user finds her desired component (success) or there are no
questions left for her to choose (failure).
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In (CCRM application, Gu&Aamodt&Tong, ICIIP2004), we provided a re-
view about the current software component retrieval methods and described the
architecture of CCRM. In (Extended CCRM application, Gu&Bø, IEA/AIE2006),
we further proposed using the knowledge-intensive conversational CBR method
in CCRM.

In order to realize this model, there is a list of open research topics. These
topics include:

• Knowledge Representation: Research questions inside this topic include
how both the general domain knowledge and the case-specific knowledge
are represented in the knowledge base, how to describe a software com-
ponent and a component query, and how the stored knowledge can be
organized and utilized to complete the identified tasks.

• Case Retrieval: The research questions, such as whether the entire similar-
ity methods used in CBR are also suitable to be used in the conversational
CBR applications, what type of similarity metric is suitable for CCRM, and
how the general domain knowledge can be used to improve the similarity
matching process, are included in this research topic.

• Discriminative Question Selection: This is one of the main research top-
ics in the conversational CBR research community. The active research
questions contained in this topic include how to generate the candidate
discriminative questions, how to arrange the question-answering sequence
to provide users an efficient and natural conversation process, and whether
the general domain knowledge can enhance the question selection process
and how.

The research in the thesis is based on the achievements of our group on the
knowledge-intensive CBR research. In the following section, we will introduce
the knowledge-intensive CBR architecture, CREEK, and its implementation,
TrollCreek, developed in our group.

2.2 Introduction to CREEK and TrollCreek

Our group has been doing knowledge-intensive CBR research for more than 16
years, and the most important achievements are the knowledge-intensive CBR
architecture, CREEK, and its corresponding implementation, TrollCreek system.

CREEK (Case-based Reasoning through Extensive Explicit Knowledge) is a
knowledge-intensive case-based problem solving and sustained-learning architec-
ture (Aamodt 1991; Aamodt 2001; Aamodt 2004). On a high level, CREEK in-
cludes three parts: a comprehensive knowledge representation model, a knowledge-
intensive case-based problem solving process, and a sustained- learning process.

The comprehensive knowledge representation model, called CreekL (Aamodt
1994b), is a frame-based system in which each meaningful term in a Problem
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solving domain is explicitly defined as a concept. Each concept is defined us-
ing a set of relationships. A relationship is a <relation, value> pair where the
’value’ is another concept in the knowledge base. The general domain knowl-
edge is represented as a semantic network with a group of concepts connected by
the various relations. Cases are submerged into this semantic network, since all
the features used to define them are concepts in the network. We instantiated
this representation in the car fault detection application in (Explanation boosted
KI-CCBR, Gu&Aamodt, ECCBR2004) and (Extended KI-CCBR, Gu&Aamodt,
ICCBR2005), and in the image processing software component retrieval appli-
cation in (CCRM application, Gu&Aamodt&Tong, ICIIP2004) and (Extended
CCRM application, Gu&Bø, IEA/AIE2006).

The knowledge-intensive case-based problem solving process utilizes both the
CBR and the model-based reasoning (MBR) methods to complete the problem
solving tasks. The CBR method acts as the first principle to tackle the problem
solving tasks. The model-based reasoning method is used to enhance the rea-
soning process through applying the general domain knowledge to improve each
step in the case-based reasoning process (Aamodt 1994a). A three-step general
reasoning process was designed to combine these two types reasoning methods
together to complete each task in the case-based problem solving process. The
first step, ACTIVATE, determines what knowledge (including the case-specific
knowledge and the general domain knowledge) is involved in one particular task.
EXPLAIN, the second step, builds up explanation paths to explore possible
knowledge-intensive solutions for that task. And the last step, FOCUS, evalu-
ates the generated explanation paths and identifies the best one(s) to accomplish
that particular task. The paper (Explanation boosted KI-CCBR, Gu&Aamodt,
ECCBR2004) gave an example about how this three-step general reasoning pro-
cess was initiated to support the feature inferencing and knowledge-intensive
question ranking in the car fault detection application. Another example of
using this reasoning process to support the knowledge-intensive similarity cal-
culation in the software component retrieval application was given in (CCRM
application, Gu&Aamodt&Tong, ICIIP2004).

The sustained-learning process is supported by the case-based retain process.
The general domain knowledge is used to guide the crucial steps in the learning
process, e.g., how to create the reminding (index) for a retained case.

With the aim to provide an experimentation environment to explore the
knowledge-intensive CBR research and applications in our group, the CREEK
framework was first implemented in a lisp-based version by Agnar Aamodt and
later transplanted into a java-based version by Frode Sørmo. The java-based
version is called TrollCreek (TrollCreek 2005). TrollCreek supports the compre-
hensive knowledge representation mechanism and the knowledge-intensive case-
based problem solving process, and provides a friendly graphic interface for the
knowledge base definition and exploration, and the reasoning operation and ex-
planation.
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Based on TrollCreek, our group has done a set of theoretical research in
CBR, e.g., incorporating the plausible inheritance (Aamodt 1991; Sørmo 2000)
and the abductive inference (Öztürk 2000). A list of CBR applications have been
fielded in variant domains, for instance, context modeling or awareness (Öztürk
and Aamodt 1997; Kofod-Petersen and Aamodt 2003), intelligent tutoring sys-
tem (Sørmo and Aamodt 2002), disease explanation at the level of functional
genomics (Kusnierczyk, Aamodt, and Lægreid 2004; Kusnierczyk, Aamodt, and
Lægreid 2005), medical image understanding (Grimnes and Aamodt 1996), and
fault prediction in the oil drilling domain (Skalle and Aamodt 2004).

2.3 Research Issues in CCRM

In this section, the research work is described from four issues: the knowledge
representation, the case retrieval method, the discriminative question selection
method, and the continuous dialog learning mechanism.

2.3.1 Knowledge Representation

In CCRM, CreekL is used to represent both the case-specific knowledge (software
components and component queries) and the general domain knowledge in the
knowledge base, which forms an object-level knowledge model.

In order to support an efficient and natural dialog process in CCRM, a list
of question selection tasks1 are identified. A meta-level knowledge representa-
tion model is abstracted from the object-level knowledge model. The meta-level
model is used to organize the semantic relations according to their contributions
to different question selection tasks. If a type of relation can be used to sup-
port a question selection task, it will be linked to the task by a ’subclass of’
relation. The relations that are subclasses of a specific task are involved in the
knowledge-intensive problem solving process for the corresponding task.

In addition, the introduction of the meta-level knowledge representation
model provides CCRM the flexibility and the extendibility by separating the
content of the knowledge base and the implementation of the question selec-
tion tasks from each other. A knowledge engineer can construct the knowledge
base from the knowledge engineering perspective, and a software engineer can
implement the problem solving logic from the software engineering point of view.

In (Explanation boosted KI-CCBR, Gu&Aamodt, ECCBR2004), we used the
proposed knowledge-intensive conversational CBR method to handle two ques-
tion selection tasks, the feature inferencing and the knowledge intensive question
ranking, and in (Extended KI-CCBR, Gu&Aamodt, ICCBR2005) it was illus-
trated how easy it is to extend that method to support the other two question

1The identified question selection tasks can be found in (Extended KI-CCBR, Gu&Aamodt,
ICCBR2005).
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selection tasks, the consistent question clustering and the coherent question se-
quencing. If a new semantic relation is identified to be useful for completing a
question selection task, it can be put into use in the reasoning process through
simply linking this relation into the meta-level knowledge model.

In CCRM, both software components and component queries need to be
represented as generalized cases. In the CBR community, cases that may have
multiple values on some features are nominated as generalized cases (Mougouie
and Bergmann 2002; Maximini, Maximini, and Bergmann 2003; Tartakovski
et al. 2004), and cases that only have at most one single value on each feature
are named point cases. For a software component, to have multiple values on
one feature in the corresponding stored case means this component can function
in variant environments specified by the different values on that feature. For a
component query, the different values on one feature in the corresponding new
case express users multiple requirements on that feature to be satisfied.

The research work of extending conversational CBR to support generalized
cases was described in (Generalized cases, Gu, MICAI2005) and the implemen-
tation of supporting generalized cases in TrollCCRM was reported in (Extended
CCRM application, Gu&Bø, IEA/AIE2006).

2.3.2 Case Retrieval

In CBR, to retrieve the most similar case is to find the case with the largest
similarity value with the new case. There are plenty of similarity calculation
methods proposed for the CBR process. Whether the similarity methods suitable
for CBR are also effective for conversational CBR is the question we met when
designing the case retrieval method for CCRM.

We use the weighted Euclidean distance to measure the similarity between a
query and a stored case, which is illustrated in Equation 2.1:

distance(q, c) =

√∑
f∈FS wfdif2(qf , cf )∑

f∈FS wf
(2.1)

where q, c, f, FS, and wf denote a query, a stored case, a particular feature,
a selected feature set, and the weight for the feature f, respectively. dif(qf , cf )
is a function to compute the difference between q and c on feature f .

From the perspective of what features are taken into account during the
similarity calculation (the different value-assigning strategies of FS in Equation
2.1), we provided a framework that classified the similarity calculation methods
in CBR into three categories:

• Case-Biased Similarity Methods: When calculating the similarity value
between a stored case and a new case, only the features appearing in the
stored case are taken into account.
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• Query-Biased Similarity Methods: When calculating the similarity value,
only the features appearing in the new case (query) are counted.

• Equally-Biased Similarity Methods: All the features appearing in both the
stored case and the new case are considered during the similarity calcula-
tion.

We noticed the special characteristic of a new case in conversational CBR
that the new case was partially specified during the conversation process. We
argued that the query-biased similarity calculation methods were more suitable
for conversational CBR applications.

The framework to classify the similarity calculation methods was described
and the reason why query-biased similarity calculation methods were more suit-
able for conversational CBR was explained in (Similarity functions, Gu&Tong&A-
amodt, ICIRI2005). We also designed an experiment to compare the perfor-
mances of the conversational CBR processes using these three different similar-
ity methods on 36 data sets within Weka. The experiment results, reported in
(Similarity functions, Gu&Tong&Aamodt, ICIRI2005), gave positive support for
the query-biased similarity methods.

The knowledge-intensive similarity calculation method proposed in CREEK
is adopted in CCRM. (CCRM application, Gu&Aamodt&Tong, ICIIP2004) de-
scribed how the knowledge-intensive process was used to improve the similarity
calculation quality in CCRM.

As discussed in the ’Knowledge Representation’ topic, CCRM uses general-
ized cases to represent both software components and component queries. In
(Generalized cases, Gu, MICAI2005), we proposed a method to calculate the
similarities for generalized cases in a knowledge-poor context. The knowledge-
intensive similarity calculation process described in (CCRM application, Gu&Aa-
modt&Tong, ICIIP2004) can be directly used to support generalized cases through
applying it to the entire < feature, value > pairs specified in a new case (in-
cluding the < feature, value > pairs that share the same feature type).

2.3.3 Discriminative Question Selection

In the conversational CBR community, besides the statistical metric based ques-
tion selection methods, there is some research that tries to use the general do-
main knowledge to help the question selection process, including dialogue infer-
encing (Aha, Maney, and Breslow 1998), causal conversational CBR (Aha and
Gupta 2002), and taxonomic conversational CBR (Gupta 2001; Gupta, Aha, and
Sandhu 2002). We proposed an integrated question selection method that uti-
lized both the statistical question-ranking metric and the general domain knowl-
edge to provide an efficient and natural question selection process.

In the research, four question selection tasks were identified from the per-
spective of ’efficiency’ and ’naturalness’ of a dialog process that general domain
knowledge can help handling. These tasks include:
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• Feature Inferencing2: The features that can be inferred from the current
query description are added into the query description automatically. They
will not be transformed as questions and posed to users any more.

• Knowledge-Intensive Question Ranking: The semantic relations amo-
ng discriminative questions should be taken into account during question
ranking. For instance, if one answer of question A can be inferred by one
answer of question B, question B should be asked before question A.

• Consistent Question Clustering: The questions that are connected by
certain semantic relations, e.g., a causal relation or a subclass relation,
should be grouped and displayed together.

• Coherent Question Sequencing: If a question in a subsumption tax-
onomy is asked in the current question-answering cycle, the question one
level lower should get higher priority to be asked in the next cycle than
other unrelated questions.

The meta-level knowledge representation model introduced in the Knowledge
Representation sub-section is used to represent what semantic relations in the
knowledge base can be used to support each question selection task.

The three-step explanation-boosted reasoning process is instantiated to ex-
plore the general domain knowledge to complete each question selection task.
The statistical question-ranking metric, occurrence frequency metric, is applied
to sort the questions that cannot be discriminated using the knowledge-intensive
method. The reason to select the occurrence frequency metric is due to the char-
acteristic of the constructed software component knowledge base (i.e., high-level
heterogeneity).

In (Explanation boosted KI-CCBR, Gu&Aamodt, ECCBR2004), the first
two knowledge-intensive question selection tasks, the feature inferencing and
the knowledge-intensive question ranking, were identified and handled, and in
(Extended KI-CCBR, Gu&Aamodt, ICCBR2005), the other two tasks, the con-
sistent question clustering and the coherent question sequence, were further iden-
tified and handled.

In (Generalized cases, Gu, MICAI2005), we reviewed the currently existing
statistical question-ranking metrics in conversational CBR and discussed the
feasibilities and adaptation methods to apply them to support generalized cases.

2.3.4 Dialog Learning

Conversational CBR is a type of problem solving model that constructs the new
case through a question-answering dialog process and finds the correct case at
the same time. To improve the performance of this problem solving process,

2Referred as dialogue inferencing in (Aha, Maney, and Breslow 1998)
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we proposed a lazy dialog learning method for conversational CBR to retrieve,
reuse, and retain successful dialog experiences.

A dialog case base is maintained for the dialog learner where the successful
conversational case retrieval experiences are captured and stored as dialog cases.
The problem description part of a dialog case contains all the information that
happened in the conversational case retrieval process, including the initial new
case and the later question-answering process. The solution description of a
dialog case points to the previous accepted application case by users in that
dialog.

The main steps in this proposed dialog learner include:

• Dialog Case Retrieve

The most similar dialog case is retrieved for a new dialog based on the sim-
ilarity comparison. In the similarity calculation, not only the < feature,
value > pairs appearing in the stored dialog case and the current new di-
alog case, but also the positions of each < feature, value > pair are taken
into account.

• Dialog Case Reuse

The most similar dialog case retrieved in each conversation session is used
in two ways: first, the solution description part (i.e., the chosen application
case in the dialog) of the most similar dialog case is displayed to the user;
second, if a discriminative question generated by the current conversational
session also appears in the most similar dialog case, it will be assigned a
higher priority to be displayed to the user.

• Dialog Case Retain

The dialog case retain strategy is to only store the most general dialog
cases. One dialog case is more general than the other means that the two
dialog cases share the same solution, and the problem description part of
the first dialog case is a subset of that of the second one.

(Dialog learning, Gu&Aamodt, FLAIRS2006) described the architecture of
the lazy dialog learner, its implementation and evaluation within Weka. Due to
the time constrains, we did not implement this learning process into TrollCCRM,
and the challenging research topics to integrate it into TrollCCRM are discussed
in Chapter 4.

2.4 System Implementation

CCRM has been implemented into a system, called TrollCCRM, based on Troll-
Creek system. We only gave a short introduction to this implementation in
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Papers (CCRM application, Gu&Aamodt&Tong, ICIIP2004), (Extended KI-
CCBR, Gu&Aamodt, ICCBR2005), (Extended CCRM application, Gu&Bø, IE-
A/AIE2006), and (Evaluation strategy, Gu&Aamodt, ECCBR2006), so we will
give more information about the implementation in this section.

2.4.1 Conversational CBR Modules in TrollCCRM

In order to support the conversational component retrieval, particularly the
knowledge-intensive method proposed in (Explanation-Boosted KI-CCBR, Gu&-
Aamodt, ECCBR2004) and (Extended KI-CCBR, Gu&Aamodt, ICCBR20-05),
we extended TrollCreek with a query-generating module, a feature inferencing
module, a question identification module, an integrated question-ranking mod-
ule, a consistent question clustering module, a coherent question sequencing
module, and a graphical user-machine interaction interface. The case-biased
similarity calculation method is used in TrollCreek. In TrollCCRM, we changed
to using the query-biased similarity calculation method.

After a user provides her initial requirement, the query-generating mod-
ule transforms it into a query including a set of < feature, value > pairs.
Given the query, the feature-inferencing module extends it with inferred <
feature, value > pairs through exploring the general domain knowledge using
the explanation-boosted reasoning mechanism (Explanation-Boosted KI-CCBR,
Gu&Aamodt, ECCBR2004) and (Extended KI-CCBR, Gu&Aamodt, ICCBR20-
05). The extended query is taken as the input to the knowledge-intensive case
retrieval module (CCRM application, Gu&Aamodt&Tong, ICIIP2-004) and a set
of most similar components are returned. The user-machine interaction inter-
face module displays these returned components to the user. The features that
appear in these returned components, but not in the extended query, are identi-
fied and transformed into the candidate discriminative questions by the question
identification module (the features that are inferred by the feature-inferencing
module will not be identified as discriminative questions since they are currently
in the extended query).

The integrated question-ranking module first explores the general domain
knowledge and finds the semantic question-ranking explanation paths between
the questions. And the ’focused’ explanation paths are used to classify all the
questions into two groups: free questions and constrained questions (constrained
by some explanation paths to be asked after other questions). The questions in
the first group are further ranked using the knowledge-poor statistical question-
ranking method, i.e., the occurrence frequency metric. The questions in the
latter group are ranked according to how strong they are constrained to be asked
after other questions (the explanation strength of the strongest explanation path
constraining one question to be asked after other questions is selected as the
ranking key of that question).

The order of these questions is further adjusted by the coherent question-
sequencing module if there is one or several questions answered in the last
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question-answering cycle. The coherent question sequencing module first iden-
tifies the questions from the sorted questions in the present question-answering
cycle that are demanded to be asked immediately after the questions answered
in the past question-answering cycle. These identified questions are then put
at the beginning of the entire sorted questions. The inside order of these ques-
tions are decided by how strong they are demanded to be asked immediately
after the answered questions (the explanation strength of the strongest question
sequencing explanation path attached on one question is selected as its sorting
key).

Finally, the sorted questions are displayed to users in the user-machine in-
teraction interface. When a user selects a question to inspect, the alternative
answers to the question are displayed to the user and the related questions iden-
tified by the consistent question-clustering module are also shown to the user.
The user may terminate the conversation process by choosing a satisfactory
component, or she selects one or more questions and submits the answers to the
system. The query-generating module transforms the answered question(s) into
< feature, value > pair(s) and adds it(them) to the current query to generate
an updated query. Then a new round of feature inferencing, retrieving, and
question-answering process starts. The process also terminates when there are
no discriminative questions left for users to select.

From the perspective of improving users’ trust in the reasoning results, it
is important for an intelligent system to provide more explanations about the
system inside reasoning process (Sørmo, Cassens, and Aamodt 2005; Reilly et al.
2005; McSherry 2005; McSherry 2001a). In TrollCreek, the reasoning process
about how a returned case is matched to a new case is explained (as illustrated
in Fig. 2.4). In TrollCCRM, we extended the explanation mechanism through
providing the explanations for the following questions:

• Why is a < feature, value > pair added into the new case by the feature-
inferencing module?

• Which feature is a question generated from in the question-identification
module?

• Why is a question given higher priority to be asked in the current conver-
sation session by the coherent question-sequencing module?

• Why is a question identified as a related question by the consistent question-
clustering module?

In (Generalized cases, Gu, MICAI2005), we analyzed the necessity of support-
ing both software components and component queries using generalized cases.
In TrollCCRM, generalized cases are supported from the following three aspects:
the case representation, the similarity calculation, and the question-ranking pro-
cess. In the case representation, it is permitted to have more than one rela-
tionship that share the same relation type in one case. The similarity measure
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in TrollCCRM is based on how many and to what degree the relationships in
the new case (including those that share the same relation type) are satisfied
by each stored case. In the knowledge-intensive question-ranking process, the
relations between value concepts are transferred to the corresponding feature
concepts (each value concept can only act as the value of one specific feature
concept in TrollCCRM), and the explanation-boosted reasoning process allows
two features (questions) to have more than one relation between them. In this
way, the knowledge-intensive question-ranking method supports both general-
ized cases and point cases. The occurrence frequency metric, selected as the
statistical question-ranking metric in TrollCCRM, supports generalized cases di-
rectly, since it only considers whether or not one feature appears in a case and
does not care how many values that feature has in the case.

2.4.2 Conversational Component Retrieval Process in TrollC-
CRM

In TrollCCRM, a conversational component retrieval process contains one or sev-
eral conversation sessions (the number of sessions depends on when the user finds
her satisfactory component and whether there are still discriminative questions
left).

As an example to illustrate the conversational component retrieval process,
an initial component query (as illustrated in Fig. 2.2) is used to start a retrieval
process.

Figure 2.2: The content of a component query to start a conversational compo-
nent retrieval process in TrollCCRM.

In the first question-answering session, assume the user didn’t find her desired
component and selected the question ’What type of unitary transform operation
do you want?’ to answer. The answer ’Fourier Transform’ was provided to the
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Figure 2.3: The ’ExtendedQuery’ pane - The interface used to show how a
component query is extended by the feature-inferencing module.

system to start the second conversation session. The following paragraphs show
the graphical interfaces and operations for the second conversation session.

There are three windowpanes in the computer interface to move between for
each conversation session.

The first is called the ExtendedQuery pane (shown in Fig. 2.3), which is used
to display the query and the extended query extended by the feature-inferencing
process. The explanation about why a < feature, value > pair is inferred and
added into the query is also shown on this pane. In this example, a feature
’has OperationCategory’ with its value ’Unitary Transform Operation (OC)’ is
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Figure 2.4: The ’RetrievalResult’ pane (after clicking the ’Details’ button) - The
interface used to show the returned components and the matching details.

inferred and added into the new case with the explanation: ’Unitary Trans-
form Operation (OC)’ can be inferred by ’Fourier Transform’ because ’Fourier
Transform’ is a subclass of ’Unitary Transform Operation (OC)’.

Based on the extended query, the knowledge-intensive case retrieval module
returns a set of components and displays them in the RetrieveResult pane (as
illustrated in Fig. 2.4). In this pane the user can inspect the matching details
between each retrieved component and the extended query. In this example,
as shown in Fig. 2.4, there are 10 similar components returned and displayed
at the bottom from left to right according to their similarity values. If the user
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Figure 2.5: The ’Dialogue’ pane - The interface used to show the discriminative
questions and support the question-answering dialog. This figure gives the ex-
planation about why a question is given higher priority by the coherent question-
sequencing module.

clicks the third retrieved component ’TransformCosine’, the matching details be-
tween this component and the extended query is displayed. In Fig. 2.4, there are
two directly matched features and one partially matched feature for the extended
query. If the user selects the partially matched feature by clicking it, the text area
will explain how the feature ’has Unitary Transform Operation SubCategory’ of
the extended query is satisfied (with 90%) by the feature ’has OperationCate-
gory’ of the ’TransformCosine’ component. The explanation is: the component
’TransformCosine’ has the value ’Unitary Transform Operation (OC)’ on the
feature ’has OperationCategory’ and the extended query has the value ’Fourier
Transform’ on the feature ’has Unitary Transform Operation SubCategory’, and
’Fourier Transform’ is the subclass of ’Unitary Transform Operation (OC)’. The
concrete explanation about how the explanation is generated through exploiting
the general domain knowledge is shown in the same text area after clicking the
’Details’ button, as seen in Fig. 2.4.

If the user is not satisfied with the components, she can go to the dialogue
pane to inspect and answer the discriminative questions, as shown in Figs. 2.5
and 2.6. In the dialogue pane, the identified discriminative questions ranked by
the integrated question-ranking module and adjusted by the coherent question-
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Figure 2.6: The ’Dialogue’ pane - The interface used to show the discriminative
questions and support the question-answering dialog. This figure gives the ex-
planation about why a question is clustered together with another question by
the consistent question-clustering module.

sequencing module are displayed in the upper-left list. When the user selects a
question in this list, its alternative answers will be displayed in the bottom-left
list and the explanation to this question is shown in the middle text area. In this
example, as shown in Fig. 2.5, when selecting the question, ’What is the fourier
transform type?’, its alternative answers, ’Selective Dimension Fourier Trans-
form’ and ’n-Dimension Fourier Transform’, are listed. The explanation to this
question is: the question ’What is the fourier transform type?’ is transformed
from the feature ’has fourier transform type’ and this question has higher ranking
priority because one of its alternative values, ’Selective Dimension Fourier Trans-
form’, is the subclass of the answer, ’Fourier Transform’, which is inputted into
the system in the last question-answering cycle. If there are related questions to
the current selected question, they will appear in the upper-right list. When the
user selects one related question, its alternative answers and the explanation are
displayed on this pane (shown in Fig. 2.6).

When one or several questions are selected and answered, a new conversation
session can be started through clicking the ’Submit’ button on the Dialogue pane.
A user also has the option to go back to one of the conversational session pages
to re-choose the questions or adjust their answers and re-submit them.
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2.5 Research Evaluation

The research reported in the thesis was evaluated through a combination of
different evaluation methods from various perspectives. From the evaluation
subject point of view, we used the cross validation methods to simulate the
human-computer interaction and also invited the domain experts to evaluate
the system concerning the cognitive or psychological aspects.

• The leave-one-out cross validation method was used to evaluate the similar-
ity calculation methods in conversational CBR and the lazy dialog learning
mechanism. The leave-one-in cross validation method was used to complete
the ablation evaluation of the individual contributions of each knowledge-
intensive module in TrollCCRM. The performance criterion for these eval-
uations is the average number of conversation sessions to find the correct
case.

• Four experts from two different domains were invited to execute the Troll-
CCRM system in an attempt to evaluate whether the knowledge-intensive
conversational CBR method can alleviate users’ cognitive load during the
conversational component retrieval process.

From the used data source perspective, we used both the simple data sets
from the UCI data repository and a complex image processing software compo-
nent knowledge base.

• The UCI data sets were used to evaluate the similarity calculation methods
in conversational CBR and the lazy dialog learning mechanism. These two
evaluation aspects are domain-independent, and the statistical evaluation
results on multiple data sets are able to provide solid evidence supporting
their generalities.

• We constructed an image processing software component knowledge base
to illustrate whether the TrollCCRM could really utilize the general do-
main knowledge to improve the conversation efficiency and naturalness.
To complement the weakness of the limited number of available knowledge
bases, we used multiple evaluation methods on the same knowledge base
to see whether they could output consistent results. The multiple evalua-
tion methods include the system characteristic analysis, the domain expert
validation, and the simulated ablation evaluation.

In order to compare the performances of different similarity methods in con-
versational CBR, we implemented three variants of the conversational CBR pro-
cesses within Weka, each of which used a particular similarity calculation method
(query-biased, case-biased and equally-biased). On 31 out of the entire 36 data
sets from the UCI data repository, the conversational CBR process using the
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query-biased similarity method achieved higher performance than the processes
using the case-biased or the equally-biased method.

The lazy dialog learner was implemented and evaluated within Weka using
32 UCI data sets. The results showed us that the introduction of the lazy dialog
learner continuously improved the retrieval efficiency on 29 out of the entire 32
data sets. And, following the argument by the author in (Bareiss 1989) that
it was important to inspect the characteristics of the case base in a case-based
learning system in its evaluation phase, we studied the growth rate of the dialog
case base during the learning process in the evaluation. The results showed us
that the dialog case base was maintainable, that is, with the dialog learning
process going on, fewer and fewer dialog cases were added into the dialog case
base.

In (McSherry 2001a), seven characteristics were identified for a sequential di-
agnosis system, and the characteristic analysis results showed us that the Troll-
CCRM supports the entire seven characteristics. The domain expert assessment
showed that TrollCCRM did provide a natural conversation process. The sim-
ulated ablation evaluation results told us that the TrollCCRM used 16% fewer
questions to find the correct component compared with the knowledge-poor con-
versational CBR-based component retrieval process, and the coherent question
sequencing module contributed to the performance improvement most (76%).

The evaluations to the similarity calculation methods and the dialog learner
using UCI data sets were reported in (Similarity functions, Gu&Tong&A-amodt,
ICIRI2005) and (Dialog learning, Gu&Aamodt, FLAIRS2006), respectively. The
evaluation of TrollCCRM on the image processing software component knowledge
base was described in (Evaluation strategy, Gu&Aamodt, ECCBR2006).

We did not give much information about the expert evaluation in (Evaluation
strategy, Gu&Aamodt, ECCBR2006). The hypothesis list and the feedback form
used in the expert evaluation are included in the current thesis as Appendixes
A and B. We assigned three different utility values to each answer of a ques-
tion. The utility value assignment guideline was that the highest utility value,
2, was assigned to the answer that indicated TrollCCRM had more advantages
than the comparing method (one-shot CBR-based retrieval method); the middle
utility value, 1, went to the answer that indicated TrollCCRM had modest ad-
vantages; and the lowest utility value, 0, was given to the answer that made no
difference between TrollCCRM and the comparing method. The concrete value
assignment can be found in Table 2.1. Fig. 2.7 illustrates the summarized re-
sults of the collected feedback forms, which gives an impression that the experts
give the positive evaluation to TrollCCRM for all the entire identified questions.
The expert evaluation conclusions in (Evaluation strategy, Gu&Aamodt, EC-
CBR2006) were not only based on the collected feedback forms, but also based
on the informal interviews with the experts.

Because of the complexity of CBR systems (Santamaria and Ram 1994), it
is difficult to construct or adapt multiple complex case bases to evaluate CBR
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Figure 2.7: The direct expert evaluation results based on the collected feedback
forms.

Table 2.1: The utility value assignment for each question based on its answer

Questions 2 1 0
Question 1 Answer B Answer C Answer A
Question 2 Answer A Answer B Answer C
Question 3 Answer A Answer B Answer C
Question 4 Answer A Answer B Answer C
Question 5 Answer A Answer B Answer C

systems (Dı́az-Agudo and González-Calero 2000). We designed an evaluation
strategy for CBR systems from the perspective of using different data sources to
satisfy various evaluation goals. The proposed evaluation strategy was described
in (Evaluation strategy, Gu&Aamodt, ECCBR2006), and the evaluation process
to our research was included in that paper as a case study.





Chapter 3

Errata and Supplements

This chapter contains the error corrections and supplements for each included
paper. The eight papers included in the present thesis are selected from the
13 total publications during my PhD research period. Papers (CCRM ap-
plication, Gu&Aamodt&Tong, ICIIP2004) and (Dialog learning, Gu&Aamodt,
FLAIRS2006) are re-formatted from two-column style into one column style in
order to avoid the tiny fonts. The other six papers are in their original publica-
tion format.

Concept Clarification

Different names were used to refer to the same type of cases in the included
papers, so we define them here and refer to these definitions in each paper inter-
weaving these names.

• Stored Case (Previous Case)

Stored cases refer to the cases used to represent the episodic problem solv-
ing experiences and stored in the case base. A stored case includes all
the three parts of the case representation: the problem description, the
solution description, and the outcome.

• New Case (Target Case)

A new case is used to represent the current unsolved problem, which might
be fully specified, as in the traditional CBR process, or partially speci-
fied, as in the conversational CBR process. A new case only contains the
problem description part compared with a stored case.

• Correct Case (Right Case)

The correct case refers to the most similar or appropriate stored case reused
to help in solving the unsolved problem or the most similar case returned,
based on the fully specified new case. At the middle stage of a conversa-
tional CBR process, the most similar case to the current partially specified
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new case is called ’the most similar case to the current new case’ instead
of a right case or correct case.

• Base Case

In the evaluation part of the research, we use cross-validation1 to simulate
the human-computer conversation process in conversational CBR. In the
simulation process, the problem description of a stored case in the case
base is taken as a new problem description. At the beginning, a small part
of < feature, value > pairs in this stored case is used to construct the
initial new case. One or several further < feature, value > pairs in this
stored case are put into the new case in each dialog session to simulate the
question-answering process in conversational CBR. In this cross validation
process, we call a stored case used to incrementally construct a new case a
base case.

3.1 Paper A

In this paper, two question selection tasks, the feature inferencing and the inte-
grated question ranking, were identified and handled. In (Extended KI-CCBR,
Gu&Aamodt, ICCBR2005), the entire four question selection tasks were ana-
lyzed and handled. The reason why this paper is still included in the thesis is
because it provides an integrated example that helps readers to understand the
explanation-boosted question selection process.

The terms ’desired case’ and ’case query’ used in this paper should be ’cor-
rect case (right case)’ and ’new case (target case)’, respectively, according to the
definitions at the beginning of this chapter. The terms ’dialog inferencing’ and
’Explanation Path Construction’ used in this paper have the same meaning as
the terms ’feature inferencing’ and ’Transitive Explanation Construction’ used
in (Extended KI-CCBR, Gu&Aamodt, ICCBR2005), respectively. And the ’fol-
lows’ relation used in this paper was renamed as the ’appears after’ relation in
(Extended KI-CCBR, Gu&Aamodt, ICCBR2005) in order to avoid the confu-
sion between ’follows’ and ’succeeds’, which was used in the ’coherent question
sequencing’ task in (Extended KI-CCBR, Gu&Aamodt, ICCBR2005).

In this paper and (Extended KI-CCBR, Gu&Aamodt, ICCBR2005), we de-
fined the ”Dependency relations” as ”the appearance of one concept depends on
the existence of the other”, which is confused with the definition of the ”neces-
sary condition” in the classical logics. The dependency relation in our research
should be defined as the same as in (Gupta, Aha, and Sandhu 2002): the depen-
dency relation is about what needs to be true before it is worthwhile to check
out the value of another proposition.

1The detailed cross validation processes can be found in Papers (Similarity functions,
Gu&Tong&Aamodt, ICIRI2005), (Dialog learning, Gu&Aamodt, FLAIRS2006) and (Evalu-
ation strategy, Gu&Aamodt, ECCBR2006).
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3.2 Paper B

In this paper, each concept in a knowledge base is described by a list of slots.
The term ’slot’ has the same meaning as the term ’relationship’ used in other
papers to describe the frame structure of a concept.

The term ’explanation driven’ used in this paper has the same meaning as
the term ’explanation boosted’ used in other papers and the present thesis. The
CCRM model reported in this paper only displays the most discriminative ques-
tion on the screen, and if the user cannot or will not answer it, the system will
prompt the next most discriminative question. According to the research find-
ings in conversational CBR (McSherry 2001a), providing a group of candidate
questions for users to choose from is a type of ’mixed-initiative’, which is one
of the important characteristics for sequential diagnosis systems. So, instead of
displaying discriminative question one by one, in other papers included in the
present thesis we prompted a group of sorted questions (5-9 questions (Miller
1956)) for users to inspect.

In this paper, we proposed using the information metric as the syntactical
question-ranking metric for CCRM. This proposal was based on the analysis that
the software component base was irreducible and of a low heterogeneous level.
But later, when we really completed the component knowledge base, we found
its heterogeneous level was rather high. So, instead of the information metric,
we selected the occurrence frequency metric in the TrollCCRM system.

3.3 Paper C

The terms ’base case’ and ’target case’ used in this paper should be ’correct
case (right case)’ and ’base case’, respectively, according to the definitions at the
beginning of this chapter.

In line 8 on Page 6 of this paper, the sentence, ’... why do dot you show me
...’, should be ’... why do not you show me...’.

In line 11 on Table 4 of this paper, the sentence, ’... and Xq 6= null’ should
be ’... and X has more features left’.

The third hypothesis in Page 12 should be ’H3: there does not exist a perfor-
mance difference between the conversational CBR system using the case-biased
similarity calculation method and the one using the equally-biased method (that
is, these two systems use almost the same number of conversation sessions to
find the correct case)’.

When we designed the experiment for the research concerning the dialog
learning (Dialog learning, Gu&Aamodt, FLAIRS2006), we reused some of the
code originally designed for the experiment for the similarity calculation method.
When we inspected the program code, we found we made a mistake in that
Equation 2 was not consistent with the code we actually used in the experiment.
The correct equation should be as in Equation 3.1.
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Table 3.1: The updated hypothesis test results for (Similarity functions,
Gu&Tong&Aamodt, ICIRI2005)

Null Tailed Critical t-
hypothesis type value value Result

H0 1 : VEqually = VQuery one-tailed 2.44 3.81 refuse H0 1
H0 2 : VCase = VQuery one-tailed 2.44 4.05 refuse H0 2

can not
H0 3 : VCase = VEqually two-tailed 2.724 1.68 refuse H0 3

dif(qf , cf ) =





|qf − cf | f is a numerical feature (normalized)
max{qf , 1− qf} f is a numerical feature (normalized)

and cf is missing
max{cf , 1− cf} f is a numerical feature (normalized)

and qf is missing
0 f is a nominal feature, and qf = cf
1 f is a nominal feature, and qf 6= cf
1 f is a nominal feature, and qf or cf

is missing
(3.1)

In this paper, we used the one-sample t-test in the significance tests for
the three hypotheses. The test parameters for each hypothesis were calculated
through subtracting one series of experiment results from another. For example,
the values in the column ’Equally-Query’ were chosen as the test parameter for
the first hypothesis, which were computed by subtracting the values in column
’Query Biased’ from those in column ’Equally Biased’. Compared with the one-
sample t-test, the two-related-samples t-test should be more suitable for these
hypothesis tests2 (Cooper and Schindler 2003). The two-related-samples t-test
was executed for the three hypotheses, in which the values in column ’Equally
Biased’ and those in column ’Query Biased’ were selected as the test parameter
for the first hypothesis, ’Case Biased’ and ’Query Biased’ for the second hypoth-
esis, and ’Case Biased’ and ’Equally Biased’ for the third hypothesis. With the
degree of freedom of 35 and the significance level of 0.01, the significance test
results were illustrated in Table 3.1. Since the hypothesis test results using the
two-related-samples t-test are the same as those using the one-sample t-test, the
conclusions made in this paper are still valid.

As a related work, the authors in (Bogaerts and Leake 2004) also concen-
trated on the problem of how to calculate the similarities between partial spec-
ified problem descriptions. Their solution focuses on assigning or calculating a

2We used the two-related-samples t-test in (Dialog learning, Gu&Aamodt, FLAIRS2006).
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difference value for a feature on which either a new case or a stored case has
a missing value. Their difference value assignment strategies on value-missing
features include:

• Default Difference (x)

This strategy assigns a fixed default difference, x, whenever the feature in
either the new case or the stored case has a missing value. An optimistic
approach normally assigns a minimal default difference value, e.g., ’0’, while
a pessimistic approach likely assigns a maximal difference value, e.g., ’1’.

• Full Mean

In this strategy, if the value of a feature in one of the counted two cases is
missing, the mean value of that feature for all the available cases is assigned
as its estimated value and used to calculate the difference value on that
feature. If a feature misses its value on both the new case and the stored
case, the Default Difference (x) strategy is applied.

• NN Mean (Nearest Neighbor Mean)

Compared with the Full Mean strategy, the NN Mean strategy computes
the estimated value for a value-missing feature through a CBR-based pro-
cess. Instead of the mean value for all the available cases, the mean value
for the similar cases returned by a CBR process is assigned as the estimated
value for the value-missing feature. The shortcoming of this strategy is its
high computation cost of executing the NN algorithm online to find the
similar cases.

• Region Mean

The Region Mean strategy tries to maintain NN Mean’s advantage and
avoid its high execution cost. This strategy clusters all cases offline and
constructs a prototype case for each cluster with the mean values in that
cluster as its feature values. Online execution time for this strategy is
reduced compared with the NN Mean strategy through executing the CBR
process in the small prototype case base instead of the large original case
base.

• Composite Strategies

Feature inter-dependencies are taken into account in Composite Strategies.
The meaning of ’composite’ comes from using one strategy for independent
features and another for dependent features.

Our similarity calculation framework focuses on the scope of the features that
are considered in the similarity calculation. Their method takes all the features
into account, which corresponds to the equally-biased similarity methods in our
framework. The difference value assignment strategy on value-missing features
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used in our framework is a type of pessimistic strategy. However, unlike the
Default Difference (x) strategy, when assigning a difference value on a feature,
the context information is also taken into account. For example, for a numeric
feature, if its value is missing in one of the counted case, the difference value is
calculated using the formula: max{y, 1− y}, where y is the known value of the
numeric feature in the other counted case3. In addition, we actually assign the
difference value 0 to the features that are not considered during the similarity
calculation in the case-biased and query-biased similarity methods, which is one
type of pessimistic difference value assignment strategy.

3.4 Paper D

The terms ’desired case’ and ’case query’ used in this paper should be ’correct
case (right case)’ and ’new case (target case)’, respectively, according to the
definitions at the beginning of this chapter. The caption of Fig. 3 in this paper
should be ’A part of the knowledge base in the car fault detection application in
TrollCreek’.

3.5 Paper E

The term ’base case’ used in this paper should be ’correct case (right case)’
according to the definitions at the beginning of this chapter.

As discussed in the supplements to (CCRM application, Gu&Aamodt&Tong,
ICIIP2004), the occurrence frequency metric should be selected as the syntactic
question-ranking method instead of the information metric in this paper.

The proposed Equation 2 in this paper should be changed to Equation 3.2.
The modification is mainly concerning how to assign the difference value for
a numeric feature if it has the missing value in the corresponding stored case.
Instead of the blinded pessimistic value, 1, a possible maximal pessimistic value
is calculated.

3Referring to the corrected Equation 3.1



3.6. PAPER F 45

dif(fv, c) =





1 f is a nominal feature, and c has not the fv
pair in its problem description

0 f is a nominal feature, and c has the same
fv pair in its problem description

max{v, 1− v} f is a normalized numeric feature, v is a
single number and c has missing value on f

max{bottom(v), 1− top(v)} f is a normalized numeric feature, v is a
interval value and c has missing value on f

|v − near(f, v, c)| f is a normalized numeric feature, and v is
a single number

1− ( len(cov(f,v,c))
len(v) ) f is a normalized numeric features, and v is

an interval value
(3.2)

where fv is a < feature, value > pair specified in the new case, c is a stored
case, bottom(v) and top(v) return the bottom value and top value of interval v,
respectively, near(f, v, c) is a function to find out the nearest value of v in c on
feature f, cov(f, v, c) is a function to return the subintervals of v covered by the
values in c on feature f , and len() is a function to compute the length of its
parameter (interval).

3.6 Paper F

The term ’target case’ used in the experiment section of this paper should be
replaced with ’base case’ according to the definitions at the beginning of this
chapter.

3.7 Paper G

For this paper, there are no corrections or supplements.

3.8 Paper H

The terms ’satisfactory stored case’ and ’base case’ used in this paper should
both be ’correct case (right case)’, and the terms ’target case’ and ’test case’
should both be ’base case’ according to the definitions at the beginning of this
chapter.





Chapter 4

Conclusions and Discussions

The research presented in the thesis is trying to build a conversational compo-
nent retrieval system to alleviate users’ difficulty in well-defining the component
queries and help users to find their desired components. The contributions come
from two directions: theoretical research on conversational CBR to provide an
efficient and natural conversation process, and the application of conversational
CBR to support component retrieval. In Section 1 we summarise our research
work and list the future work. In Section 2, from the problem acquisition and
the dialog management points of view, we discuss other research directions be-
yond the incremental problem description construction method in conversational
CBR.

4.1 Conclusions and Future Work

As illustrated in Fig. 4.1, we try to provide an efficient and natural conversa-
tion process in CCBR, which is further formalized into five question selection
tasks: the feature inferencing, the knowledge-intensive similarity calculation,
the knowledge-intensive question ranking, the consistent question clustering and
the coherent question sequencing. Based on the achievements of our group in
knowledge-intensive CBR research, we proposed a knowledge-intensive conver-
sational CBR method, in which we used a common explanation-boosted process
to solve all these five tasks (Explanation-Boosted KI-CCBR, Gu&Aamodt, EC-
CBR2004) and (Extended KI-CCBR, Gu&Aamodt, ICCBR2005).

Noticing the special characteristic of the new case in conversational CBR,
i.e., the new case is partially specified or incompletely defined, we proposed to
use query-biased similarity calculation methods for conversational CBR appli-
cations. Through returning the cases that most satisfy users’ current attention
focus or interests (reflected in the specified features in the new case), the query-
biased similarity method can benefit conversational CBR applications by using
fewer conversation sessions to find the correct case than other similarity meth-
ods (i.e., the case-biased and the equally-biased methods) (Similarity functions,
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Figure 4.1: The structure of our research
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Gu&Tong&Aamodt, ICIRI2005).
In order to provide a continuously improved conversational process in con-

versational CBR, we proposed a dialog learning method. This method is able
to capture and organize the successful conversational case retrieval experiences
as dialog cases, which can be retrieved and reused in the later conversational
case retrieval process to improve the retrieval performance (Dialog learning,
Gu&Aamodt, FLAIRS2006).

We analyzed the current software component retrieval methods and attempted
to release the unrealistic assumption inside them, i.e., users can well define their
component queries. Our solution is to use our proposed knowledge-intensive
conversational CBR method (except the dialog learning mechanism) to extract
users’ component requirements incrementally through a question-answering dia-
log process (CCRM application, Gu&Aamodt&Tong, ICIIP2004) and (Extended
CCRM application, Gu&Bø, IEA/AIE2006).

In order to apply conversational CBR in software component retrieval, it
is necessary to extend conversational CBR to support generalized cases, which
are used to represent both software components and component queries. In
(Generalized cases, Gu, MICAI2005), we discussed the feasibilities and possible
methods to support generalized cases in conversational CBR from three aspects:
the case representation, the similarity calculation method, and the question-
ranking method.

Our proposed conversational component retrieval model (CCRM) was fur-
ther implemented as the TrollCCRM system. This system was evaluated on an
image processing software component knowledge base through applying multiple
evaluation methods, the characteristic analysis, the expert validation and the
ablation study. The evaluation results so far gave us positive evidence that this
model provided an efficient and natural conversation process for software com-
ponent retrieval (Papers (Extended CCRM application, Gu&Bø, IEA/AIE2006)
and (Evaluation strategy, Gu&Aamodt, ECCBR2006)).

Besides the evaluation of the TrollCCRM system with the image processing
component knowledge base, we also assessed the similarity calculation methods
in CCBR and the dialog learning mechanism using the statistical evaluation
method on many simple case bases. The combined evaluation process has been
generalized as an evaluation strategy for CBR applications in general (Evaluation
strategy, Gu&Aamodt, ECCBR2006).

One limitation of our research is the assumption of the pre-existence of the
knowledge base, including both the software components and the corresponding
general domain knowledge. The knowledge base construction puts a considerable
workload on knowledge engineers. However, recent achievements in the area of
knowledge acquisition and modeling provide systematic methods to help reduce
this problem (Aamodt 2001).

In the knowledge base, the general domain knowledge is stored, which ex-
plicitly expresses the concepts and their relations. This knowledge can conflict
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with the knowledge provided by the user, i.e., the initial problem description and
the later answers to discriminative questions. For example, if the relationship
’A causes B’ is in the knowledge base, and the user-provided knowledge includes
’A’ and ’not(B)’, ’B’ and ’not(B)’ conflict with each other. As discussed in
(Evaluation strategy, Gu&Aamodt, ECCBR2006), feature inferencing partially
handles the knowledge inconsistency problem by inferring the answers to some
questions automatically, instead of asking users for their answers. Further, an
automatic knowledge inconsistency detecting mechanism can be incorporated to
reduce this problem. Whenever a user inputs information into the system, the
inconsistency detecting process is activated to check whether or not the new in-
formation is consistent with the knowledge already known by the system. If there
is an inconsistency, the user is warned to revise her information or a knowledge
base inconsistency message is sent to the knowledge base maintainer to modify
the predefined mistakes in the knowledge base. Designing and implementing this
knowledge inconsistency detecting mechanism is among our further work.

Other future work is to integrate the dialog learning mechanism into the
TrollCCRM system in an attempt to improve its performance. The dialog learn-
ing mechanism introduced in (Dialog learning, Gu&Aamodt, FLAIRS2006) is
basically knowledge-poor. How to integrate this learning mechanism with a
knowledge-intensive conversational CBR process is a new research topic. The
challenging questions include how to make use of the feature sequencing infor-
mation during the knowledge-intensive similarity measurement and how to reuse
the similar dialog case in the knowledge-intensive question selection process.

Our future work also includes incorporating TrollCCRM into the Dynam-
icImager system where the software components of the knowledge base originally
come from. The initial idea is adding the conversational component retrieval pro-
cess as an alternative to the current manual component selection method. Our
long-term goal is to provide a CBR- and conversational CBR-supported software
configuration system. The idea is inspired by the IBROW project (IBROW-
project 2005), where both software configurations and software components are
represented as cases and only the CBR technology is applied. In our vision, the
conversational CBR method can be used to identify the correct configuration
or component when there are a large number of configurations and components
satisfying the initial requirements.

4.2 Discussions

Besides the conversational CBR-based method that incrementally constructs the
under-specified new case, there is some research that tries to release the over-
specified new case through a constraint release process. In (McSherry 2004b),
encountering an over-specified query (failed query), which means no stored cases
can fully satisfy this query, the author proposed a method to provide a mixed-
initiative dialog process to guide users selecting and eliminating constraints (re-



4.2. DISCUSSIONS 51

quirements) step by step. On each constraint release session, a list of constraints
(specified features) are sorted and displayed for users to select to eliminate. The
guideline to sorting the constraints is eliminating the fewest constraints to get a
successful query. In (Mcsherry 2005), instead of a multi-cycle constraint release
sequence, the author further proposed to display all the maximal successful sub-
queries of the failed query for users to choose. In (Ricci et al. 2002), the authors
designed a constraint release strategy that displays the number of the satisfied
cases as constraint release heuristics if each specific constraint is eliminated. But
these methods assume the pre-existence of the over-specified queries defined us-
ing the system-understandable terms or concepts. This assumption may not be
practical when users lack the domain expertise or feature-acquisition tests are
expensive.

Another type of research in CBR, the critique-based case navigation, can be
helpful for the situation where users are not satisfied with the returned case.
In (Burke 2002), the author proposed an approach that can guide the user to
navigate in the case space based on her critiques to the current inspected case. In
this approach, an entry point (case) is initially identified through a named case or
a case-based search process and a user’s unsatisfied preferences are captured as
the critiques to the entry case. The new case is modified based on the identified
critiques and a new stored case is returned based on the updated new case. So, a
new set of critiques are further identified and used to guide the user to navigate
in the case space. This method can be integrated together with conversational
CBR through taking the user-selected case in conversational CBR as the entry
case. This combination can give a user an option to find the best compromise
in the case base if the cases returned by conversational CBR cannot satisfy her
totally.

Conversational CBR includes a human-computer dialog process, so dialog
management methods have the potential of helping control the conversation pro-
cess in conversational CBR. As summarized in (Branting, Lester, and Mott 2004;
Rudnicky and Xu 1999), dialog management methods are classified into three
categories: graph based, frame based, and plan based.

Graph-based dialog management methods (also referred to as call-flow-based
methods) guide the dialog interactions following pre-defined finite state ma-
chines. In these methods, questions are formalized as states and each antici-
pated alternative answer to a question leads to a new state (question). The
static decision tree based question-answering method belongs to this category.
The advantage of these methods is that they provide a well-structured dialog
process. The limitations of them include the rigid conversation process, only
supporting machine-initiated questions, and incapability to handle unexpected
conversational events.

Frame-based dialog management methods (also referred to as slot-filling meth-
ods) manage the dialog with the aim to extract all or enough information for
a specific task (filling in the items of an empty form or finding the values for a
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vacant feature vector). Each item in a form or each feature in a feature vector
corresponds to a question. Frame-based dialog management methods support
a broader range of conversations based on various question ordering methods.
Conversational CBR methods basically adopt frame-based dialog management
methods, in which questions or features are ranked dynamically and displayed
in an efficient and natural way in the conversation process.

One limitation of both graph-based and frame-based dialog management
methods is their only supporting the single-goal problem solving. In other words,
the target problem for these two types of methods only contains one pre-defined
goal and this goal is unchangeable during the conversation process. Unexpected
events in the conversation process, e.g., human- or system-initiated information
clarification questions, are normally not supported by these methods. Plan-based
dialog management methods provide the possibility to support the dynamic or
emerging tasks (goals) during the dialog process. Given a task (pre-defined or
newly emerged), a plan-based dialog manager will create a domain-specific plan,
and incorporate a plan executor or a set of task handlers to realize the devised
plan.

In order to provide a natural dialog process in conversational CBR, it is
necessary to handle the unexpected events that happen in the dialog process. As
a new research direction, the plan-based dialog management mechanism should
be introduced into the conversational CBR applications. There have already
been several studies targeting this specific topic.

In the RealDialog system (Branting, Lester, and Mott 2004), the authors
provide a dialog-management framework, Discourse Goal Stack Model (DGSM).
DGSM treats all the dialog tasks, including the initial case identification task,
the later information clarification tasks initiated by the system or the user, and
the topic-jumping tasks, as discourse goals and pushes them into a discourse
goal stack following their appearance sequence. A forest of augmented transition
networks (ATNS), in which nodes are discourse goals and arcs are speech acts by
the user or the system, are stored beforehand and used to handle each discourse
goal popped out from the stack.

In (Gómez-Gauch́ıa et al. 2005), the authors provided a method to deal with
users’ mood changes during the conversation process. Users’ mood information
is collected by some simple questions prompted during the conversation process.
Users’ answers to these questions depict their mood states. Users’ current mood
states decide whether to continue the current causal loop or change to another
causal loop, which further decides the conversation actions taken by the system.
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Abstract.  A core research concern in conversational case-based reasoning 
(CCBR) is how to select the most discriminative and natural questions to ask 
the user in the conversational process. There are two ways to realize this task: 
one is to remove the questions whose answers can be inferred from the 
information a user has provided, which is called dialogue inferencing; the other 
is to rank the questions to guarantee the most informative questions are asked 
first, which is referred to as question ranking. In this paper, we present a 
common explanation-boosted CCBR approach, which utilizes both general 
domain knowledge and case-specific knowledge to realize dialogue inferencing 
and question ranking. This approach provides a flexible meta-level knowledge 
representation model to be able to incorporate richer semantic relations. An 
application of this approach is illustrated in a car fault detection domain. 

1  Introduction 

Conversational case-based reasoning (CCBR) [1] is an interactive form of case-based 
reasoning (CBR)[2]. It uses a mixed-initiative dialog to guide users through a 
question-answer sequence to refine their problem description incrementally. CCBR 
applications have been successfully probed in the troubleshooting domain [3], and in 
the selection of products or services in E-Commerce [4]. 

Fig. 1. The conversational case retrieval process in CCBR 

CaseQuery := Case-Query-formalize(InitialProblemDescription); 
Repeat: 

CaseQuery:=Dialogue-Inference(CaseQuery); 
RankedRetrievedCases := CBR-Retrieve(CaseQuery); 
UnknownQuestions := Question-Identify(RankedRetrievedCases, CaseQuery); 
RankedUnknownQuestions := Question-Rank(UnknownQuestions); 
Display(RankedUnknownQuestions, RankedRetrievedCases); 
If (users find their desired cases or have no question to answer) then 

Exit loop; 
Else 

UserAnswer := User-Select-and-Answer-Question(); 
CaseQuery :=Case-Query-Update(CaseQuery, UserAnswer); 

As illustrated in Fig. 1, conversational CBR adds user-system interactions to the 
standard CBR cycle [2]. A user’s initial textual problem description is formalized into 
a structured case query (represented as <question, answer> pairs or <attribute, value> 
pairs). A CBR retrieve process is executed based on the case query and the knowledge 
base and a set of retrieved cases, sorted decreasingly by their similarities to the case 
query, are returned. 
Unknown questions are 
identified from the 
retrieved cases and ranked 
in a certain way. Both the 
sorted cases and ranked 
questions are displayed to 
the user. The user either 
find his desired cases, 
which means the CCBR 
process is completed, or 
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select a question to answer, which is followed by a new round of retrieve and 
conversation based on the updated case query. 

A core concern in conversational CBR is how to minimize the cognitive load 
required by users to retrieve their desired cases [4], which requires to select the most 
discriminative [1, 5, 6] and natural [7] questions in the dialogue process. 

Up to now, several methods, such as the information gain [4, 8, 9], the occurrence 
frequency metric [1], and the information quality [5], have been proposed to realize 
question selection. However, all the methods mentioned above are basically 
knowledge-poor, that is, they only take the superficial statistical information into 
account. However, general domain knowledge also has a potential to play a positive 
role in selecting questions. For example, in a car fault detection system, if users have 
said that the fuel pipe is broken, the system should be able to infer that the fuel 
transmission system has a problem instead of still asking users “what is the status of 
the fuel transmission system”. Another example is that if the answer of question A is 
easier or cheaper to obtain than question B’s, or if the answer of question B can be 
inferred from that of question A, question A should be prompted to users before 
question B. The first example is referred to as dialogue inferencing [6] (see the 
underlined line in Fig. 1), which concerns inferring the potential knowledge from the 
current known knowledge, so the questions that can be answered implicitly by the 
current known knowledge would not be prompted to users. The second one is referred 
to as a knowledge-intensive question ranking [5, 10-13] (corresponding to the line in 
bold in Fig. 1), which ranks the candidate questions based on their semantic relations 
besides their statistical metrics.  

In this paper, we present an explanation-“boosted” reasoning approach to support 
knowledge-intensive question selection, in which general domain knowledge is 
captured and integrated as explanatory machinery to support dialogue inferencing and 
knowledge-intensive question ranking in the CCBR process. Here, what we mean by 
explanation-boosted reasoning is a particular method for constructing explanation 
paths that explore general domain knowledge for question selection tasks. These 
explanation paths can also be displayed to users to justify the involved intelligent 
actions. 

The rest of the paper is organized as follows. In Section 2, we identify several 
semantic relations relevant to question selection. In Section 3, our 
explanation-boosted question selection approach is introduced. In Section 4, an 
application of our approach is illustrated in a car fault detection domain. Related 
research is summarized in Section 5. Discussions and future work are given at the end 
(Section 6). 

2  Semantic Relations Related to Question Selection 

As we discussed in Section 1, general domain knowledge is useful for question 
selection. In this paper, we identify the following relations among concepts, which 
influence dialogue inferencing and knowledge-intensive question ranking: 

Concept abstraction One factor of a case can be described using concepts at 
different abstraction levels. The lower level a concept belongs to, the more 
specifically it can describe this factor. The appearance of a lower level concept can be 
used to infer the existence of its higher concepts. For example, the concept of “fuel 
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transmission mistake” is a lower level concept than that of “fuel system mistake”. 
Here, we define a relation “subclass of” to express the relation of “concept 
abstraction”. “A is a subclass of B” means A is a lower level concept than B. When it 
comes to question selection, this relation can be used in two ways. In dialogue 
inferencing, if A is a subclass of B and we have A, then we can infer B (i.e. we need 
not ask the question about B).  In question ranking, if A is a subclass of B then a 
question about A should be asked after the question about  B [11, 12]. 

Dependency relations We say there is a dependency relation between two 
concepts if the appearance of one concept depends on the existence of the other.  For 
instance, the assertion that the fuel pump can pump fuel depends on that the car has 
fuel in its fuel tank. Here, we define a relation “depends on” to describe dependency 
relations. “A depends on B” means B is the necessary condition for A. This relation 
can also be used in question selection. In dialogue inferencing, if A depends on B and 
we have A, then we can infer B. In question ranking, if A depends on B, then a 
question about A should be asked after the question about  B [10, 11]. 

Causality relations The causality relation means one concept can cause the 
occurrence of another concept. For example, an electricity system mistake in a car can 
cause its engine not to start. Here, we define a relation “causes” to express the 
causality relation. “A causes B” means B is the result of A. We can make use of this 
relation in question selection. In dialogue inferencing, if A causes B and we have A 
then we can infer B. In question ranking, if A is caused by (“caused by” is the inverse 
relation of “causes”) B then a question about A should be asked after the question 
about B since if we get B from the question about B, we need not ask users the 
question about A. 

Correlation relations A particular relation, “correlates”, is defined to express the 
relationship between two concepts that they always happen together, even though we 
can not tell which one causes the other. This “correlates” relation can only be used in 
dialogue inferencing (from each of these two concepts, we can infer the other), but not 
in question ranking. 

Practical costs The costs to obtain answers to different questions are various. For 
instance, to test whether a switch has a mistake is more difficult than to test whether 
the battery has electricity. The relation “more costly than” is defined to represent that 
to obtain the answer to one question is more difficult than to obtain the answer to 
another question. This “more costly than” relation can be used in question ranking: if 
A is more costly than B, then A should be asked after B [5]. 

3  An Explanation-Boosted Question Selection Approach 

In this section, we introduce our explanation-boosted question selection approach 
from three perspectives: knowledge representation, explanation construction, and 
explanation-boosted reasoning. 

3.1  Knowledge Representation 

Knowledge is represented at two levels in our approach: the first one is the 
object-level, in which case-specific knowledge and general domain knowledge are 
represented within a single representation framework; the other is the meta-level, 
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Fig. 2. The frame structure for the concept of car in 
CREEK 

which is used to express the 
inter-relations of the semantic relations 
introduced in Section 2. 

3.1.1  An Object-Level Knowledge 
Representation Model 
In our approach, a frame-based 
knowledge representation model, which 
is a part of the CREEK system [14-16], 
is adopted to represent the object-level 
knowledge.  In CREEK, both 
case-specific knowledge and general domain knowledge is represented as concepts, 
and a concept takes the form of a frame-based structure, which consists of a list of 
relationships. A relationship is described using an ordered triple <Cf, T, Cv>, in which 
Cf is the concept described by this relationship, Cv is another concept acting as the 
value of this relationship (value concept), and T designates the relationship type. The 
equation T=Cv can also be used to describe a relationship when Cf is default. Viewed 
as a semantic network, a concept corresponds to a node, and a relationship 
corresponds to a link between two nodes. 

Fig. 2 illustrates, in a frame view, how the car concept in the car fault detection 
domain is represented in CREEK. Fig. 3 shows, in a network view, a part of the 
knowledge base for that domain. As seen, the semantic relations identified in Section 
2 are represented as relationships connecting different concepts. Cases are integrated 
into the general domain model, since all case features are defined as concepts in it.  

The concepts whose instance concepts appear in the retrieved cases, but do not 
appear in the case query can be converted into discriminative questions. For example, 
the concept “fuel pumping status” has an instance concept “can pump fuel” appearing 
in the retrieved cases, but has no instance concepts appearing in the case query, so a 
discriminative question “what is the fuel pumping status of your car” is added to the 
discriminative questions list. 

In this paper, we define a function, Q: concepts set → questions set, to complete 
the operation of transforming from a concept into a question. On this function, we 
further define the following properties:  
− The question transformed from one concept is the same as the questions formed by its instance 

concepts. For example, Q(“fuel pumping status”)=Q(“can pump fuel”)=Q(“can not pump fuel”)= “what 
is the fuel pumping status of your car”. 

− A set of concepts that share the same transformed question are referred to as a SQCS (Same Question 
Concepts Set). We only predefine one question for each SQCS, which is connected with the 
super-concept within the SQCS. 

− The semantic relations that exist between two SQCSs are transferred to the two questions generated 
from these two SQCSs, for instance, the “depends on” relation that “can pump fuel” depends on “has 
fuel” is transferred to Q(“can pump fuel”) depends on Q(“has fuel”), that is, the question “what is the 
fuel pumping status of your car” depends on the question “is there any fuel in you fuel tank”. 

3.1.2  A Flexible Meta-Level Representation Model and Its Reflective Reasoning 
Method 
We define a basic relation “infers” for dialogue inferencing. The “infers” relation 
means that if A infers B, we can get B from the existence of A. This relation has the 

 

60 Explanation-Boosted Question Selection in CCBR



Explanation-Boosted Question Selection in Conversational CBR      109 

Fig. 3. A part of the knowledge base in the car fault detection application in CREEK 

property of transitivity that if A infers B and B infers C then A infers C. We define 
several semantic relations identified in Section 2, “subclass of”, “depends on”, 
“causes” and “correlates” as the subclasses of “infers” since all these relations can be 
used to infer the existence of a post-condition based on the appearance of the 
pre-condition. 

The other fundamental relation “follows” is defined for question ranking. So, “A 
follows B” means that Q(A) should be asked after Q(B). This relation also has the 
property of transitivity that if A follows B and B follows C, then A follows C. We 
define several relations identified in Section 2, “subclass of”, “depends on”, “caused 
by” and “more costly than” as the subclasses of “follows” because all these relations 
can rank the pre-condition question to be asked after the post-condition question. Fig. 
4 illustrates the meta-level structure for semantic relations described above. 

Fig. 4. The semantic relation hierarchy, for 
reflective reasoning, used to realize dialogue 

inferencing and question ranking 

One type of reflective reasoning operation, basic subclass inheritance, is made 
explicit in this meta-level knowledge representation model. Subclass inheritance 
makes subclass relations inherit the properties and reasoning operations (i.e. the 
explanation construction introduced in next 
sub-section) defined on their parent relations. 
Thus we need only define the properties and 
reasoning operations once on the parent 
relations (“infers” and “follows”), and all 
their subclass relations, which express much 
richer domain-specific meanings, can inherit 
them automatically. The other benefit is that 
new semantic relations can be easily 
incorporated through defining them as the 
subclasses of “infers” or “follows”, and a 
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new application can be easily created through the same process. 

3.2  Explanation Construction 

Here, explanation construction is setting up a explanation path between two concepts 
and use it to explore solutions to question selection tasks. 

We have defined two levels of explanation construction operations on the “infers” 
and “follows” relations. The first level is called “Direct Explanation Construction”, 
which is suitable for the case that there is a direct relation between two concepts in the 
knowledge base. In dialogue inferencing, if concept A exists in a case query and there 
is a  relation “A infers B” in the knowledge base, concept B can be inferred directly 
and can be integrated into the case query (so Q(B) will be removed from the potential 
discriminative questions list). In question ranking, if there are two questions Q(A) and 
Q(B) and there is a relation “A follows B”, Q(A) is ranked after Q(B). 

 The second level is referred to as “Explanation Path Construction”, which is 
suitable when there is no direct relation between two concepts in the knowledge base, 
but we can set up the “infers” or “follows” relation between them through exploring 
other relations in the knowledge base. In our group we have developed an 
abduction-based inference method referred to as plausible inheritance[14, 15], which 
is adopted to build up the explanation path. 

Plausible inheritance is a general relation transitivity mechanism, based on which a  
relation on one concept can be transferred to another concept following not only the 
traditional “subclass of” and “instance of” relations, but also other relations, such as 
“is-part-of”, “depends on”, “causes” and so on. 

In our approach, we define that both the “infers” relation and “follows” relation can 
be inherited (plausible inheritance) over themselves. So the transitivity property of 
“infers” relation and “follows” relation is realized. Through combining the subclass 
inheritance defined on the meta-level knowledge representation model and the 
plausible inheritance, the “infers” relation and its subclass relations can be transferred 
over each other. The transitivity property on the “follows” relation and its subclass 
relations is realized in the same way. 

Fig. 5. A “follows” relation is transferred to the 
concept Q(“switch status”) using plausible 

inheritance 

Q(“Battery 
status”) 

Q(“Electricity 
system status”) 

Q(“Switch 
Status”) 

Subclass of 

More costly than Constructed follows 
relation

Fig. 5 illustrates an example of how to use plausible inheritance to build up an 
explanation path for question ranking. In Fig. 5, there are two relations: Q(“battery 
status”) is a subclass of Q(“electricity system status”), and Q(“switch status”) is more 
costly than Q(“battery status”), so following the “more costly than” relation, the first 
relation that Q(“battery status”) is a subclass of (follows) Q(“electricity system 
status”) is transferred to Q(“switch status”) that Q(“switch status”) follows 
Q(“electricity system status”). Thus the question ranking explanation path from 
Q(“switch status”) to Q(“electricity system 
status”) is constructed. Thus if we have two 
questions Q(“switch status”) and 
Q(“electricity system status”), we can rank 
them so that Q(“switch status”) should be 
asked after Q(“electricity system status”) 
through constructing the above explanation 
path using plausible inheritance. 
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In our approach, each relation has a default explanation strength attached to it. The 
explanation strength of a constructed chain of linked relations, which constitute an 
explanation path, is calculated on the basis of these defaults (in the example shown in 
Section 4, we will simply use the product of these defaults to indicate the explanation 
strength of the constructed explanation path). 

3.3  Explanation-Boosted Reasoning 

The explanation-boosted reasoning process can be divided into three steps: 
ACTIVATE, EXPLAIN and FOCUS. ACTIVATE determines what knowledge 
(including case-specific knowledge and general domain knowledge) is involved in 
one particular task, EXPLAIN builds up different explanation paths to explore general 
domain knowledge related solutions for that task, and FOCUS is used to evaluate the 
generated explanation paths and identify the practical or best one/ones. A similar 
process is used in the retrieve phase in CREEK to explore the semantic similarities 
between a case query and stored cases. In this paper, this common 
explanation-boosted reasoning process is extended to support dialogue inferencing 
and knowledge-intensive question ranking tasks. The detailed reasoning steps will be 
illustrated in Section 4 using an example in a car fault detection application. 

4  Exemplified Dialogue Inferencing and Question Ranking 

In this section, the knowledge representation models, the explanation construction 
operations and the explanation-boosted reasoning process, introduced in Section 3, are 
combined together to illustrate how the dialogue inferencing and knowledge-intensive 
question ranking are completed in a car fault detection application (part of the domain 
knowledge used in this section can be found in Fig. 3). 

4.1  Explanation-Boosted Dialogue Inferencing 

In our approach, dialogue inferencing is tackled through using three steps 
ACTIVATE, EXPLAIN, and FOCUS. 

In the ACTIVATE step, all the relevant knowledge with dialogue inferencing is 
activated, which includes the case query knowledge and semantic dialogue 
inferencing relations related to this case query knowledge from the knowledge base. 
For instance, we have the following case query knowledge (CQK): 
− CQK1: Has fuel transmission status = Fuel transmission mistaken 
− CQK2: Has electricity system status = Electricity system mistaken 

The activated semantic dialogue inferencing relations (SDIR) include: 
− SDIR1: “Fuel transmission mistaken” is a “subclass of” “fuel system mistaken” (weight: 0.9) 
− SDIR2: “Fuel system mistaken” “causes” “engine not starting” (weight:  0.8) 
− SDIR3: “Electricity system mistaken” “causes” “engine not starting” (weight:  0.8) 

The EXPLAIN step uses the case query knowledge and activated semantic 
dialogue inferencing relations to reason or explain what knowledge can be inferred 
through using explanation construction operations. In this example, we get the 
following new case query knowledge (NCQK): 
− NCQK1: Has fuel system status = Fuel system mistaken (based on CQK1 and SDIR1, weight: 0.9)   
− NCQK2: Has engine status = Engine not starting (based on SDIR1, SDIR2, and CQK1, weight: 0.72) 
− NCQK3: Has engine status = Engine not starting (based on CQK2 and SDIR3, weight: 0.8) 
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In the FOCUS step, all the inferred knowledge is evaluated, and the accepted 
knowledge is combined together with the current case query to form a new case 
query. In the evaluation process, only the knowledge whose weights surpass a 
particular threshold (say 0.8) is accepted, and the redundantly inferred knowledge is 
removed (the knowledge with the highest weight is kept). In our example, we get a 
new updated case query that includes CQK1, CQK2, NCQK1 and NCQK3. 

4.2  Explanation-Boosted Question Ranking 

Based on the updated case query, a retrieve process [16] is executed and the top 
ranked cases are returned. In this stage, if users can not find their desired cases, an 
explanation-boosted question ranking process is started, which is also divided into 
three steps. 

In the ACTIVATE step, the unanswered questions are identified (see Section 
3.1.1). All the semantic question ranking relations concerned with these identified 
questions are then activated from the knowledge base. 

For instance, from the retrieved cases and the updated case query, we identify the 
following unanswered questions (UQ) (we assume that retrieved cases include all the 
value concepts appearing in Fig.3): 
− UQ1: Q(“transmission pipe status”)  
− UQ2: Q(“fuel amount status”) 
− UQ3: Q(“fuel pumping status”) 
− UQ4: Q(“switch status”) 

− UQ5: Q(“battery status”) 
− UQ6: Q(“electricity transmission status”) 
− UQ7: Q(“wire status”) 
− UQ8: Q(“colour”) 

The activated semantic question ranking relations (SQRR) include: 
− SQRR1: Q( “Fuel pumping status”) “depends on” Q( “fuel amount status”) (weight: 0.8) 
− SQRR2: Q( “Wire status”) is a “subclass of” Q( “electricity transmission status”) (weight: 0.9) 
− SQRR3: Q(“switch status”) is “more costly than” testing Q( “battery status”) (weight: 0.75) 

The EXPLAIN step uses the identified unanswered questions and the activated 
semantic question ranking relations to reason or explain which questions should be 
asked before another one. For instance, we get the following question ranking 
knowledge (QRK) through using explanation construction operations: 
− QRK1: Q(“fuel amount status”) should be asked before Q(“transmission pumping status”) (based on 

UQ2, UQ3, and SQRR1, weight:  0.8) 
− QRK2: Q(“electricity transmission status”) should be asked before Q(“wire status”) (based on UQ6, 

UQ7, and SQRR2, weight: 0.9) 
− QRK3: Q(“battery status”) should be asked before Q(“switch status”) (based on UQ5, UQ4, and 

SQRR3, weight: 0.75) 
In the FOCUS step, the semantic ranking knowledge obtained in the EXPLAIN 

step is evaluated, and the questions are ranked combining the semantic question 
ranking knowledge and the superficial statistical metrics. In the evaluation process, 
only the ranking knowledge whose weights surpass one particular threshold (say 0.8) 
is accepted. In this case, the QRK3 is refused because its explanation strength is less 
than 0.8. In the question ranking process, all the questions are classified into two 
groups firstly: group one includes the questions whose ranking priorities are 
constrained by the question ranking knowledge (here, it has two questions: UQ3 
(constrained by QRK1), and UQ7 (constrained by QRK2)); and group two contains 
all the remaining questions (UQ1, UQ2, UQ4, UQ5, UQ6 and UQ8). Secondly, the 
questions in group two are further ranked based on their superficial statistical metrics 
such as information gain or occurrence frequency. The questions in group one are 
sorted according to their biggest explanation strength selected from all the question 
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ranking explanation strengths each question gets increasingly. In this example, the 
questions in group one are ordered as UQ3, UQ7. And the ranked questions in group 
two are prompted to users followed by the sorted questions in group one. 

5  Related Research 

In [6], Aha, Maney and Breslow propose a model-based dialogue inferencing method. 
In their method, the general domain knowledge is represented in a library model 
(including object models and question models) taking the form of a semantic network. 
At run time, a set of rules are extracted from the library model using an implication 
rule generator, and the generated rules and the existing problem description are input 
to a PARKA-DB to infer potential knowledge. 

In [5], the authors try to eliminate the trivial and the repeated questions from users 
by accessing other information sources to answer them automatically. They take the 
cost factor into account when selecting a task (question) to execute instead of only the 
Information Quality metric. In this method, an execution plan is formulated for each 
question using a hierarchical task network (HTN). The estimated cost for each 
question is calculated through propagating cost values upward from leaves to the root 
using the mini-max algorithm. 

In [12], Gupta proposes a taxonomic conversational CBR approach to tackle the 
problems caused by the abstraction relations among features. In his approach, cases 
are described using one or more factors. On each factor, an independent subsumption 
taxonomy is created by the library designer in advance, and only the most specific 
feature on each factor taxonomy is selected to describe a case. The similarity between 
one <question, answer> pair in a case query and one in a case is calculated based on 
their relative positions in the taxonomy. The question generated from a higher level 
feature in one factor taxonomy is constrained to be asked before those that come from 
the lower level features. 

Aha, Gupta and Sandhu identify the dependency relation among features [10, 11]. 
In their method, dependency relations are only permitted to exist between the root 
nodes among various factor taxonomies, and the precedent node in one dependency 
relation is excluded from the case representation. In the question ranking step, the 
question generated from a precedent node in a dependency relation has higher priority 
to be asked than the question formalized by the dependent node. 

Comparing with the above knowledge-intensive question selection methods, our 
model contributes to the conversational CBR research in three ways: it provides a 
common explanation-boosted reasoning process to support both dialogue inferencing 
and knowledge-intensive question ranking; it can rank discriminative questions 
through combining both their semantic question ranking relations and their superficial 
statistical metrics; by creating a meta-level knowledge representation model, our 
model has the capability to be easily extended to support richer inferring or ranking 
relations, and to be transformed to other application domains. 

6  Discussion and Future Work 

We will here address two potential limitations in our approach that need to be tackled 
in our future work. One is conflicting knowledge correction. We store the general 
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domain knowledge in the knowledge base, which explicitly express the relations 
among concepts. However, the knowledge provided by users, expressed in case 
queries, can be conflicting with this stored general domain knowledge. In this case, 
there should be an automatic mechanism to detect the knowledge conflicts in order to 
warn users to revise their new cases or help knowledge base designers to update the 
predefined mistaken knowledge. Another problem is the preference cycle generated 
by a set of question ranking relations. For example, there are three questions, A, B, 
and C, and three question ranking relations that A should be asked before B, B should 
be asked before C, and C should be asked before A, so a preference cycle appears 
following A, B, C, and A. An automatic preference cycle detecting mechanism in the 
knowledge input phase will be helpful. Another possible solution is directly ignoring 
the ranking relation with the least explanation strength in any preference cycle. 
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Abstract: Component retrieval, about how to locate and identify appropriate components, 
is one of the major problems in component reuse. It becomes more critical as 
more reusable components come from component markets instead of from an in-
house component library, and the number of available components is 
dramatically increasing. In this paper, we review the current component retrieval 
methods and propose our conversational component retrieval model (CCRM). In 
CCRM, components are represented as cases, a knowledge-intensive case-based 
reasoning (CBR) method is adopted to explore context-based semantic 
similarities between users’ query and stored components, and a conversational 
case-based reasoning (CCBR) technology is selected to acquire users’ 
requirements interactively and incrementally. 

Key words: Software Component Retrieval, Conversational Case-Based Reasoning, 
Knowledge-Intensive Case-Based Reasoning, Semantic Similarity Calculation, 
Incrementally Query Acquisition 
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1. INTRODUCTION 

One of the major problems associated with component reuse is component 
retrieval1, 2, 3, which is concerned with how to locate and identify appropriate 
components to satisfy users’ requirements. This problem becomes more critical as the 
emergence of several component architecture standards, such as, CORBA, COM, and 
EJB. These standards make software components interoperate more easily. Therefore 
component reuse surpasses the limitation of a single software company, that is, 
instead of getting components from an in-house component library, users search for 
desired components from component markets4 (web-based software component 
collections provided by vendors or third parties), which separate component users and 
component vendors from each other. 

A large and rapidly increasing number of reusable components put more strict 
demands on the retrieval efficiency5. If it is acceptable for users to look through tens 
of available components to identify the most appropriate ones, it is intolerable for 
them to look through hundreds, or thousands of candidate components, to select what 
they really need. 

Several methods have been put forward to address the component retrieval problem. 
Most of them assume users can define their component query clearly and accurately, 
which puts too much impractical burden on component users. Based on the analysis of 
current retrieval methods, we propose a component retrieval model combining 
knowledge-intensive case-based reasoning technologies and conversational case-
based reasoning methods. 

Case-Based Reasoning (CBR) is a problem solving method6. The main idea 
underlying CBR is that when facing a new problem, we will search in our memory to 
find the most similar previous problem, and reuse the old solution to help solve the 
new problem. 

A CBR process can be divided into four phases: retrieve, reuse, revise and retain, as 
described in6. Our research, as reported in this paper, focuses on the retrieve phase.  

In the retrieve phase, a new case (new problem description) is compared to the 
stored cases, and the most similar one (ones) will be retrieved. Partial matching is 
adopted in the retrieve phase. Note that the CBR notion of partial matching, i.e. the 
matching of a group of features in order to return a best match, and where each 
feature typically has its own weight, distinguishes this technology from information 
retrieval and database access methods in general. Some CBR methods are 
‘knowledge-poor’, which only consider superficial or syntactical similarities between 
a new case and stored cases, while other systems take both the syntactical similarity 
and the semantic similarity into account by combining case-specific knowledge and 
general domain knowledge. The latter approach is referred to as knowledge-intensive 
CBR7. 

Conversational case-based reasoning (CCBR) is an interactive form of case-based 
reasoning. It uses a mixed-initiative dialog to guide users to facilitate the case 
retrieval process through a question-answer sequence8. In the traditional CBR process, 
users are expected to provide a well-defined problem description (a new case), and 
based on such a description, the CBR system can find the most appropriate case. But 
usually users can not define their problem clearly and accurately. So instead of letting 
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users guess how to describe their problem, CCBR calculates the most discriminative 
questions automatically and incrementally, and displays them to users to extract 
information to facilitate the retrieval process. 

CCBR has been probed in several application domains, for instance, the customer 
support domain9, and products or services selection in E-Commerce10. To our 
knowledge, current CCBR methods are to a large extent based on superficial feature 
properties, and there are so far no published results on CCBR applied to software 
component retrieval. In our research, we combine knowledge-intensive CBR and 
conversational CBR in an attempt to resolve the component retrieval problem. 

The rest of this paper is organized as follows. In section 2, we review current 
existing retrieval methods, briefly discuss their advantages and disadvantages; in 
section 3, our conversational component retrieval model (CCRM) is proposed and 
some examples are illustrated; in section 4, we discuss the current status of using 
CBR technologies in the component retrieval field, and identify the advantages and 
limitations of our component retrieval model. In the end, we discuss our results so far, 
and point to future work (section 5). 

2. CURRENT COMPONENT RETRIEVAL METHODS 

A component retrieval method can be described from three aspects:  component 
representation, component query (users’ requirements) specification, and component 
retrieval process. A popular component retrieval method, named free-text-based 
retrieval method11, 12, comes from the information retrieval community. In this 
method, components are represented as free-text-based documents, while a 
component query is described using keywords. The retrieval process is to look up the 
keywords in all component description documents. The components with most 
matched keywords will be selected. Vector space and indexing technology are used to 
facilitate documents organizing and matching. This method has low scores on both 
recall and precision5. Researchers and practitioners have proposed to use general 
thesaurus to extend keywords, by including their synonyms and antonyms, to get 
more relevant components13. In addition, general domain knowledge is also used to 
extend initial keywords to get more semantically relevant components5. However, 
both of these two improvements increase retrieval recall at the cost of retrieval 
precision. 

Instead of free-text-based component and query descriptions, the following four 
types of retrieval methods represent components and specify queries using structural 
information from different perspectives. The pre-enumerated vocabulary method uses 
a set of pre-defined vocabularies to express both components and queries14. In this 
way, both recall and precision are increased at the cost of the flexibility to describe 
components and specify component queries. The signature matching method15 
describes both components and queries using signatures which specify the interfaces 
of components, for instance, the number and the type of input, and output variables. 
This approach is suitable for components implemented using strongly-typed 
programming languages. Its weakness is its lack of domain and searching context 
information. The behavior-based retrieval method16 is based on the special 
characteristic of software components being executable. Components take the form of 
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executable codes, and queries are represented by a set of input samples and their 
desired outputs. The retrieval proceeds by selecting samples, and executing 
components using the selected samples. The components that satisfy the desired 
output are retrieved. This method is designed for executable software components and 
has low efficiency because of long execution time. 

The final method we want to mention in this category is faceted selection. This 
approach predefines a set of dimensions, called facets, which are used to classify 
components from different perspectives14. Users can find their desired components by 
searching down the stratified categories. This method is getting increasing attention 
because it takes domain knowledge into account when designing facets. But there 
exists a design embarrassment: If facets are designed too simple or few, there will be 
too many components in final categories, which will ask users to select further 
manually. On the other hand, if facets are designed too complex, it is hard for users to 
understand them and hard for designers to classify all components into different 
categories17, 18. In addition, the faceted selection method essentially uses the exact 
matching process. However, it is very hard to get the appropriate components through 
exact matching because of the universal differences between component requirements 
and components descriptions19. 

All the retrieval methods mentioned above have one common assumption, that is, 
users can well define their component queries, and the retrieval system can find one 
or a few appropriate components according to users’ queries. However, this 
assumption is not always realistic. People often lack clear ideas about what they need 
while they begin searching for components and usually can not define their queries 
accurately. They need retrieval system to guide them refining their queries 
incrementally. Hence, an efficient component retrieval system should be able to 
support partial matching, select components based on both the syntactical similarity 
and the semantic similarity, and guide searchers to refine their component query 
incrementally. Conversational case-based reasoning, extended with knowledge-
intensive CBR methods, provides a possibility for satisfying these requirements. 

3. THE CONVERSATIONAL COMPONENT 
RETRIEVAL MODEL (CCRM) 

3.1 CCRM Overview 

As illustrated in Fig. 1, our conversational component retrieval model (CCRM) 
includes six parts: a knowledge base, a new case generating module, a knowledge-
intensive CBR module, a component displaying module, a question generating and 
ranking module, and a question displaying module. 

The knowledge base stores both component-specific knowledge (cases) and general 
domain knowledge (including a domain ontology). The new case generating module 
can set up a new case based on users’ initial query and their later answers to 
discriminative questions. Given a new case, the knowledge-intensive CBR module 
calculates the similarities between the new case and stored component cases, and 
returns the components whose similarities surpass a threshold (the threshold is 
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specified initially and can be adjusted following the execution of the system). The 
component displaying module displays the candidate components to users, ordered by 
their similarities. In the question generating and ranking module, possible unknown 
questions are identified, and an information gain algorithm20 is used to rank the 
possible questions according to how much information it can provide if it has been 
answered. Then general knowledge is used to filter out those questions whose answers 
can be inferred from the initial query or previously answered questions. These ordered 
questions are further reordered according to some constraints inferred from general 
knowledge, for example, people normally prefer to answer the high level questions 
before answering low level ones. The question displaying module selects the most 
discriminative question, in order to optimize search towards a meaningful answer. 

 
Arrows: A, B, C and D, are interactive processes between users and CCRM. A: 

users input their initial query; B: the system provides users with top matched 
components; C: the system displays the most discriminative question to users; D: 
users select a displayed question and provide their answer to the system. Other 
processes are completed in the system automatically. 

The retrieval process in the CCRM model can be described as the following steps: 
1. Users provide their initial query, which takes the form of free-text-based terms. 
2. The new case generating module transforms the initial query into a new case. In 

this step, a general thesaurus and a domain ontology are used to transform the 
free-text-based initial query into standard terms used in the internal system, and 
formalize them into a new case. 

3. The knowledge-intensive CBR module calculates the similarities between the 
new case and stored cases through combining both component specific 
knowledge and general domain knowledge, and the components whose 
similarities surpass a threshold are returned. 
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Figure 1.  The architecture of conversational component retrieval model (CCRM). 
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4. If users find their desired component from the displayed candidate components, 
they can terminate the retrieval process. Otherwise, the conversational process 
is activated. 

5. The question generating and ranking module identifies the unknown questions 
from the candidate components, and ranks them according to their information 
gains. Further, the ordered questions are filtered and reordered using general 
domain knowledge. 

6. The question displaying module selects the most discriminative question, and 
displays it and its meaningful answers to users in a readable format. 

7. Users provide the system with their answer to the displayed question. 
Otherwise, if users can not answer a displayed question, the question displaying 
module will display the next most discriminative question. 

8. The new case generating module combines the previous new case and the 
newly gained answer to set up a new case. 

9. The iterations from 3 to 8 continue until users find their desired component or 
there are no other discriminative questions left. 

3.2 Component Representation in CREEK 

In CCRM, we adopt a frame-based knowledge representation and reasoning system, 
CREEK21, which can unify component-specific cases and general domain knowledge 
within a single representation system. In CREEK, all knowledge is represented as 
concepts, and a concept takes the form of a frame-based structure, which consists of a 
list of slots. A slot acts as a relation from the concept to a value related with another 
concept. Viewed as a semantic network, a concept (frame) corresponds to a node, and 
a relation (slot) corresponds to a link between nodes. Slot values have types or roles, 
referred to as facet. Typical facets include current value, default value, value class, 
and value constraint. So the knowledge in CREEK is represented in a 4-level 
structure, frame, slot, facet and value. 

 
Fig. 2 gives, in a frame view, an example to illustrate how a part of an image 

OutputComponent class is represented in CREEK. Fig. 3 shows, in a network view, a 
part of the knowledge base for components used in the image processing field.  
General domain knowledge can be represented as relations between different values. 
For example, the “extract to” relation from “3D” to “2D” means that 3 dimension 
images can be extracted to 2 dimension images. Similarly, the two relations “convert 

Figure 2. The partial frame structure of an image OutputComponent concept. 

OutputComponent (partial) 
subclass-of   value      Component 

has-instance   value      Write BMP 

has-instance   value      Write TIFF 

has-instance   value      Write JPEG 

has-error   value      file-open-error 

has-number-of-parameter  default     1 

has-image-color-space  value-class   Color-space 

has-image-dimension   value-class   Image-Dimension 

has-image-file-type   value-class   Image-file-type 

has-size-constraints   value-constraint (and (> 0 Bytes) (< 100 MB)) 

…
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to” between “XYZ” and “RGB” mean that images described using “XYZ” color space 
and images described using “RGB” color space can be converted to each other 
without losing any information. 

 

 
3.3 Knowledge-Intensive Similarity Calculation 

In CCRM, we use an explanation-driven similarity calculating method7, which can 
be divided into three steps, ACTIVATE, EXPLAIN and FOCUS. ACTIVATE 
determines what knowledge in the knowledge base is involved in the retrieval 
process, and calculates the similarities between the new case and activated stored 
cases based on a rather syntactical or superficial similarity measuring. The output of 
the ACTIVATE step is a set of components whose similarity values surpass a certain 
threshold. EXPLAIN is used to evaluate the similarities between the new case and 
stored cases, selected in the ACTIVATE step, based on general domain knowledge. 
The evaluation task concerns justifying that the well-matched slots are relevant to the 
problem goal, and “explaining away” the mismatched slots that are unimportant. 

Component query (partial) 
has-number-of-parameter 1 

has-image-color-apace   RGB 

has-image-dimension    3D 

has-image-file-type     BMP file 

has-error    file-open-error 

has-file-size-constraints  5 megabyte 

… 

Figure 4. The partial frame contents of the component query and the stored component 
‘Write BMP’.

Write BMP component (partial) 
has-number-of-parameter    1 

has-image-color-space   XYZ 

has-image-dimension    2D 

has-image-file-type     BMP file 

has-error    file-open-error 

has-file-size-constraints  (and (> 0 Bytes)  

    (< 100 Megabyte)) 

… 

Figure 3.  A part of the knowledge base (implemented in the CREEK system) for 
components in the image processing field. 
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According to evaluation results, similarity values are adjusted. For instance, if one 
mismatched slot is evaluated as important for the problem goal, the total similarity 
value of the involved component is reduced. Otherwise, the similarity value is 
increased or keeps unchanged. 

In the example shown in Fig. 4, there are two mismatched slots, “has-image-color-
space” and “has-image-dimension”, between the component query and the stored 
component. With the domain knowledge that “RGB convert to XYZ” and “XYZ 
convert to RGB”, we can explain that “since the source image using RGB color space 
can be converted to an image using XYZ color space and vice versa, it is possible to 
use this stored component to realize the required task”, and the similarity value 
generated in the ACTIVATE step can be kept unchanged or increased. On the 
contrary, there is not any explanation path from 2D to 3D, which means it is 
impossible for images with 2 dimensions to be converted to images with 3 
dimensions, so the mismatch on the “has-image-dimension” slot can not be explain as 
unimportant and the similarity value of this stored component is reduced. 

3.4 Question Selecting and Ranking 

There are at least two requirements on the mixed-initiative question-answer 
interaction in conversational CBR. First, displayed questions should be easy to 
understand. Second, the selected question should be the most informative or 
discriminative one. 

As to the first requirement, we predefine a question and its possible answers to each 
slot. For example, on the slot “has-image-file-type”, we predefine a question that 
“what type of images do you want to deal with in this component?” and the possible 
answers, “BMP”, “TIFF”, “JPEG”, or “Text”. All the slots that appear in the 
candidate components, returned by the knowledge-intensive CBR module, but not in 
the new case are identified and transformed into unknown questions. Whether or not a 
possible answer is displayed to users in the conversational process depends on 
whether this answer appears in the candidate components. 

As to the second requirement, “selecting the most informative question”, we adopt 
the information gain metric20 to quantitatively measure the information one slot 
(question) can provide (if we know the value of this slot). 

The core concept in information gain is entropy. Given a collection S, its entropy 
value in state m can be calculated using the following formula:  

 

The number c means how many sub-groups the collection can be divided into, and 
pi means the proportion of the ith sub-group. If we can not classify a collection of 
components into sub-groups, its entropy is 0 (c=1, p1=1). After we acquire 
information on slot n, the collection can be classified into different sub-groups 
according to their various values on slot n, and the collection’s entropy is increased. 
Information gain of slot n is defined as: 

 )()()_( _inf_inf nslotaboutormationnohavenslotaboutormationhave SEntropySEntropynslotnGainInformatio −−−−−−− −=
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Different slots have different information gain. The larger the information gain one 
slot has, the more information it can provide if we know the value for this slot. That 
is, to find the most informative question is to find the slot with the largest information 
gain. 

For instance, there is a candidate component collection with the number of 100, and 
there are two unknown slots in the new case, “has-image-file-type” and “has-image-
color-space”.  According to the different values of the slot “has-image-file-type”, 
appearing in the candidate components, “BMP”, “TIFF” and “JPEG”, the collection 
can be divided into three sub-groups with the numbers, 30, 30 and 40 respectively. 
According to the different values on “has-image-color-space”, “RGB” and “XYZ”, 
the collection can be divided into two sub-groups with the numbers, 30 and 70 
respectively. In this case, the information gains of these two slots are calculated using 
the above formulae: 

         
So the question based on the slot “has-image-file-type” is more informative than 

that of “has-image-color-space”. The question, “what type of images do you want to 
deal with in this component?” is displayed to users with three possible answers, 
“BMP”, “TIFF”, or “JPEG”. 

4. RELATED RESEARCH AND DISCUSSION 

Software is used to resolve practical problems, and software components are 
existing solutions to previous problems, so component reuse can be described as 
“trying to use the solutions to previous similar problems to help solve the current 
problem”. Therefore, it is very natural to use CBR methods to support component 
reuse. In fact, various types of CBR methods have been explored and found useful for 
component reuse. 

Object Reuse Assistant (ORA)2 is a hybrid framework to use CBR to locate 
appropriate components in an object-oriented software library (small-talk component 
library). In this framework, both small-talk classes and small-talk methods take the 
form of stored cases. The concepts in small-talk, for instance, c-class, c-method and c-
data-spec, and their instantiated objects are connected together as a conceptual 
hierarchy. Though the conceptual hierarchy can be seen as a representation method 
combining case-specific knowledge and general knowledge, the retrieval process is 
knowledge-poor (a new case is compared with stored cases based on how many 
attributes two cases have in common). 

IBROW22 is an automated software application configuration project. Users’ tasks 
(queries) can be decomposed into sub-tasks by matched task decomposers, and sub-
tasks can be decomposed further. Tasks or subtasks can finally be solved by matched 
stored components. Both task decomposers and components are referred to as PSMs 
(problem solving methods). The output is an application configuration composed of 
stored components, which satisfies users’ query. CBR is used at two levels in 
IBROW. The high level is called constructive adaptation. In this level, PSMs take the 
form of cases, which are represented using feature terms, and a knowledge-poor 
matching method (term subsumption) is adopted when searching the possibly applied 
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PSMs. At the low level, CBR is used as a heuristic algorithm to realize the best-first 
searching strategy. Previously solved configurations are stored as cases, and 
represented as feature terms. For each intermediate state, the newly added PSM is 
considered. The stored configurations in which the same PSM appears as a part are 
identified, and the similarities between each of these configurations and the new 
problem are calculated. The most similar configuration is selected, and its similarity 
value is taken as the heuristic value to the involved intermediate state. As the ORA 
system, IBROW uses a knowledge-poor retrieval process and only supports tentative 
and manual interactions between users and the system. 

Compared with these two CBR-based component retrieval systems, our proposed 
conversational component retrieval model (CCRM) has two advantages: 

The first is that components are selected based on both their syntactical similarities 
and semantic similarities. Selecting components based on their semantic similarities 
with users’ query rather than only on syntactical similarities is a promising research 
topic. However, the existing research concerned with this topic mainly use domain 
knowledge to refine users’ queries before the searching process5, 17, 23. In CCRM, 
besides the query refinement using general thesaurus and domain-ontology, a special 
type of knowledge-intensive CBR method, explanation-driven CBR, is adopted to 
explore components’ context-based semantic similarities with a query during the 
retrieval process. 

The second is that users’ requirements are acquired interactively and incrementally. 
Normally, component users prefer to provide their initial query only based on their 
necessary requirements in order to avoid excluding possibly appropriate components. 
Because of the looseness of the initial query and the large number of available 
components, users usually still get numerous candidate components. In CCRM, 
instead of letting users guess and try what requirements they should specify further, 
an information gain algorithm is used to provide users with the most discriminative 
questions to refine their query interactively and incrementally. 

A limitation of our method is its dependence on knowledge engineering. The 
knowledge base combining both component specific cases and general domain 
knowledge is assumed to exist initially. The construction of this initial knowledge 
base puts a significant workload on the knowledge engineering process. 

5. FUTURE WORK 

The evaluation of CCRM is in process. The knowledge-intensive similarity 
measuring process has been realized in the CREEK system, and the conversational 
process is being added. We are building a knowledge base for the components 
existing in the DynamicImager system, a visual and dynamic image processing 
experimentation environment, in which there are about 200 different image operating 
components. 

Our current research focus is to use the knowledge-intensive method to facilitate the 
discriminative question selection. Though the information gain algorithm can select 
the most discriminative question automatically and incrementally, it is knowledge-
poor essentially. We plan to use knowledge-intensive methods, especially the 
explanation-driven method, to remove the candidate slots (questions) whose values 

78 Component Retrieval Using CCBR



Component Retrieval Using Conversational Case-Based Reasoning 269
 

can be inferred from users’ initial query or previously answered questions, and to 
adjust the priorities between slots which represent semantic relations, such as, 
abstraction, causality, dependency and part-of relations. The hypothesis is that this 
will help to identify the most informative question, shorten dialog length, and reduce 
users’ cognitive workload. 
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Abstract. Conversational Case-Based-Reasoning (CCBR) provides a
mixed-initiative dialog for guiding users to construct their problem de-
scription incrementally through a question-answering sequence. Similar-
ity calculation in CCBR, as in traditional CBR, plays an important role
in the retrieval process since it decides the quality of the retrieved case.
In this paper, we analyze the different characteristics of the query (new
case) between CCBR and traditional CBR, and argue that the simi-
larity calculation method that only takes the features appearing in the
query into account, so called query-biased, is more suitable for CCBR.
An experiment is designed and executed on 36 datasets. The results
show us that on 31 datasets out of the total 36, the CCBR system using
the query-biased similarity calculation method achieves more effective
performance than those using case-biased and equally-biased similarity
calculation methods.

1 Introduction

The basic idea underlying case-based reasoning (CBR) [1, 2] is to reuse the solu-
tion to the previous most similar problem in helping solve the current problem.
Before we can reuse any existing solutions, we have to find the most similar
previous case based on the current problem description.

In traditional CBR processes, users are assumed to be able to provide a well-
defined problem description, and based on such a description a CBR system
can find the most appropriate previous case (base case). But this assumption is
not always realistic. In some situations, users only have vague ideas about their
target problems at the beginning of retrieval, and tend to describe them using
surface features.

Conversational Case-Based Reasoning (CCBR) [3] provides a mixed-initiative
dialog for guiding users to construct their problem description incrementally
through a question-answering sequence. In CCBR, a user provides one or sev-
eral explicit features as her initial query (new case). The CCBR system uses the
initial query to retrieve the first set of candidate cases, and identifies a group of
informative features from them to generate discriminative questions. Both the
retrieved cases and identified discriminative questions are ranked and shown to
the user. The user either finds the base case to terminate the retrieval process
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or chooses a question, which she considers relevant to her task and can answer
explicitly, and provides the answer to it (CCBR systems usually also prompt
the alternative answer options that correspond to the feature values available in
the case base). An updated query is constructed through combining the previ-
ous query with the newly gained answer. Subsequent rounds of retrieving and
question-answering will cut down the returned case set iteratively until the user
finds her desired base case, or no discriminative questions are available. That is,
instead of letting a user guess how to describe her target problem, CCBR dis-
covers a sequence of discriminative questions helping extract information from
the user to construct the problem description incrementally. CCBR applications
have been successfully fielded, e.g., in the troubleshooting domain [4, 5] and in
the products and services selection [6, 7].

In both traditional CBR and CCBR, one key research topic is to calculate
the similarities between a query and stored cases to decide which case is most
similar to the current problem. Normally, the similarity between a query and a
stored case is measured by the accumulated similarities on all counted features.
On the one hand, the similarity is influenced by different methods to calculate
the similarity on each feature. For example, in syntactic methods two cases
can be thought similar on one nominal feature only when they have the same
value on that feature [8], while in knowledge-intensive methods, two cases with
various values on one nominal feature can possibly be considered as similar
through exploring general domain knowledge [9, 10]. On the other hand, the
similarity is also influenced by the counted feature scope, i.e. set of the features
appearing in the query, in the case, or in both of them. In this paper, from
the perspective of counted feature scope, we provide a framework to classify the
similarity calculation methods into three categories: case-biased (features in the
stored case), query-biased (features in the query) and equally-biased (features
in both the query and the stored case).

CCBR research is currently to a large extent focusing on the discrimina-
tive question selecting and ranking to minimize the cognitive load demanded
on users to retrieve the base case [6, 11], for example, selecting the most infor-
mative questions to ask [6, 12–15], or using feature inferencing to avoid asking
users the questions which can be answered implicitly using the currently known
information [12, 15]. To our knowledge, there are so far no published results on
how different similarity calculation methods influence on the performance of a
CCBR system.

In this paper, we analyze the differences on query characteristics between
traditional CBR and CCBR, and hypothesize that the similarity calculation
method only taking the query features into account is more suitable for CCBR.
An experiment is designed and executed in an attempt to evaluate this hypoth-
esis.

The rest of this paper is organized as follows. In Section 2, we present a
formal framework to classify the similarity calculation methods in CBR into
three categories from the feature scope point of view; in Section 3, we focus
on the query differences between CCBR and traditional CBR, and hypothesize

84 Comparing Similarity Calculation Methods in CCBR



that query-biased similarity calculation method is more suitable for CCBR; in
Section 4, we design an experiment to evaluate this hypothesis, and the results
are also analyzed and discussed. At the end we draw our conclusions in Section
5.

2 Similarity Calculation Framework in CBR

Generally, a case in CBR can be represented using the following three parts
conceptually [2]:

Problem description: the state of the world at the time the case was happen-
ing and, if appropriate, what problem needed to be solved at that time

Solution description: the stated or derived solution to the problem specified
in the problem description

Outcome: the resulting state of the world after the solution was carried out
A query (new case) only has the first part. The similarity measurement be-

tween a query and a stored case is based on the comparison of the problem
description part of them. In our research, we assume that the problem descrip-
tion of a case takes the form of a set of < feature, value > pairs. It is not
necessary for both a query and a case to have the same feature set.

We further define that:
Nq: set of features appearing in a query
Nc: set of features appearing in a stored case
One concept that is closely related to similarity is distance. The greater the

distance between a query and a stored case, the less the similarity between them
is. The main use of the similarity measurement in CBR is to sort the retrieved
cases. From that point of view, the similarity and distance measurements have
an inverse relationship, and either of them may be chosen. We adopt the distance
measurement in our research, as defined by the following formula:

distance(q, c) =

√

∑

f∈FS wfdif2(qf , cf )
∑

f∈FS wf

(1)

where q, c, f, FS and wf denote a query, a stored case, a particular feature,
a selected feature set and the weight for the feature f respectively.

In addition, dif(qf , df ) is a function used to compute the difference between
a query and a stored case on a feature f, which is defined as following in our
research:

dif(qf , cf ) =







































|qf − cf | f is a numerical feature
(normalized)

0 f is a nominal feature,
and qf = cf

1 f is a nominal feature,
and qf 6= cf

1 c or q has missing value on f

(2)
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Based on three types of value assignment methods to FS in Equation 1, we
divide the similarity measurement methods in CBR into three categories.

2.1 Case-Biased Similarity Calculation Methods

In case-biased similarity calculation methods, FS = Nc, and Equation 1 is trans-
formed as follows:

distance(q, c) =

√

∑

f∈Nc

wfdif2(qf , cf )
∑

f∈Nc

wf

(3)

In this type of calculation method, the features appearing in the stored case
are the basis for the similarity calculation (here comes the name of ’case-biased’).
This type of methods are used in [3, 8]. The basic idea behind it is that the
problem description of a stored case is a sufficient condition for the corresponding
solution actions, so to what degree the problem description is satisfied by the
query decides whether the solution in the stored case is suitable for the current
problem.

2.2 Query-Biased Similarity Calculation Methods

In query-biased similarity calculation methods, FS = Nq, only the features
appearing in the query are taken into account. This type of similarity calculation
method focuses on the query, and the intuitive idea underlying it is that whether
a stored case can be retrieved is decided by to what degree the query specified
by a user is satisfied by this stored case.

2.3 Equally-Biased Similarity Calculation Methods

In equally-biased similarity calculation methods, FS = Nq ∪ Nc, that is, both
the features appearing in the query and those in the stored case are taken into
account (the case and the query are treated equally). This type of similarity
calculation methods are used in [16, 17]. The basic idea behind such type of
methods is that the degree to which the query and the case are similar decides
whether the solution to that case can be reused in the current target problem.

3 Using Query-Biased Similarity Calculation Methods in

CCBR

CCBR considers the situation where users can not well define their queries,
and alternatively provides a multi-retrieval process to help users construct their
queries incrementally through a sequence of question-answering cycles. The im-
portant difference between CCBR and traditional CBR is that the query used

in CCBR is assumed incomplete, that is, the CCBR query only represents the

user’s currently identified features.
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Table 1. A fruit retrieval example in CCBR

Taste Color Place With Fur With Core Water Inside Shape

Query sweaty red Asia yes

apple sweaty red Asia yes yes no round

kiwi sweaty brown America

banana sweaty no

The features without specified values in a CCBR query do not necessarily
mean that they have ”missing-value” as in traditional CBR. They may have
values, but we have not assigned the value for them in current CCBR stage. The
case-biased and equally-biased similarity calculation methods assume that the
query is fully specified and all the features that appear in the case but not in the
query are considered to have the ”missing value”. So the difference measurement
on each such feature is assigned the same value, e.g. 1. If we proceed further
in CCBR, and specify values on more features, the really calculated distance
measurement will benefit the base case since it has the higher potential to get
less difference measurements on these newly specified features than other cases.
The distance between the partially specified query and a stored case is heavily
influenced by the number of the features appearing in the case but not yet
specified in the query. The query-biased similarity calculation method can avoid
the influence of these features, and rank the case that most satisfies the currently
partially specified query with the highest priority.

For example, as illustrated by Table 1, the potential fully specified query
for searching a desired fruit has four features. The distance measurements using
three different similarity calculation methods are shown in 2, in which we assume
that each feature has the same weight (1

7
). We can see that the most similar case

with the fully specified query is apple, no matter which similarity calculation
method is adopted.

Table 2. Distance measurements with four features in the example

apple kiwi banana

Query-biased 0 3

4

3

4

Case-biased 3

7

2

3

1

2

Equally-biased 3

7

3

4

3

4

At one stage of the conversation in CCBR a user may only specify two
features, ”Taste=sweaty, Color=red”. The distance measurements between the
query and each fruit are shown in Table 3. If query-biased method is adopted,
the most similar case to the query has already been the base case, i.e. apple.
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Table 3. Distance measurements with two features in the example

apple kiwi banana

Query-biased 0 1

2

1

2

Case-biased 5

7

2

3

1

2

Equally-biased 5

7

2

3

2

3

The most similar case will be kiwi or banana if equally-biased method is
used, and banana if case-biased method is adopted. With the conversation going
on, the system further prompts two questions ”where does the fruit come from?”
and ”does the fruit have a core inside?”, and the user answers these questions
with ”Place=Asia, With Core=yes”. Until this stage, the base case, i.e. apple,
can be ranked with the highest priority (as shown in Table 2). But the user may
be angry at her ’tricky searching assistant’, ”since only apple satisfies the first
two specified features, why do dot you show me at that time and still bother me
to answer extra two questions?”, and her satisfaction level will be reduced.

We can see from the above example that the query-biased similarity calcu-
lation method can avoid the influence of the features that appear in the case
but not in the partially specified query in CCBR. Since the base case also has
a higher potential to have higher similarity on partial set of query features than
other cases, it is reasonable to believe that a CCBR system that uses the query-
biased similarity calculation method can show users the base case on earlier
conversation stage than those using case-biased or equally-biased methods. So
our hypothesis tested in this paper is that using the query-biased similarity
calculation method, a CCBR system can improve its performance, that is, us-
ing less conversation sessions to find the base case than using equally-biased or
case-biased methods.

4 Experiment Design and Results Analysis

Our experiment is designed with the objective to compare the conversation
lengths of CCBR systems using different similarity calculation methods. The best
way to do that is with human subjects. Unfortunately, we can not get sufficient
subjects to run the experiment. Therefore, we use a variant of the leave-one-out
cross validation (LOOCV) method to simulate the human-computer conversa-
tion process, the similar methods to which have been successfully used by the
CCBR community [12]. The designed evaluation process is carried out on 36
datasets, and the results provide a significant support to our hypothesis.

4.1 Experiment Design

The LOOCV proceeds with a series of conversations, each conversation starting
with selecting a case from the case base as the target case and the remaining cases
forming the case base to be searched. The initial query is constructed through
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selecting the predefined number of features from that target case. Based on this
initial query, a retrieval process is carried out and the first k most similar cases
are returned. If the base case is included in the returned case set, which means
users find their desired case, the conversation process is finished successfully.
Otherwise, a new feature is selected from the target case and added into the
query to simulate a question-answering session between a human subject and a
computer, and the updated query is used to start a new round of retrieval. The
selecting, adding, and retrieving cycle continues until the base case appears in
the returned case set, or no features are left to be selected.

There are three questions we further need to address in the experiment de-
sign: the retrieval algorithm, the feature selection strategy, and the base case
determination.

Retrieval Algorithm A weighted k-NN algorithm is introduced in our exper-
iment to complete the case retrieval task, in which the first k most similar cases
are returned. The number k is used to simulate the number of cases that will be
shown to users on each conversation session in CCBR. In our experiment setting,
we set k to 3. We use a feature weighting method, similar to EACH [18], to get
a set of global weights, each corresponding to one feature appearing in the case
base.

In EACH, given a test case from the case base, its most similar case is
selected from the remaining stored cases using a weighted 1-NN algorithm. If
the most similar case suggests the same solution as the test case, the weight of
each matched feature is increased by a fixed positive amount, while weights for
mismatched features are decreased by the same amount.

Three variants of this basic algorithm are constructed based on the three
different similarity calculation methods introduced in Section 2.

Feature Selection Strategy The feature selection strategy is used to decide
which feature should be selected from a set of candidate features, and added into
the current query to simulate a question-answering process. In our experiment,
a weight-biased random selection strategy is designed. For example, there are
three features, A, B, and C in the candidate feature set with the weight values,
0.1, 0.2, and 0.05, respectively (learned from the feature weighting process).
According to the weight-biased random feature selection strategy, feature A, B,
C will be selected with the possibilities 2

7
, 4

7
, and 1

7
, respectively. Such a feature

selection strategy simulates a question-answering process: a CCBR system ranks
the more informative questions (transformed from features) with higher priority,
and a user prefers to select the most relevant or important feature to answer
first.

Base Case Determination For each case in the case base, its base case is
defined as the one returned by a weighted 1-NN algorithm using equally-biased
similarity calculation (here the query is fully specified and complete) and with
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the same solution-feature value. Therefore, not all the cases in the case base
can act as a target case to simulate a conversation. The cases that can not find
its corresponding base case from the remaining cases (its nearest neighbor has a
different solution-feature value) will be dropped out from the leave-one-out cross
validation.

Since we choose the base case as the retrieval result of the 1-NN algorithm
using the equally-biased similarity method, the simulated conversation process
using the equally-biased method will terminate with the base case appearing
among the returned case set within all the candidate features are added into the
query. It is not guarantied that the conversation process using the case-biased or
the query-biased method can terminate with the base case found in the returned
case set.

In our experiment, we assign the biggest conversation length (the number of
conversation sessions when all candidate features are added into the query) to
the unsuccessful conversations. That is, the base case selection mechanism ben-
efits the CCBR system using the equally-biased similarity calculation method.
However, the experiment results show us that even with such biased base case
selection strategy, the average conversation length using the query-biased sim-
ilarity method is shorter than that using other two methods, and the average
conversation length using the case-biased method is almost the same with that
using equally-biased method, as illustrated in Table 5 and Table 6.

The pseudo code for the experiment process is listed in Table 4.

Experiment Environment and Dataset

We implement our evaluation algorithm inside the Weka framework [19], and
test it using all the 36 datasets provided by Weka project, originally from the
UCI repository [20].

All the numeric features in these datasets are normalized using the corre-
sponding filter provided in Weka3.4.3 according to the requirement of the simi-
larity calculation algorithm. The statistical information about the test datasets
is illustrated in the left part of Table 5 and Table 6, in which the first 6 columns
denote respectively: the name of each dataset (Dataset), the number of the
cases (Total cases), the total number of the features excluding the solution fea-
ture (Features), the number of the numeric features and nominal features (Nu-
meric/Nominal), the percentage of the missing data (Missing Data) calculated
using equation: number of the missing values

Total cases∗Features
, and the number of solutions (Solu-

tions).
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Table 4. Pseudo Code of the Evaluation Process.

Procedure evaluation(CaseBase)
SuccessOnEqually,SuccessOnQuery,SuccessOnCase=false
TestCases,SessionsOnEqually,SessionsOnCase,SessionsOnQuery=0
GlobalWeights=weighting(CaseBase)
for each case X ∈ CaseBase

Xn=weighted1NNOnEqually(X,CaseBase-X)
if Solution(Xn) = Solution(X) then

TestCases=TestCases+1
Xq=featureSelection(InitialFeatureNumber)
do while not (SuccessOnEqually and SuccessOnCase

and SuccessOnQuery) and Xq 6= null

if not SuccessOnEqually then
ReturnedCasesOnEqually=

weightedkNNOnEqually(Xq, CaseBase-X)
SessionsOnEqually=SessionsOnEqually+1
if Xn ∈ ReturnedCasesOnEqually then

SuccessOnEqually=true
End If

End If
if not SuccessOnCase then

ReturnedCasesOnCase=
weightedkNNOnCase(Xq, CaseBase-X)

SessionsOnCase=SessionsOnCase+1
if Xn ∈ ReturnedCasesOnCase then

SuccessOnCase=true
End If

End If
if not SuccessOnQuery then

ReturnedCasesOnQuery=
weightedkNNOnQuery(Xq, CaseBase-X)

SessionsOnQuery=SessionsOnQuery+1
if Xn ∈ ReturnedCasesOnQuery then

SuccessOnQuery=true
End If

End If
Xq=Xq+featureSelection(1)

End Loop
End IF

End Loop

Return SessionsOnEqually

TestCases
, SessionsOnCase

TestCases
, SessionsOnQuery

TestCases
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Experiment Results

The experiment results are listed in the right part of Table 5 and Table 6, in which
the columns: Test cases, Equally Biased, Case Biased, and Query Biased, denote
tested cases (corresponding to TestCases in Table 4), the average conversation
lengths using the corresponding similarity calculation method for each dataset.

To show the comparison results more clearly, we add three columns into Table
5 and Table 6, Case-Query, Equally-Query, and Case-Equally, to illustrate the
differences of the average conversation lengths between each pair of similarity
calculation methods. For example, the Case-Query column contains the results
of subtracting the average conversation length using the query-biased method
from that using the case-biased method on each dataset. And the last row gives
the average values of corresponding columns.

Out of 36 datasets, there are 31 datasets in which the query-biased similarity
calculation method uses less conversation sessions to find the base case than other
two methods (average using 3.66, 3.43 less conversation sessions respectively).
That gives us a straightforward evidence that the CCBR system using query-
biased method is more effective than those using equally-biased and case-biased
methods.

The conversation lengths between CCBR systems using the case-biased method
and the equally-biased method do not have clear difference since there are no dif-
ference at all on 22 datasets out of 36, and the average difference over 36 datasets
is only 0.23. Even if the results show us that the equally-biased method is a little
more effective than the case-biased one, but considering that the base case de-
termination strategy benefits the equally-biased similarity calculation method,
the experiment results can not provide strong evidence to say that there is per-
formance difference between these two methods.

Further more, we carry out the statistical hypothesis test to evaluate our
predefined hypothesis in Section 3. The whole hypothesis is divided into three
sub hypotheses to test:

H1: the CCBR system using the query-biased similarity calculation method
can achieve more effective performance than that using the equally-biased method,
that is, using less conversation sessions to find the base case.

H2: the CCBR system using the query-biased similarity calculation method
can use less conversation sessions to find the base case than that using the case-
biased method.

H3: there exists performance difference between the CCBR system using
the case-biased similarity calculation method and that using the equally-biased
method, that is, these two methods use different number of conversation sessions
to find the base case.

We choose the values appearing in the column: Equally-Query, Case-Query,
and Case-Equally respectively in Table 5 and Table 6, as the parameter values
to execute the significance test. The test results (reported in Table 7) show us
that the first two sub hypotheses are accepted, and the last one is refused given
the significance level of 0.01.
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Conclusions

In this paper, we provide a framework to classify the similarity calculation meth-
ods used in CBR from the perspective of counted feature scope. And based on
the special characteristic of the CCBR query, partially specified and incomplete,
we hypothesize that CCBR system using the query-biased similarity calculation
method can achieve higher performance than those using case-biased or equally-
biased methods. The experiment provides a significant support to our hypothesis.
While the conversation process in the experiment is simulated by a leave-one-out
cross validation process, an experiment executed on human subjects will provide
more evidence to evaluate our hypothesis.
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Abstract. In conversational case-based reasoning (CCBR), a main problem is 
how to select the most discriminative questions and display them to users in a 
natural way to alleviate users’ cognitive load. This is referred to as the question 
selection task. Current question selection methods are knowledge-poor, that is, 
only statistical metrics are taken into account. In this paper, we identify four 
computational tasks of a conversation process: feature inferencing, question 
ranking, consistent question clustering and coherent question sequencing. We 
show how general domain knowledge is able to improve these processes. A 
knowledge representation system suitable for capturing both cases and general 
knowledge has been extended with meta-level relations for controlling a CCBR 
process. An “explanation-boosted” reasoning approach, designed to accomplish 
the knowledge-intensive question selection tasks, is presented. An application 
of our implemented system is illustrated in the car fault detection domain. 

1   Introduction 

The basic idea underlying case-based reasoning (CBR) is to reuse the old solution to 
the previous most similar problem in helping solve the current problem. Before we 
can reuse any existing solution, we have to find the most similar previous problem, 
corresponding to the retrieve phase in the standard CBR cycle [5]. 

In the traditional CBR process, users are assumed to be able to give a well-defined 
problem description (a new case), and based on such a well-defined description a CBR 
system can find the most appropriate previous case. But this assumption is not always 
realistic. Users usually only have vague ideas about their problems when beginning to 
retrieve cases, and often describe them by surface features, while the previous cases 
have been described by providers using the essential features. Furthermore, even if users 
understand what their problems are and what aspects they should describe, they do not 
know exactly what terms to use to express their problems. 

In general, the knowledge gap between case users and case providers is a major 
cause for the difficulty of case retrieval. Users usually input a problem description by 
“guessing” the appropriate feature terms, and the system either returns too many 
matched cases or none. Conversational Case-Based Reasoning (CCBR) [6] has been 
proposed to bridge this knowledge gap. 
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Conversational CBR provides a mixed-initiative dialog for guiding users to refine 
their problem descriptions incrementally through a question-answer sequence. In the 
CCBR process, a user’s initial problem description is used to retrieve the first set of 
candidate cases. Subsequent questions, prompted by the CCBR system, will cut down 
this case set iteratively until a manageable number of cases remain. That is, instead of 
letting a user guess how to describe her problem, CCBR discovers a sequence of 
discriminative questions, which help to extract information from the user, and to 
construct the problem description automatically and incrementally. CCBR 
applications have been successfully fielded, e.g., in the troubleshooting domain  
[11, 16] and in the products and services selection in E-Commerce [23]. 

A core research concern in conversational CBR is how to minimize the cognitive 
load demanded on users to retrieve their desired cases [23, 22], which requires to 
select the most discriminative questions [6, 8, 9] and ask them in a natural way in the 
conversation process [8, 12]. 

Up to now, several methods, such as the static decision tree [10], the information 
gain metric [11, 13, 23], the occurrence frequency metric [6], the information quality 
metric [9], the similarity variance metric[21], and the attribute-selection strategies 
[20], have been proposed to support question selection in the conversational CBR 
process. However, all the methods mentioned above are basically knowledge-poor, 
that is, they only take statistical information into account. The potential that general 
domain knowledge has for playing a positive role in the question selection process is 
little explored. For example, if the answer to question B can be inferred from that of 
question A, or the answer to question A is easier or cheaper to obtain than that to 
question B, question A should be prompted to users before question B. Such a 
knowledge-intensive question selection approach can select and display 
discriminative questions based on their semantic relations rather than only their 
statistical metrics. 

We have identified four tasks in conversational CBR, for which general domain 
knowledge has a potential to control and improve the process: feature inferencing, 
question ranking, question clustering, and question sequencing. 

Feature Inferencing (FI). If one feature of a problem can be inferred from the current 
problem description, this feature can be added to the problem description 
automatically, instead of posing a question to the user. Users are likely not to trust a 
communicating partner who asks for information that is easy to infer. General domain 
knowledge (domain rules or domain models) can be used to infer the features implicit 
in the problem description. 

Question Ranking (QR). In the conversation process, the identified discriminative 
questions need to be ranked intentionally before displaying them to users. An 
integrated method should be adopted, which uses not only the superficial statistical 
metrics of the questions, but also the semantic relations among them. For example, if 
the answer to question C can be inferred from one of the possible answers to question 
D, it may be better to ask question D first. 

Even though an integrated question ranking module outputs a set of sorted 
questions, their screen arrangement and questioning sequence should not be decided 
by such a sorted order alone. The main reason lies in that people always hope to 
inspect or answer questions in a natural way. They would prefer to see a set of 
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questions that are connected by some semantic relations, grouped together, and to 
answer them in an uninterrupted sequence. These requirements are captured by the 
following two tasks: 

Consistent Question Clustering (CQC). The arrangement of questions on the screen 
should be consistent, that is, the questions with some semantic relations among them 
should be grouped and displayed together, and the order of the questions in each 
group should be decided intentionally. For example, the questions having dependency 
relations among them should be grouped and displayed together. 

Coherent Question Sequencing (CQS). The questions asked in the sequential 
question-answer cycles should be as related as possible, that is, the semantic contents 
of two sequential questions should avoid switching too often. For example, if in the 
previous question-answer cycle a more general question in an abstraction taxonomy is 
asked, the downward more specific question should be asked in the succeeding cycle 
rather than inserting other non-related questions between them. 

The suggested knowledge-intensive conversational CBR process is illustrated in 
Fig. 1. The lines in bold are the modules used to complete the tasks identified above. 

 

 
 

Fig. 1. The knowledge-intensive CCBR process 

In this paper we present an explanation-boosted reasoning approach for support of 
knowledge-intensive question selection. The use of explanation in case-based 
reasoning is not new, but the meaning of the term differs. In our approach, the 
explanation part of the process mainly uses general domain knowledge (rather than 
specific cases), targeted at system internal reasoning (rather than user understanding). 
However, the explanations constructed can also be displayed to the user for 
transparency, justification, and increased understanding. What we mean by 
explanation-boosted reasoning is a particular method for constructing explanation 
paths that exploit general domain knowledge for the question selection tasks. The 
method was briefly introduced in an earlier workshop paper [14], in which only two 

NewCase := New-Case-Formalize(InitialProblemDescription); 
SequentQuestions :=null; //(CQS) 
Repeat: 

NewCase := Feature-Inference(NewCase);  // (FI) 
SortedRetrievedCases := CBR-Retrieve(NewCase); 
DiscriminativeQuestions := Question-Identify(SortedRetrievedCases, NewCase); 
RankedDiscriminativeQuestions := Integrated-Question-Rank(DiscriminativeQuestions);  // (QR) 
RankedDiscriminativeQuestions := 

Ranked-Questions-Adjust (SequentQuestions, RankedDiscriminativeQuestions);   // (CQS) 
GroupedRankedDiscriminativeQuestions := Question-Group(RankedDiscriminativeQuestions); // (CQC) 
Display(GroupedRankedDiscriminativeQuestions, SortedRetrievedCases); 
If (users find their desired cases or have no question to answer) then 

Return SelectedCases; 
Else 

SelectedQuestionAndAnswer := User-Select-and-Answer-Question(); 
SequentQuestions := Sequent-Question-Identify(SelectedQuestionAndAnswer); // (CQS) 
NewCase :=NewCase-Update(NewCase, SelectedQuestionAndAnswer); 

End If 
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of the four question selection tasks were described. In the presented paper we extend the 
description to cover more CCBR tasks, we explicitly relate the tasks with meta-level 
relations for reasoning, and we present the first implemented version of the system. 

The rest of this paper is organized as follows. In Section 2, we identify several 
semantic relations related to question selection. In Section 3, our explanation-boosted 
question selection method is described from the perspectives of knowledge 
representation, explanation construction and reasoning method. The system 
implementation of this approach, and related research, are summarized in Section 4 
and Section 5, respectively. Our conclusion is drawn in Section 6. 

2   Semantic Relations for Question Selection 

General domain knowledge enables question selection to be based on semantic rather 
than purely syntactic criteria. Below, we describe a set of semantic relations among 
features, which influence question selection. 

• Feature Abstraction. A feature can be described at different abstraction levels that 
form a subsumption hierarchy. The lower the level a feature belongs to, the more 
specifically it can describe the case, but the more difficult it will be to obtain. The 
appearance of a lower level feature can be used to infer the existence of higher 
level features. For instance, the feature of “Fuel Transmission Faulty” is a lower 
level feature than that of “Fuel System Faulty”. In [17], Gupta argued that the 
conversations should follow a downward taxonomic traversal to extract questions 
from general to specific, which prunes questions deemed irrelevant or implicitly 
inferred by the taxonomy. Here, we define a relation “subclass of” to express the 
relation of “feature abstraction”. “A is a subclass of B” means A is a lower level 
feature than B. 

• Dependency Relations. A dependency relation between two features exists if the 
appearance of one feature depends on the existence of the other. For instance, the 
assertion that the fuel pump can pump fuel depends on that the car has fuel in its 
fuel tank. We define a relation “depends on” to describe dependency relations. “A 
depends on B” means B is a necessary condition for A. 

• Causality Relations. The causality relation means that one feature can cause the 
occurrence of another feature. For example, an electricity system fault in a car can 
cause its engine not to start. Here, we define a relation “causes” to express 
causality relations. “A causes B” means B is the result of A. 

• Co-occurrence Relations. A particular relation, “co-occurs with”, is defined to 
express that two features happen together, even though we cannot tell which one 
causes the other. 

• Answer Acquisition Costs. The costs or difficulties of obtaining answers to 
different questions are various [11]. For instance, to test whether a switch has a 
fault is more difficult than to test whether the battery has electricity. The relation 
“is more costly than” is defined to represent that the answer to one question is 
more difficult or costly to obtain than the answer to another question. 

How the above relations can be used to support the knowledge-intensive question 
selection tasks is illustrated in Table 1. 
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Our intention here is not to enumerate all the semantic relations that influence the 
question selection in conversational CBR, but to give some examples and illustrate 
how our approach can utilize them to improve the question selection process. System 
implementors can also define their own semantic relations which they think influence 
the question selection process. We will show that it is straightforward to add a new 
semantic relation into the question selection application later in the paper. 

Table 1. Semantic relations used in the knowledge-intensive question selection 

 Feature 
Inferencing 

Knowledge-
Intensive Question 
Ranking 

Consistent 
Question 
Clustering 

Coherent 
Question 
Sequencing 

Feature Abstraction 
(A is a subclass of B) 

Inference B from 
A  

Ask A after B  Group A and 
B together 

A succeeds 
B 

Dependency Relations 
(A depends on B) 

Inference B from 
A 

Ask A after B Group A and 
B together 

A succeeds 
B 

Causality Relations 
(A causes B) 

Inference B from 
A 

Ask B after A Group A and 
B together 

 

Co-occurrence Relations 
(A co-occurs with B) 

Inference B from 
A; Inference A 
from B 

 Group A and 
B together 

 

Answer Acquisition 
Costs 
(A is more costly than B) 

 Ask A after B   

3   An Explanation-Boosted Question Selection Approach 

In this section, the explanation-boosted question selection approach is described, 
focusing on three architectural and methodological issues: knowledge representation, 
explanation construction, and explanation-boosted reasoning method. 

3.1   Knowledge Representation 

A frame-based knowledge representation model, which is a part of the CREEK 
system [1, 3, 24], is adopted in our system. In CREEK, both case-specific knowledge 
and general domain knowledge are captured as a network of concepts and relations, 
each concept and relation is represented as a frame in a frame-based representation 
language. A frame consists of a set of slots, representing relationships with other 
concepts or with non-concept values, e.g. numbers. A relationship is described using 
an ordered triple <Cf, T, Cv>, in which Cf is the concept described by this relationship, 
Cv is another concept acting as the value of this relationship (value concept), and T 
designates the relation type, simply called relation. The equation T = Cv can also be 
used to describe a relationship when Cf is default. Viewed as a semantic network, a 
concept corresponds to a node and a relation corresponds to a link between two nodes. 

In the system presented here, knowledge is represented at two levels. The first is 
the object-level, in which case-specific knowledge and general domain knowledge are 
represented within a single representation framework. The second is the meta-level, 
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which is used to express the inter-relations of the semantic relations influencing the 
question selection tasks. 

3.1.1   An Object-Level Knowledge Representation Model 
As an illustration of how a case is described, Fig. 2 shows, in a frame view, the 
contents of a new case in the car fault domain, while Fig. 3 shows, in a semantic 
network view, a part of the integrated knowledge base for that domain. As can be 
seen, the semantic relations identified in Section 2 are represented as relations 
connecting different concepts. Cases are integrated into the general domain model, 
since all case features are defined as concepts within it. 

The relationship values, which have corresponding relationships in the retrieved 
cases, but do not have the same type relationships in the new case, can be converted 
into discriminative questions. For example, if the relationship value, “Engine Dose 
Not Turn”, has a relationship in one of the retrieved cases, that is, “has engine status = 
Engine Does Not Turn”, but does not have the same type relationship in the new case, 
then a discriminative question, “What is the engine status of your car?”, is added to 
the discriminative question list. 

We define a function that maps a set of relationship values to a set of questions, Q: 
relationship value set → question set. On this function, we define the following 
properties: 

− The question transformed from one relationship value is the same as those formed 
by the relationship values that belong to the same relation type. So we only 
predefine one question for each relation, which is shared by the relationship values 
belonging to this relation. For example, Q(“Engine Fires”) = Q(“Engine Turns”) = 
Q(“Engine Does Not Fire”) = Q(“Engine Stops After A Few Seconds”) = “What is 
the engine status of your car?”. 

− The semantic relations that exist between two relationship values are transferred to 
the two questions transformed by these two relationship values. For instance, the 
“causes” relation that “Fuel Pump Damaged” “causes” “Engine Stops After A Few 
Seconds” is transformed to Q(“Fuel Pump Damaged”) “causes” Q(“Engine Stops 
After A Few Seconds”). Following the “has question” link to the actual question, 
“What is the fuel pump status of your car?”, it follows that this question “causes” 
the question “What is the engine status of your car?”. 

 

Fig. 2. The frame structure for a car starting case in CREEK 
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3.1.2   Meta-level Relations and Reflective Reasoning 
Four meta-level relations have been defined in order to control the inference 
processes related to each of the four question selection tasks. For feature inferencing, 
we define the “infers” relation to express that if A infers B, we can get B from the 
existence of A. This relation has the property of transitivity that if A infers B and B 
infers C then A infers C. Several semantic relations identified in Section 2, “subclass 
of”, “depends on”, “causes” and “co-occurs with” are subclass relations of the 
“infers” relation since all these relations can be used to infer the existence of the post-
condition based on the appearance of the pre-condition. 

 

Fig. 3. The “Dialogue” pane in one conversation session 

The second metal-level relation, “appears after”, is defined to complete the 
question ranking task. “A appears after B” means that Q(A) should be asked after 
Q(B). This relation also has the property of transitivity that if A appears after B and B 
appears after C then A appears after C. We define several relations identified in 
Section 2, “subclass of”, “depends on”, “caused by” and “is more costly than” as the 
subclass relations of the “appears after” relation because all these relations can rank 
the pre-condition question to be asked after the post-condition question. 

The third meta-level relation, named “joins”, is defined to realize the consistent 
question clustering task. “A joins B” means that Q(A) should be grouped and 
displayed together with Q(B). We define several relations identified in Section 2, 
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“subclass of”, “depends on”, “causes” and “co-occurs with” as subclass relations of 
the “joins” relation because all the questions connected by these relations should be 
grouped and displayed together. The transitivity property is not defined on “joins” 
because we assume that only the questions that have direct “joins” relations between 
them can be grouped and displayed together. 

The last meta-level relation, called “succeeds”, is used in the coherent question 
sequencing task. “A succeeds B” means Q(A) should be asked directly after Q(B) in 
two sequential question-answer cycles. There are two relations, “subclass of” and 
“depends on”, defined as the subclass relations of this “succeeds” relation. On this 
basic relation, the transitivity property is also defined, that is, if A succeeds B and B 
succeeds C, we can get A succeeds C. 

 

Fig. 4. The structure of the meta-level knowledge representation model 

Fig. 4 shows the structure of the meta-level knowledge representation model 
described above. The top part relations are the meta-level relations defined above, 
while the bottom part relations are the semantic relations identified in Section 2. The 
lines from the top part relations to the bottom part relations designate the “has 
subclass” relations, while the line from “causes” to “caused by” is a “has inverse” 
relation. 

One type of reflective reasoning operation, subclass inheritance, is made explicit in 
this meta-level knowledge representation model. Subclass inheritance is a special case 
of the more general “plausible inheritance” mechanism in CREEK [1], and makes 
subclass relations inherit the properties and reasoning operations (e.g. explanation 
construction, as introduced in the next sub-section) defined on their parent relation. 
Thus we need only define the properties and reasoning operations once on the meta-
level relations, and all its subclass relations that express much richer domain-specific 
meanings can inherit them automatically. The other benefit is that new semantic 
relations can be easily incorporated through defining them as the subclasses of one of 
the meta-level relations. 

3.2   Explanation Construction 

Explanation construction is to set up explanation paths between concepts in the 
semantic network, which are used to explore solutions for particular knowledge-
intensive question selection tasks. 
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We have defined two levels of explanation construction operations. The first level 
is called “Direct Explanation Construction”, which is suitable when there is a direct 
(local) relation between two concepts. For example, if there are two questions Q(A) 
and Q(B) and there is a relation “A is a subclass of B”, then a direct explanation is 
constructed that “Q(A) is ranked after Q(B) because A (one possible answer of Q(A)) 
is a lower level concept than B (one possible answer of Q(B))” in the knowledge-
intensive question ranking phase. 

 The second level is referred to as “Transitive Explanation Construction”, which is 
suitable where there is no direct relation between two concepts in the knowledge base, 
but we can set up a new semantic relation between them through exploring other 
relations in the knowledge base. 

The transitive explanation construction is based on the transitivity property defined 
on different relations. In the meta-level knowledge model, we define the transitivity 
property on the “infers” relation, the “appears after” relation and the “succeeds” 
relation, and all their sub-class relations can inherit such property from them. So in 
each relation category (formed by one of these three basic relations and its sub-class 
relations), all the subclass relations can be transferred on each other to construct new 
super-class type relations. 

 Q(“Battery 
Status”) 

Q(“Electricity 
System Status”) 

Q(“Switch 
Status”) subclass of is more costly than 

New “appears after” relation  

Fig. 5. How to construct a new “appears after” relation 

Fig. 5 gives an example of how to build up a new explanation path in the “appears 
after” relation category through exploring two different subclass relations. In this figure, 
there are two relations: Q(“Switch Status”) “is more costly than” Q(“Battery Status”) 
and Q(“Battery Status”) is a “subclass of” Q(“Electricity System Status”). Following the 
“is more costly than” relation and the “subclass of” relation, a new “appears after” 
relation, Q(“Switch Status”) “appears after” Q(“Electricity System status”), is 
constructed. Thus if we have two questions Q(“Switch Status”) and Q(“Electricity 
System Status”), we can rank them through constructing the explanation path that 
“Q(“Switch Status”) should be asked after Q(“Electricity System Status”), because to 
answer Q(“Switch Status”) is more costly than to answer Q(“Battery Status“), and 
Q(“Battery Status”) is a lower level question than Q(“Electricity System Status“)” in the 
concept taxonomy about the electricity system fault. 

As discussed in the previous subsection, the “joins” relation does not have the 
property of transitivity. So we can only use the “Direct Explanation Construction” 
operation to construct explanations to accomplish the consistent question clustering 
task. 

In the CREEK representation, each relation has a default explanation strength 
attached to it. The explanation strength of a constructed chain of linked relations, 
which constitute an explanation path, is calculated on the basis of these defaults (in 
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our implementation introduced in Section 4, we will simply use the product of the 
defaults to indicate the explanation strength of the constructed explanation path). 

3.3   Explanation-Boosted Reasoning Process 

The explanation-boosted reasoning process can be divided into three steps: 
ACTIVATE, EXPLAIN and FOCUS. The three steps, which constitute a general 
process model for knowledge-intensive CBR, was initially described for the retrieve 
phase [1], although it applies in principle to all four phases of the CBR cycle. Here 
this model is instantiated for the different question selection tasks. ACTIVATE 
determines what knowledge (including case-specific knowledge and general domain 
knowledge) is involved in one particular task, EXPLAIN builds up explanation paths 
to explore possible solutions for that task, and FOCUS evaluates the generated 
explanation paths and identify the best one/ones for that particular task. The 
operations, done at each step in accomplishing a knowledge-intensive question 
selection task, are shown in Table 2. 

Table 2. Explanation-boosted Reasoning Process in the knowledge-intensive question selection 

 Feature 
Inferencing 

Knowledge-
intensive Question 
Ranking 

Consistent 
Question 
Clustering 

Coherent Question 
Sequencing 

ACTIVATE 
(identify 
knowledge) 

New case 
features and 
the related 
“infers” 
relations 

Discriminative 
questions and the 
related “appears 
after” relations 

Sorted 
questions 
and the 
related 
“joins” 
relations 

Answered questions in the 
last conversation session 
and the “succeeds” 
relations between them 
and the discriminative 
questions in current 
session 

EXPLAIN 
(construct 
explanation 
paths) 

Feature 
inferencing 
explanation 
paths 

Knowledge-
intensive question 
ranking 
explanation paths 

Question 
clustering 
explanation 
paths 

Question sequencing 
explanation paths 

FOCUS 
(evaluate 
explanation 
paths and use 
them to 
accomplish 
particular tasks) 

The 
accepted 
explanations 
are 
transformed 
to new case 
features 

The accepted 
explanations are 
combined together 
with statistical 
metrics to rank 
discriminative 
questions 

The 
accepted 
explanations 
are used to 
group the 
sorted 
questions 

The accepted explanations 
are used to re-rank the 
discriminative question 
groups 

4   System Implementation 

We have implemented our proposed approach within the TrollCreek system [2]. 
TrollCreek is an implementation of CREEK that contains a graphical knowledge model 
editor and a knowledge-intensive case-based reasoner. Our implementation adds the 
conversational process with its explanatory mechanism into the retrieve phase. 

We are currently exploring two application domains for our CCBR method, car 
fault detection, and component retrieval for reuse of useful components when 
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developing image processing software [15]. Car fault detection is an example domain 
adopted in our group for the study of basic knowledge modeling, and representational 
and reasoning methods, related to particular research directions (e.g. conversational 
CBR). The knowledge base in this domain incorporates the car fault detection domain 
knowledge and 29 stored cases. In the graphic window of the knowledge base, we can 
select an existing case or create a new case to start a knowledge-intensive 
conversational case retrieve process. 

A conversational retrieve process contains one or several conversation sessions 
(the number of the sessions depends on when the searcher finds her desired case or 
whether there are still discriminative questions left). 

 

Fig. 6. The “ExtendedNewCase” pane in one conversation session 

In the computer interface there are five window panes to move between within 
each session: The OriginalNewCase pane (the example of the content of this pane 
can be seen in Fig. 2) is used to display the new case in the particular conversation 
session. The new case extended by the inferred features in the feature inferencing 
phase is then displayed in the ExtendedNewCase pane (as shown in Fig. 6). Based on 
the extended new case, the CBR retrieve module retrieves a set of sorted cases and 
displays them in the RetrieveResult pane (as illustrated in Fig. 7). In this pane you 
can inspect the matching details between each retrieved case and the extended new 
case. The solution for the extended new case is then calculated by the retrieved cases 
and displayed on the ReuseResult pane. If you are not satisfied with the retrieved 
cases and the reuse result, you can go to the Dialogue pane (shown on Fig. 8) to select 
and answer the discriminative questions, and enter a new conversation session. 

The question ranking module divides the identified discriminative questions into 
two groups: Group one includes the questions that are constrained to be ranked after 
other questions by some constructed “appears after” explanation paths; Group two 
contains all the remaining questions. The questions in Group two then gets ranked 
based on their occurrence frequency metrics [6]. Each question in Group one has one 
or more “appears after” explanation attached to it. The questions are sorted according 
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to the strongest explanation attached to each questions. Then the ranked questions in 
Group two are sorted in front of the questions in Group one. If there are some 
“succeeds” explanation paths between the answered questions in the last conversation 
session and the current questions, the ranking priority of these involved questions are 
further increased (putting them in the front of the question queue), and the internal 
sequence of these “succeeding” questions are decided by their explanation strengths 
in the “succeeding” explanation paths. The ranked questions are displayed in the 
Dialogue pane. When each question is selected, its “joined” questions are also 
displayed in the “Dialogue” pane to prompt the user for further selecting and 
answering. 

 

Fig. 7. The “RetrieveResult” pane in one conversation session 

Our studies so far indicate that using general domain knowledge as explanatory 
support in a conversational CBR process improves the focusing of question-asking, 
and hence reduces the cognitive load needed to identify the best matching case. The 
target application for empirical testing of our approach will be software component 
reuse. We are currently building a knowledge base for the components existing in the 
DynamicImager system [15], a visualization and image processing development 
environment, in which there are about 200 different image operating components that 
can be combined in various ways. Our evaluation process will compare component 
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retrieval with and without the explanation method, applied to one-shot vs. 
conversational CBR retrieval. 

5   Related Research 

In [22], Schmitt and Bergmann propose a formal model for dialogs between users and 
a conversation system, in which they identify four important issues in the 
conversation process: a small number of questions, comprehensible questions, low 
answering cost of questions and comprehensible question clustering. They also argue 
that the main reason for the unnatural question sequence during dialogue is due to the 
ignorance of the relations between different questions. However, they do not give 
methods about how to incorporate the semantic relations during the dialog process. 

In [8], Aha, Maney and Breslow propose a model-based dialogue inferencing 
(feature inferencing) method. In their method, the general domain knowledge is 
represented in a library model (including object models and question models) taking the 
form of a semantic network. At run time, a set of rules are extracted from the library 
model using an implication rule generator, and the generated rules and the existing 
problem description are input to a PARKA-DB to infer the implicit knowledge. 

 

Fig. 8. The “Dialogue” pane in one conversation session 

In [17], Gupta proposes a taxonomic conversational CBR approach to tackle the 
problems caused by the abstraction relations among features. In his approach, cases 
are described using one or more factors. For each factor, an independent subsumption 
taxonomy is created by the library designer in advance, and only the most specific 
feature in each factor taxonomy is selected to describe a case. The similarity between 
one <question, answer> pair in a case query and one in a case is calculated based on 
their relative positions in the taxonomy. The question generated from a higher level 
feature in one factor taxonomy is constrained to be asked before those that come from 
the lower level features. 
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Aha, Gupta and Sandhu identify the dependency relation among features [7, 18]. In 
their method, dependency relations are only permitted to exist between the root nodes 
among various factor taxonomies and the post-condition node in one dependency 
relation is excluded from the case representation. In the question ranking step, the 
question generated from a post-condition node in a dependency relation has higher 
priority to be asked than the question formalized by the pre-condition node. 

Carrick, Yang, Abi-Zeid and Lamontagne try to eliminate the trivial and the 
repeated questions from users by accessing other information sources to answer them 
automatically [9]. They take the question answer acquisition costs into account when 
selecting a task (question) to execute instead of only the information quality metric. In 
this method, an execution plan is formulated for each question using a hierarchical 
task network (HTN). The estimated cost for each question is calculated through 
propagating cost values upward from leaves to the root using the mini-max algorithm. 

Comparing with the above knowledge-intensive question selection methods, our 
approach contributes to the conversational CBR research in two ways: we propose a 
common integrated framework (including knowledge representation model, 
explanation construction mechanism and three-step reasoning process) to solve the 
knowledge-intensive question selection tasks comprehensively (feature inferencing, 
integrated question ranking, consistent question clustering and coherent question 
sequencing); and by creating a meta-level knowledge representation model, our 
approach has the capability to be easily extended to support richer semantic relations 
that influence the question selection in conversational CBR. 

6   Conclusion 

The explanation method presented in this paper is based on the CREEK knowledge-
intensive CBR approach. The method described extends the existing system with a 
conversational method and an explanation mechanism targeted at conversational CBR 
support. 

Limitations of the approach include the following two problems. The first is the 
method’s dependence on knowledge engineering. The knowledge base combining 
both specific cases and general domain knowledge is assumed to exist initially. The 
construction of this knowledge base puts a significant workload on the development 
team. However, recent developments in the areas of Knowledge Acquisition and 
Modeling, as well as Ontology Engineering, provide systematic methods that help 
reduce this problem [4] . We are also looking into machine learning methods, 
particularly Bayesian Networks, for solving parts of the problems involved [19] . 

The second is conflicting knowledge correction. We store the general domain 
knowledge in the knowledge base, which explicitly expresses the relations among 
concepts. However, the knowledge provided by users, including the initial problem 
description and later answers to discriminative questions, can conflict with this stored 
general domain knowledge. The problem can be reduced by incorporating an 
automatic mechanism to detect the knowledge conflicts in order to warn users to 
revise their new cases, or help knowledge base designers to update the predefined 
mistaken knowledge. 
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Abstract. Conversational Case-Based Reasoning (CCBR) provides a
mixed-initiative dialog for guiding users to refine their problem descrip-
tions incrementally through a question-answering sequence. Most CCBR
approaches assume that there is at most one discrete value on each fea-
ture. While a generalized case (GC), which has been proposed and used
in traditional CBR processes, has multiple values on some features. Mo-
tivated by the conversational software component retrieval application,
we focus on the problem of extending CCBR to support GCs in this pa-
per. This problem is tackled from two aspects: similarity measuring and
discriminative question ranking.

1 Introduction

The basic idea underlying case-based reasoning (CBR) [1, 2] is to reuse the solu-
tion to the previous most similar problem in helping solve the current problem.
In traditional CBR processes, users are assumed to be able to provide a well-
defined problem description, and based on such a description a CBR system
can find the most appropriate previous case (base case). But this assumption is
not always realistic. In some situations, users only have vague ideas about their
problems at the beginning of retrieval, and tend to describe them by surface
features.

Conversational Case-Based Reasoning (CCBR) [3] provides a mixed-initiative
dialog for guiding users to construct their problem descriptions incrementally
through a question-answering sequence. In CCBR, as illustrated in Fig. 1, a
user provides her initial problem description that is to be transformed as an
initial new case. The CCBR system uses the initial new case to retrieve the
first set of most similar cases, and identifies a group of informative features
from them to generate discriminative questions. Both the retrieved cases and
identified discriminative questions are ranked and shown to the user. The user
either finds out the base case to terminate the retrieval process or chooses a
question to answer. An updated new case is constructed through combining
the previous new case with the newly answered question. Subsequent rounds
of retrieving and question-answering will iterate until the user finds her desired

A. Gelbukh, A. de Albornoz, and H. Terashima (Eds.): MICAI 2005, LNAI 3789, pp. 544–553, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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Fig. 1. Conversational Case-Based Reasoning

base case or no discriminative questions are available. CCBR applications have
been successfully fielded, such as [3, 4, 5, 6].

Most of the works in CCBR assume that on each feature, there is either
missing value or one discrete value (so called point cases, PC). While a GC
[7] has multiple values on some features. In the CBR community, there are a
considerable amount of research works concerning GCs [8, 9, 10, 11]. While to our
knowledge, there are no published results about how to support GCs in CCBR.
In this paper, motivated by the software component retrieval application [6], we
extend CCBR process to support GCs.

The rest of this paper is organized as follows. In Section 2, we present the
software component retrieval application, in which both the component query
and stored software components are formalized as GCs; a formal model to rep-
resent GCs and a method to calculate the similarity between them are presented
in Section 3 and Section 4, respectively; in Section 5, we analyze the feasibilities
of applying the current question ranking methods in CCBR to support GCs;
related works are listed in Section 6, and we draw our conclusion in Section 7.

2 Motivation to Support Generalized Cases in CCBR

2.1 Software Component Retrieval Using Conversational CBR

Software component retrieval, which is concerned with how to locate and iden-
tify appropriate components to satisfy users’ requirements, is one of the major
problems associated with the software component reuse. With the emergence of
several component architecture standards, such as, CORBA, COM, and EJB,
software components interoperation becomes more easily. Therefore, component
reuse surpasses the limitation of a single software company, that is, instead of
getting components from an in-house component library, users search for desired
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components from component markets (web-based software component collec-
tions provided by vendors or third parties). Without the knowledge about how
the components are constructed and stored by others, it is very hard for users
to well define their component queries. In our research, we propose a conver-
sational software component retrieval approach using the CCBR technology, in
which each component takes the form of a stored case, and a component query,
as a new case, is constructed by the conversational process.

2.2 Representing Component and Query Using Generalized Cases

Comparing with the PCs used in traditional CCBR works, cases used to sup-
port component retrieval need to have multiple values on some features (GCs)
for both a new case and stored cases. The semantic for a stored case (a soft-
ware component) to have multiple values on one feature is that one software
component has the capability to function in several situations specified by the
multiple values on that feature. For instance, in the image processing domain, if
a software component has three values on one feature, ’input image type’: BMP,
JPEG and TIFF, it means that component has the ability to process all these
three different types of images. While the semantic for a new case to have mul-
tiple values on one feature is that a user demands all the requirements specified
by these values to be satisfied.

3 A Formal Generalized Case Representation Method

Generally, a case in CBR can be represented by a three-item vector
< PD, SD, O > [2]:

—PD (Problem Description): the state of the world at the time the case was
happening and, if appropriate, what problem needed to be solved at that time.

—SD (Solution Description): the stated or derived solution to the problem
specified in the problem description.

—O (Outcome): the resulting state of the world after the solution has been
carried out.

In our research, the PD part of a GC takes the form of a set of
< feature, value > pairs (fv pairs). Comparing with the fv pairs used for
the PD of a PC, those for a GC have the following characteristics:

— For a PC, there is at most one fv pair for each feature. On the contrary,
there may be multiple fv pairs for each feature in the PD part of a GC. Each fv
pair in a generalized new case presents a specific requirement of the user on this
feature, while that in the generalized stored case tells that the software compo-
nent presented by this case can support the function described by this fv pair.

— For a PC, the value in each fv pair takes the form of a single number
(numeric feature) or a string (nominal feature). On the contrary, the value in a
fv pair of a GC may be either a single value (a number or a string) or a numeric
interval. When the value takes the form of a numeric interval, it means, for a
generalized new case, all the values existing in the interval are the demanded
requirements by the user on this feature, and for a generalized stored case,
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the software component presented by this case can support all the functions or
function variables specified by the values contained in the numeric interval.

Since the goal of the CCBR process is to identify the most similar or appro-
priate stored case in the case base, we use the unique tag of each case as the SD
part and drop off the O information from the case description. In the software
component retrieval application, we use each component’s unique name as the
SD part of the corresponding case.

A new case in the CCBR process has only the PD part compared with a
stored case that has both the PD and SD parts.

As illustrated by Fig. 1, to complete a CCBR process, we need further defin-
ing the following two modules: case retrieve module, and question generation
and ranking module.

4 Supporting Generalized Case Retrieval Using a
Query-Biased Similarity Calculation Method

One important difference between CBR and CCBR lies on the content of the
new case. In CBR, including that supporting GCs, a new case is assumed to
be created completely in advance, and the case retrieval process is completed in
one shot of retrieval. While a new case in CCBR is incrementally constructed
by a sequence of question-answering processes, so it is incompletely or partially
specified during the middle-stage retrieval process. There are some features that
get values in stored cases, while have not be assigned values in a new case
in the middle stage of the conversational retrieval process. The similarities on
these features are the same, unmatched, to all the stored cases. In fact, if these
features are assigned values in the end, the similarities on these features should
benefit the final base case. So in order to avoid the negative influences of these
features on the similarity measurement in the middle stage of the conversational
retrieval, a query-biased similarity calculation method, which only takes the
features appearing in the new case (query) into account, is more suitable for
CCBR. The empirical efficiency of this method has been evaluated in [12]. The
semantics behind this method is that to which degree the partially specified new
case is satisfied by each stored case decides the possibility of that stored case to
be selected and shown to the user. In our research, we compute the similarity
by counting how many or to what degree the incomplete requirements specified
by the fv pairs in a new case are satisfied by the fv pairs in a stored case.

In our approach, the similarity measurement is defined using the concept of
distance. The greater the distance between a new case and a stored case, the
less the similarity between them is.

distance(n, c) =

√∑
fv∈FV S wfvdif2(fv, c)∑

fv∈FV S wfv
(1)

In addition, dif(fv, c) is a function used to compute the difference between
the new case and a stored case on the fv pair or to what degree this fv pair is
satisfied by the stored case, c, which is defined as follows:
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dif(fv, c) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 c has missing value on feature f
1 f is a nominal feature, and c has not the fv pair

in its PD
0 f is a nominal feature, and c has the fv pair in its PD
|v − near(f, v, c)| f is a normalized numeric feature, and v is

a single number
1 − ( len(cov(f,v,c))

len(v) ) f is a normalized numeric features, and v is
a interval value

(2)
where near(f, v, c) is a function to find out the nearest value of v in c on feature
f, cov(f, v, c) is a function to return the subintervals of v covered by the values
in c on feature f , and len() is a function to compute the length of its param-
eter (interval/intervals). For example, there are three fv pairs on a normalized
numeric feature f : (f, 0.1), (f, [0.2, 0.3]), and(f, [0.6, 0.8]) in a stored case c, and
two fv pairs in a new case n, (f, 0.55)and(f, [0.2, 0.7]). The differences for each
fv pair in n are calculated as follows:

dif((f, 0.55), c) = |0.55 − near(f, 0.55, c)| = |0.55 − 0.6| = 0.05

dif((f, [0.2, 0.7]), c) = 1 − ( len(cov(f,[0.2,0.7],c))
len([0.2,0.7]) ) = 1 − ( len({[0.2,0.3],[0.6,0.7]})

0.5 )
= 1 − (0.2

0.5 ) = 0.6
(3)

5 Selecting a Discriminative Question Ranking Metric

In our approach, the features that appear in the currently retrieved cases, but
have not been assigned values in the current new case, will be transferred as
discriminative questions. For example, in the currently retrieved cases, there is a
feature, ’input image dimension’, which is used to describe how many dimensions
the input images of the corresponding software component should have. This
feature has not been assigned values in the current new case, so a discriminative
question, ’how many dimensions do you want the input images of your desired
component to have?’

Before all identified discriminative questions are displayed to users, they are
ranked according to their capabilities of discriminating the stored cases from
each other if they are answered. In fact, CCBR research is currently to a large
extent focusing on the discriminative question selecting and ranking in order
to minimize the cognitive load on users to retrieve the base case. We review
the question ranking methods used in traditional CCBR and classify them into
four categories: information metric [5, 13, 14, 15, 16], occurrence frequency metric
[3, 17], importance weight metric [12], and feature selection strategies [18]. We
analyze, in the following subsections, the feasibilities of applying them in the
CCBR supporting GCs, and propose the necessary adjustments if they can not
be used directly.
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5.1 Information Metric

Information is a way of measuring the uncertainty of a user about which stored
case is the base case. When there is no clear requirement specified in the query
(new case), the uncertainty is highest. With more and more features get their
values in a new case, the uncertainty will reduce step by step. Normally, en-
tropy function is used to quantify the uncertainty, and information gain mea-
surement is used to measure which feature, if it is answered or assigned values,
can produce most information. In [16], the author further proved that if the
SD part of each case in a case base is unique (so called irreducible case base),
the information gain one feature may provide is calculated by the following
equation:

−
∑

i

pilogpi (4)

where p1, p2...pr are the propositions of this feature’s values in the counted stored
cases.

At first glance, it is impossible to apply the information metric-based feature
ranking method in the CCBR supporting GCs, since the information metric
requires each feature can at most have one single discrete value in a case. While
through the following three steps, the generalized case base can be transferred
to a state where the information metric can be applied:

—1. if there is a numeric interval value on one feature, we can use the sam-
pling method applying on the value field of that feature to generate a set of
sample numbers to represent the numeric interval.

—2. if there is a continuous-valued feature in the case base, Mitchell [19]
discussed the methods transferring a continuous-valued feature into a discrete-
valued feature through dynamically defining new discrete-valued features that
partition the continuous attribute value into a discrete set of intervals.

—3. if there are multiple discrete values on one feature in a case, we can
simply combine all these discrete values together to form a new value and add it
into the value set for this feature. This step may cause a problem of combination
explosion if the discrete values are combined randomly or irregularly. However,
in practical application domains, the values, combined together to form a new
value, normally have some semantic relations behind them. For instance, in the
image processing software component retrieval application, there is a feature
called ’the datatype of the input image’. On this feature, there are 12 discrete
features totally, such as, byte, word, Dword, signed char, short, long, signed
int, signed short, float, double, float complex, and double complex. While the
number of the combination values of these discrete values is only 5, such as
anyDataType, realDataType, integerDataType, unsignedIntegerDataType, and
complexDataType. This is because the software component producers always
provide the functions that are similar or related to each other, other than ran-
domly selecting them in order to improve a component’s function without in-
creasing too much cost.
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5.2 Occurrence Frequency Metric

In NaCoDAE (Navy Conversational Decision Aids Environment) [3], the identi-
fied discriminative questions are ranked according to their frequency appearing
in the PD part of the returned cases. The larger the number of the returned
cases in which one feature is assigned values, the higher ranking priority that
feature gets. In this metric, it is assumed that the cases are highly heterogeneous,
that is, the features appearing in one case may not appear in another case.

This metric will not deal with PCs or GCs differently, since it only count
whether there is assigned value/values on one feature in a case. Therefore, this
discriminative question ranking method can be directly applied in the CCBR
supporting GCs.

5.3 Importance Weight Metric

One problem in case-based reasoning is the curse of the dimensionality [19],
that is, not all the available features are relevant or equally important. Feature
weighting method can avoid this problem by assigning different features with
various importance weights according to their contributions, such as EACH [20]
and Relief [21]. The rational behind the importance weight-based feature rank-
ing method is that the most relevant or important features can provide more
information than other features to discriminate cases from one another.

If we can find out features’ importance weights, this metric can be used in
the CCBR supporting GCs. While the fact, there are multiple values on some
features in GCs, may cause difficulties in some weighting methods. For example,
Relief requires computing the difference between a new case and a stored case
on a particular feature as a whole. This problem can be solved by calculating
the average, maximal or minimal value of all the difference values of the fv pairs
sharing the same feature f , which are computed by Equation 2. Another point
we need pay attention to is that some weight learning methods, for instance
EACH and Relief, are supervised-learning process, that is, the cases in a case
base should be able to be classified into limited number of groups or categories
according to cases’ SDs. If the case base is irreducible [16], such as the software
component library (case base), these weighting methods are unsuitable.

5.4 Feature Selection Strategies Metric

From the perspective that whether the question ranking process can be ex-
plained, McSherry provided a new type of method, Strategist [18]. This method
provided four feature-selection strategies, CONFIRM, ELIMINATE,
VALIDATE, and OPPOSE, listed in order of priority. A feature supports the
CONFIRM strategy, if it has a value that occurs only in the target solution class
in the current returned cases, the ELIMINATE strategy if one of its values oc-
curs in the target solution class but not in the likeliest alternative solution class,
the VALIDATE strategy if one of its value is more likely in the target solution
class than in any others, and the OPPOSE strategy if one of its values is less
likely in the likeliest alternative solution class than in any others.
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If we follow the three steps listed in the information metric subsection to
transform the interval-valued features, continuous-valued, and multiple-valued
features into the single-discrete-valued features, this method can be applied to
the CCBR supporting GCs. In addition, this feature selection strategies metric
uses a supervised process, and can not be applied to the irreducible case base.

5.5 Choosing a Suitable Discriminative Question Ranking Metric

For the software component retrieval application, we choose the information
metric as the discriminative question ranking method. The rational behind our
decision is that the case base storing software components is irreducible, there-
fore, we drop the importance weight metric and the feature selection strategies
metric that incorporate supervised processes inside. In addition, the heteroge-
neous level of our case base is quite low, which makes it less efficient to choose
the occurrence frequency metric.

6 Related Research

Recently, there are several researches [7, 22, 23] on how to calculate the sim-
ilarity between GCs. The authors described a GC as a subspace in the case
space, constructed by the case’s features, instead of a point as in the traditional
CBR. They formulate the similarity calculation problem between two GCs as a
mathematical optimization problem. Comparing to their works, our method sup-
ports similarity measurement of GCs particularly for CCBR application. That
is, in CCBR a new case is partially specified and incomplete, so a query-biased
similarity calculation method is more suitable. In addition, we also tackle the
discriminative question ranking problem in the CCBR supporting GCs.

In [24], Gupta proposed a taxonomic conversational CBR approach to solve
the problems caused by the abstraction relations among feature values. In his
approach, for each feature, an independent subsumption taxonomy is created by
the case base designer in advance, and only the most specific fv pair in each
feature taxonomy is selected to describe a case. The similarity between one fv
pair in a new case and that in a stored case with the same f is calculated based
on their values’ relative positions in the taxonomy. The question generated from
a higher level feature value in one feature taxonomy is constrained to be asked
before those that come from the lower level feature values. If we consider that
a higher level feature value in the feature taxonomy may implicitly contain all
its lower-level feature values, this method is capable of supporting GCs in some
sense. While comparing with our method, his method is unable to support a
feature to have multiple values on the same abstraction level.

7 Conclusion

In this paper, we focus on the problem of supporting GCs in CCBR. This prob-
lem is tackled from two aspects: similarity measuring and discriminative question
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ranking. In similarity measuring, we adopt a query-biased similarity calculation
method, that is, to count how many or to what degree the requirements specified
by the fv pairs in a new case are satisfied by each stored cases. For discrimi-
native question ranking, we analyze the feasibilities of applying four types of
question ranking metrics, used in traditional CCBR, in the CCBR supporting
GCs. In addition, from the software component retrieval application, we discuss
the semantics of GCs, and exemplify how to choose a question ranking metric
according to the characteristics of the application.

Recently, how to improve CCBR using knowledge-intensive methods is get-
ting more and more attention [3, 17, 24, 25]. How to support GCs in knowledge-
intensive CCBR methods is our further research direction, for instance, the mul-
tiple values assign to a feature may have overlapping or conflicting semantic
relations.
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Abstract. Conversational Case-Based Reasoning (CCBR) provides a
mixed-initiative dialog for guiding users to refine their problem descrip-
tions incrementally through a question-answering sequence. In this pa-
per, we argue that the successful dialogs in CCBR can be captured and
learned in order to improve the efficiency of CCBR from the perspec-
tive of shortening the dialog length. A framework for dialog learning in
CCBR is proposed in the present paper, and an instance of this frame-
work is implemented and tested empirically in an attempt to evaluate
the learning effectiveness of the framework. The results show us that on
29 out of the 32 selected datasets, CCBR with the dialog learning mech-
anism uses fewer dialog sessions to retrieve the correct case than CCBR
without using dialog learning.

1 Introduction

Reusing the solution to the previous most similar problem in helping solve the
current problem is the basic idea underlying case-based reasoning (CBR) [1]. In
[2], the authors formalize the CBR cycle into four steps: RETRIEVE the most
similar previous case/cases to the current problem, REUSE the information or
knowledge to solve the current problem, REVISE the proposed solution and
RETAIN the problem solving experience likely to be useful in the future. The
latter step is the learning step.

In traditional CBR processes, users are assumed to be able to provide a well-
defined problem description, and based on such a description a CBR system
can find the most appropriate previous case. But this assumption is not always
realistic. In some situations, users only have vague ideas about their problems
when beginning to retrieve, and often describe them by surface features.

Conversational Case-Based Reasoning (CCBR) [3] provides a mixed-initiative
dialog for guiding a user to construct her problem description incrementally
through a question-answering sequence. CCBR research is currently to a large
extent focusing on discriminative question selection and ranking to minimize the
cognitive load on users to retrieve the case that best matches the problem [4]. For
example, selecting the most informative questions to ask [5–7], or using feature
inferencing to avoid asking users the questions that can be answered implicitly
using the current known information [8, 9].

Successful dialogs that have occurred in a CCBR system can be seen as
previous solutions to users’ case retrieval tasks and retained as cases. A new type
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of CBR is thereby introduced into the CCBR process to improve its efficiency.
To our knowledge, there are so far no published results on how to improve the
dialog efficiency in CCBR through this type of learning.

A framework for dialog learning in CCBR is presented in the next section,
followed by a description of an implementation of this framework. Following from
that, an experiment design for evaluating the efficiency of the dialog learning
method is described. Then the experimental results are described and discussed,
followed by our conclusion.

2 A Framework to Support Dialog Learning in CCBR

In CCBR, as illustrated in Fig. 1 (the upper part surrounded by the dashed
line), a user provides her initial problem description as an initial new case (tar-
get case). The CCBR system uses the initial new case to retrieve the first set of
most similar cases, and identifies a group of informative features to generate dis-
criminative questions. Both the retrieved cases and the identified discriminative
questions are ranked and shown to the user. The user either finds her desired
case, which will terminate the retrieval process, or chooses a question, which she
considers relevant to her task, and provides the answer. An updated new case is
constructed through combining the previous new case with the answered ques-
tion. Subsequent rounds of retrieving and question-answering will iterate until
the user finds her desired case or no discriminative questions are available.

In order to support dialog learning in CCBR, we introduce a special CBR
process, as illustrated in the lower part of Fig. 1, which includes a dialog case
base, a dialog case RETRIEVE module and a dialog case RETAIN module.
In addition, two other modules used in the standard CCBR process, question
generating and ranking, and case and question displaying, are updated to utilize
the most similar dialog case in the CCBR process. This utilization process can
be seen as the dialog case REUSE process. In order to avoid the conceptual
confusion between the conversational CBR process and the dialog learning CBR
process, the CBR process where the cases come from the application case base is
referred to as application CBR. The CBR where the cases come from the dialog
case base is referred to as dialog CBR. Also, correspondingly, the terms used in
the two CBR processes are distinguished by adding the adjective ’application’
or ’dialog’.

Generally, a case in CBR can be represented by the following three parts [1]:

– Problem description: the state of the world at the time of the case, and, if
appropriate, what problem needed to be solved at that time.

– Solution description: the stated or derived solution to the problem specified
in the problem description.

– Outcome: the resulting state of the world after the solution was carried out.

Dialog case base. For a dialog case, the problem description part contains the
information related to the dialog process: the initial constructed new case, the
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Fig. 1. A framework for the dialog learning enhanced CCBR

later incrementally selected questions, and their answers. The solution descrip-
tion of a dialog case refers to the case successfully retrieved from the application
case base. For all dialog cases, their outcomes are the same, that is, the user gets
the retrieved application case, and terminates the dialog.

Dialog case RETRIEVE. In CCBR, a new case, describing an application
problem, is incrementally constructed and used to retrieve a case from the appli-
cation case base. The same new case is also used to retrieve a case from the dialog
case base. In addition to the features used in application case retrieval, the sim-
ilarity assessment used in dialog case retrieval also takes the feature sequencing
information into account. The positions of various features in a dialog process
express the changes of users’ focus of attention, which influence the similarity
between the new case and a stored dialog case.

Dialog case REUSE. The retrieved most similar dialog case is considered to
be able to improve the efficiency of the current conversational application case
retrieval process in the following two ways:

The application case contained in the most similar dialog case is to be dis-
played to users for inspecting, that is, the case and question displaying module
in standard CCBR needs to be modified.

The features that appear in the most similar dialog case, but do not appear
in the current new case, will get improved ranking priority. That is, the question
generating and ranking module in standard CCBR can be influenced.

Dialog case RETAIN. With the conversational application case retrieval go-
ing on, more and more successful dialogs will take place, and if we add all of
them into the dialog case base as dialog cases, the dialog case base will grow
rapidly. A dialog case learning strategy is needed to maintain the dialog case
base during the run time to improve its capability without expanding too much.
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3 An Implemented Instance of the Dialog Learning
Enhanced CCBR Framework

In an attempt to evaluate whether our proposed framework can empirically
improve the efficiency of the CCBR process, we have implemented an instance
of this framework and evaluated it using a set of test datasets.

3.1 Underlying CCBR Process

We define an application case (ac) as

ac :< {fvw}, as >

Here, ac, {fvw}, and as express an application case, a set of three-item vectors
(< f, v, w >) used to express the problem description of the application case
ac, and the solution contained in case ac, respectively. In the present paper,
our only concern is how to identify the most similar case from the case base
(RETRIEVE), not the reuse of the case, so the outcome part of the case is
dropped. < f, v, w > is a vector that describes a feature in case ac, in which f
denotes the feature name, v the feature value, and w is the importance weight
for feature f .

A new case in the CCBR process has only the {fvw} part, while a stored
application case has both the {fvw} and as parts.

To complete a CCBR process, we further define the following two modules:
application case RETRIEVE, and question generating and ranking.

Application case RETRIEVE. In this experiment, we adopt a weighted k-
NN algorithm to complete the application case retrieval task, in which the first
k most similar cases are returned. The number k, typically 7, is used to control
the number of cases that will be shown to the user in each conversation session
in CCBR.

We use a global feature weighting method, similar to EACH [10], to get a set
of global weights, one for each feature appearing in the application case base.

The similarity measurement between a new case and a stored application
case is defined using the concept of distance. The greater the distance between
the new case and a stored application case, the lower the similarity between
them is.

distance(an, ac) =

√∑
f∈{f} wfdif2(anf , acf )∑

f∈{f} wf
(1)

where an, ac, {f} and wf denote an application new case, a stored application
case, a feature set only including features appearing in an and the importance
weight for a feature f , respectively. dif(anf , acf ) is a function used to compute
the difference between the new case and a stored application case on a feature
f , and is defined as follows:
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dif(anf , acf ) =



|anf − acf | f is numeric (normalized)
max{anf , 1− anf} f is numeric (normalized)

and acf is missing
0 f is nominal and anf = acf

1 f is nominal, and anf 6= acf

or acf is missing

(2)

In [11], the authors argue, supported by experimental evidence, that the
query-biased similarity calculation method (only taking the features appearing
in the query (new case) into account during similarity computation) is the one
most suitable for CCBR applications. The reason is that the new case in CCBR
is incomplete and partially specified, and the query-biased similarity method can
avoid the negative influence of the features that appear in the stored case but
have not been assigned values in the new case. Therefore, in Equation 1, {f}
takes the value of all the features appearing in the new case.

Question generating and ranking. In our implementation, the features that
appear in the application case base but have not been assigned a value in the
current new case will be transferred as discriminative questions. Discriminative
questions are ranked before being displayed to users. A weight-based question
ranking strategy is used in our approach. For example, assume that there are
three questions transferred from three features, A, B, and C with the weights
values, 0.1, 0.2, and 0.05, respectively (learned from the feature weighting pro-
cess). According to the weight-based question ranking strategy, their priority to
be shown to users will be ranked as B, A, and C. The basic idea underlying
this strategy is that the most relevant or important features can provide more
information than other features to discriminate one case from others.

So, after a user provides her initial problem description, a case retrieval pro-
cess will be executed, and the first returned k cases and the ranked discriminative
questions are shown. If she can find her desired case, the CCBR process is ter-
minated, otherwise, she will select and answer one question. An updated new
case is constructed through adding the answered feature into the previous new
case, and a new round of the RETRIEVE process starts. The retrieving, ques-
tioning, and answering cycle continues until the case is selected or no question
is available.

3.2 Dialog Learning Enhanced Process

According to the framework introduced above, our implemented dialog learning
process contains the following four parts:

Dialog case base. A dialog case (dc), in our approach, is defined as:
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dc :< {fvwp}, ds >

Here, dc, {fvwp}, and ds express a dialog case, a set of four-item vectors (<
f, v, w, p >) describing the problem description of the dialog case dc, and a
dialog solution referring to the retrieved application case following the dialog
process, respectively. < f, v, w, p > is a vector that describes a feature in the
dialog case dc, in which f denotes the feature name, v the feature value, w is
the importance weight for feature f , and p is an integer value that expresses the
appearance position of feature f in the dialog process.

A new case in the dialog learning enhanced CCBR is similar to that in
CCBR introduced in the above subsection, but in order to support the dialog
case retrieval, we add the feature position information into it. That is, the form
of a new case in the dialog learning enhanced CCBR is ’{fvwp}’, instead of
’{fvw}’.

Dialog case RETRIEVE. In our research we define the distance equation
between a dialog new case and a stored dialog case as follows:

distance(dn, dc) =√∑
f∈{f} wfposw(dnf , dcf )dif2(dnf , dcf )∑

f∈{f} wf

(3)

where dn, dc, {f}, and wf denote a dialog new case, a stored dialog case, a
selected feature set, and the importance weight for the feature f , respectively.

In Equation 3, wf and dif(dnf , dcf ) have the similar definition as in Equa-
tion 1. In addition, posw(dnf , dcf ) is a function used to compute the weight
concerning the appearance position of feature f in the dialog new case, dn, and
the stored dialog case, dc:

posw(dnf , dcf ) =
1
2
+

1
2
∗ (1− |p(dn, f)− p(dc, f)|

max(dialoglength(dn), dialoglength(dc))
)

(4)

where p(dn, f), p(dc, f), dialoglength(dn), and dialoglength(dc) denote the ap-
pearance position of feature f in the new case, dn, and that in the dialog case, dc,
and the dialog length of the new case and that of the dialog case. In addition, if
a dialog case, dc, has missing value on feature, f , we assign 1

2 to posw(dnf , dcf ).
The underlying idea behind this equation is that the more similar the appearing
positions of the feature in the new dialog case and the stored dialog case, the
more important the difference of this feature between these two cases is to the
similarity calculation.

Following the idea in [11], since we basically use the same new case to retrieve
in both application case base and dialog case base, it is reasonable to adopt the
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query-biased similarity calculation method in the dialog case retrieval process,
that is, {f} is assigned the same value as in Equation 1: all the features appearing
in the new case.

Based on Equation 3, a 1-NN algorithm is used to retrieve the most similar
dialog case.

Dialog case REUSE. In our implementation, the most similar dialog case is
used for two tasks: adjusting the displayed application cases and adjusting the
discriminative question ranking priorities in the current dialog session.

For the first task, if the application case acting as the solution in the most
similar dialog case is not included in the k most similar application cases, we use
it to replace the least similar application case in the k returned cases. Concerning
the second task, the following equation is used to adjust the weights of the
candidate questioning features that also appear in the most similar dialog case:

wf = wf+

(
1
2

+
1
2
∗ (1− p(dc, f))

dialoglength(dc)
))(1/|total feature set|) (5)

where |total feature set| is the number of the features that appear in the appli-
cation case base.

Through increasing the weights of those candidate features that also appear
in the retrieved most similar dialog case, those discriminative questions trans-
ferred from these features will be ranked with higher priority.

Dialog case RETAIN. If a successful conversational case retrieval takes place,
whether this new dialog process should be stored as a dialog case is decided by
the dialog case learning strategy. Our dialog learning strategy only stores the
most general dialog cases in the case base. The relation, more general than (À),
between two dialog cases is defined as:

< {fvwp}1, ds1 >À< {fvwp}2, ds2 > :
ds1 = ds2 and {fvwp}1 ⊆ {fvwp}2

(6)

4 Experiment Design

Our experiment is designed in an attempt to evaluate the effectiveness of the
dialog learning mechanism from the perspective of using fewer dialog sessions to
find the correct stored case. We use a leave-one-out cross validation (LOOCV)
method to simulate the human-computer dialog process; similar methods have
been successfully used by the CCBR community [8, 11].

LOOCV proceeds with a series of simulated dialogs, each dialog starting with
selecting a case from the application case base as the target case. The remain-
ing cases form the case base to be searched. The initial new case is constructed
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Table 1. Datasets description and experiment results

Dataset Total Feat Solut DLNL DLL Cases DLNL DLL Cases Ave
Cases -ures -ions C1 C1 C1 C2 C2 C2 Shorten

Anneal 898 38 5 22.56 21.69 822 22.54 18.52 530 10.86%
Anneal Original 898 38 6 4.59 4.62 623 4.55 3.76 228 8.30%

Audiology 226 69 24 28.69 27.57 171 27.55 22.70 131 10.59%
Autos 205 25 7 3.07 2.69 147 3.37 3.17 141 9.02%

Balance Scale 625 4 3 3.04 3.20 369 3.06 2.36 -39 9.08%
Breast Cancer 286 9 2 5.42 5.30 153 5.39 4.59 52 8.47%

Breast-W 699 9 2 5.58 5.56 421 5.61 5.10 160 4.74%
Credit Approval 690 15 2 8.49 8.47 507 8.53 5.93 104 15.42%
Credit German 1000 20 2 6.66 6.61 622 6.61 5.65 235 7.67%

Diabetes 768 8 2 5.27 5.39 532 5.37 3.35 114 17.90%
Glass 214 9 7 3.69 3.83 145 4.06 2.91 60 13.16%

Heart Statlog 270 13 2 5.74 5.54 189 5.85 5.47 139 5.07%
Heart-h 294 13 5 5.30 5.08 190 5.37 4.43 79 10.97%
Heart-c 303 13 5 5.73 5.76 215 5.85 5.20 139 5.43%

Hepatitis 155 19 2 7.59 7.82 119 7.69 6.77 79 4.49%
Horse Colic 368 22 2 4.77 4.84 220 4.86 3.61 20 12.25%

Horse Colic Original 368 27 2 7.73 7.56 203 7.79 6.01 53 12.58%
Hypothyroid 3772 29 4 17.91 17.23 2882 17.93 15.61 1116 8.38%
Ionosphere 351 34 2 5.48 5.38 310 5.46 5.22 296 3.02%

Iris 150 4 3 2.31 2.28 123 2.35 1.84 30 11.69%
Kr-vs-kp 3196 36 2 21.13 21.07 2778 21.12 18.62 1337 6.08%
Labor 57 16 2 2.90 2.90 42 2.76 2.98 27 -3.89%
Lymph 148 18 4 6.99 7.06 114 7.19 6.56 89 3.96%

Primary Tumor 339 17 8 6.46 6.31 97 6.01 5.51 73 5.25%
Segment 2310 19 7 5.69 5.71 2130 5.81 4.18 1297 14.05%

Sick 3772 29 2 18.05 17.36 2983 18.09 15.82 1062 8.19%
Sonar 208 60 2 5.82 6.18 182 5.66 5.33 179 -0.24%

Soybean 683 35 19 14.22 13.22 498 14.42 8.91 177 22.73%
Vehicle 846 18 4 6.23 6.40 594 6.11 4.39 383 12.46%
Vote 435 16 2 7.81 7.42 243 7.80 6.89 69 8.36%
Vowel 990 13 11 3.23 3.19 962 3.27 2.99 707 4.98%
Zoo 101 17 7 5.86 5.92 86 5.52 5.55 62 -0.81%

Average 8.25 8.10 614.75 8.24 6.87 285.28 8.44%

through selecting the predefined number of features from the target case. Based
on this initial new case, a retrieval process is carried out and the first k most
similar cases are returned. If the correct case is included in the returned applica-
tion case set, which means users find their desired case, the conversation process
is finished successfully. Otherwise, a new feature is selected from the target case
and added into the current new case, simulating a question-answering session
between a human subject and a computer. The updated new case is then used
to start a new round of retrieval. The retrieving, selecting, and adding cycle
continues until the correct case appears in the returned application case set or
there is no feature remaining to select in the target case.

There are two tasks we need to clarify in the above LOOCV process: the
feature selection strategy and the correct case determination.
Feature selection strategy. Feature selection strategy is used to decide which

feature should be selected from a set of candidate features and added into the
current new case to simulate the question-answering process. In our implemented
CCBR, features are ranked according to their weights. In LOOCV, we design a
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weight-biased random selection strategy to simulate the discriminative question
selecting and answering process. For instance, suppose there are three features,
A, B, and C in the candidate feature set with the weights values, 0.1, 0.2, and 0.3,
respectively. According to the weight-biased random feature selection strategy,
feature A, B, C will be selected with the possibilities 1

6 , 1
3 , and 1

2 , respectively.
Correct case determination. For each case in the application case base, its

correct case, or to be more specific: its correctly matching case, is defined as the
case returned by a weighted 1-NN algorithm and with the same solution value.
Therefore, not all the cases in the application case base can act as a target case
to simulate a dialog. If a case has a nearest neighbor with a different solution
value, it will be dropped from LOOCV.

According to whether or not the dialog learning mechanism is used, the
above LOOCV gets two variants. To each variant the above LOOCV cycle is
executed twice with the aim to inspect the continuous learning characteristics
of the dialog learning mechanism. For the LOOCV process without the dialog
learning mechanism, the execution contexts are exactly the same for both two
cycles. For that with the dialog learning mechanism, the only difference between
these two cycles lies in the dialog case base content. That is, for the first cycle,
the dialog case base is initially empty, while the dialog case base in the second
cycle starts with a set of dialog cases learned from the first cycle1.

We further identify the following hypothesis to test:
H1: the dialog learning mechanism is effective, that is, the CCBR system

with the dialog learning mechanism is able to find the correct case using fewer
dialog sessions than the one without dialog learning.

H2: the dialog learning mechanism is sustainable, that is, with the dialog
learning process going on and more dialog cases being stored in the dialog case
base, the performance of the dialog learning enhanced CCBR system keeps in-
creasing.

H3: the dialog case base is maintainable, that is, with the dialog learning
process going on, the dialog learning enhanced CCBR system retains fewer dialog
cases to save.

5 Experiment Environment, Datasets and Results

We implement the experiment inside the Weka framework [12], and test it using
the datasets provided by the Weka project, originally from the UCI repository
[13]. There are 36 datasets available, and we choose 32 from them. The dataset
selection criterion is quite simple, that is, the 4 datasets with the largest size are
dropped out because they need too much execution time.

All the numeric features in these datasets are normalized using the corre-
sponding filter provided in Weka3.4.3 according to the requirement of the dis-
tance calculation algorithm. The detailed information of the selected datasets is
1 The random feature selection process (weight-biased) leads to different questioning

sequences in two LOOCV cycles for each simulated target case. To some extent this
compensates for the problem of the test set being biased by the training set.
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illustrated in the left part of Table 1, in which the first 4 columns denote respec-
tively: the name of each dataset (Dataset), the number of the cases (TotalCases),
the total number of the features excluding the solution feature (Features), and
the number of categories or solutions (Solutions).

The experiment results are listed in the right part of Table 1, in which the
columns: DLNLC1, DLLC1, CasesC1, and NLDLC2, DLLC2, and CasesC2 de-
note the average dialog length without the dialog learning mechanism, the av-
erage dialog length with the dialog learning mechanism, and the number of the
dialog cases obtained in the dialog case base in the first cycle and in the second
cycle of LOOCV for each dataset.

To clearly show whether the dialog learning process really improves the di-
alog efficiency, we add one column into Table 1, AveShorten, to illustrate the
percentage of the reduced dialog sessions in CCBR using the dialog learning
mechanism for each dataset. And the last row gives the average values of the
result parameters for all the 32 datasets.

Out of 32 datasets, there are 29 datasets in which CCBR enhanced by the
dialog learning mechanism uses fewer dialog sessions to find the correct case
than that without the dialog learning process (average using 8.44% fewer dialog
sessions). Comparing the average results of the first LOOCV cycle with those of
the second one, we can see that CCBR without the dialog learning mechanism
uses almost the same dialog lengths in both the first and the second LOOCV
cycle (8.25≈8.24), while CCBR with the dialog learning process uses fewer dialog
sessions to find the correct case in the second LOOCV cycles than in the first
cycle (6.87<8.10), and the stored dialog cases in the second cycle are also fewer
than in the first cycle (285.28<614.75).

To show how significant the experiment results support the hypothesis iden-
tified in last section, we carry out the hypothesis testing (one-tailed t-test with
two related samples). The average values of column ’DLNLC1’ and column
’DLNLC2’, and that of column ’DLLC1’ and column ’DLNLC2’ for each dataset
are calculated and taken as the hypothesis testing parameter for H1; The values
in column ’DLLC2’ and column ’DLLC1’ are selected as the testing parame-
ter for H2; And for H3, the values in column ’CasesC2’ and column ’CasesC1’
are used as the testing parameter. With the degree of freedom of 31 and the
significance level of 0.01, we find out the critical value as 2.457. For the three
hypotheses listed above, we get the t values as 5.23, 5.80, and 3.81, respectively.
Since all the calculated t values are larger than the critical value, we reject all
the null hypotheses and accept the three original hypotheses.

6 Conclusion

In this paper, we propose a dialog learning framework in CCBR, implement it,
and evaluate it based on 32 datasets. The evaluation results give us significant
evidence to support our hypotheses, that is, the dialog learning mechanism is
effective and sustainable, and the dialog case base is maintainable.
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Our conclusion is drawn based on the two cycles of LOOCV. A long term
real human-subject based experiment would give us more solid evidence to our
hypotheses. In addition, though the dialog learning enhanced CCBR stores fewer
dialog cases in the second evaluation cycle than in the first, the size of the dialog
case base is comparable to or even larger than the application case base, which
demands a considerable memory space and CPU time to retrieve inside. We are
now focusing on designing a better dialog learning strategy to retain fewer dialog
cases without reducing the system efficiency significantly.

In a practical CCBR application, whether this dialog learning mechanism
should be adopted depends on the tradeoff between the dialog efficiency im-
provement and the resource cost (both CPU time and memory space). In ad-
dition, if a knowledge-intensive question selection method [9] is used, in which
discriminative questions are ranked also based on the semantic relations among
them, more research is needed on how to combine the semantic question ranking
with the question ranking priority adjustment in dialog case REUSE.
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Abstract. One difficulty in software component retrieval comes from
users’ incapability to well define their queries. In this paper, we propose
a conversational component retrieval model (CCRM) to alleviate this
difficulty. CCRM uses a knowledge-intensive conversational case-based
reasoning method to help users to construct their queries incrementally
through a mixed-initiative question-answering process. In this model,
general domain knowledge is captured and utilized in helping tackle the
following five tasks: feature inferencing, semantic similarity calculation,
integrated question ranking, consistent question clustering and coherent
question sequencing. This model is implemented, and evaluated in an
image processing component retrieval application. The evaluation result
gives us positive support.

1 Introduction

Component retrieval, how to locate and identify appropriate components for
current software development, is one of the major problems in component reuse
[1]. This problem becomes more critical with the emergence of several compo-
nent architecture standards, such as, CORBA, COM, DCE, and EJB. These
standards make software components inter-operate more easily. Therefore com-
ponent reuse surpasses the limitation of a single software company. Instead of
getting components from an in-house component library, users search for desired
components from component markets [2] (web-based software component collec-
tions provided by vendors or third parties), which separate component users and
component developers from each other. In addition, a large and rapidly increas-
ing number of reusable components put more strict demands on the retrieval
efficiency [3].

Several methods have been put forward to address the component retrieval
problem [4], such as the free-text-based retrieval method, the pre-enumerated
vocabulary method, the signature matching method, the behavior-based retrieval
method, and the faceted selection method. Most of them assume that users
can define their component queries clearly and accurately, and get their desired
components based on such well defined queries. However, before users know the
components available for them to choose, they often lack clear ideas about what
they need, and usually can not define their queries accurately. In addition, the
huge number of available components prevents users from knowing all of them.

M. Ali and R. Dapoigny (Eds.): IEA/AIE 2006, LNAI 4031, pp. 554–563, 2006.
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One promising solution to this problem can be that we invite an expert (or
construct an intelligent system) who knows the characteristics of all the compo-
nents. If one user needs a component, she can consult this expert. The expert
extracts the requirement information from the user through conversation, and
suggests appropriate components for her. Conversational case-based reasoning
can be used to construct such an intelligent component retrieval system.

Case-Based Reasoning (CBR) is a problem solving method [5]. The main idea
underlying CBR is that when facing a new problem, we search in our memory
to find the most similar previous problem, and reuse the old solution to help
solve the current problem. Conversational case-based reasoning (CCBR) [6] is
an interactive form of CBR. It is proposed to deal with problems where users can
not pose well defined queries (new cases) or where constructing well-defined new
cases are expensive. CCBR uses a mixed-initiative dialog to guide users to facili-
tate the case retrieval process through a question-answering sequence. CCBR has
been probed in several application domains, for instance, in the troubleshoot-
ing domain [7, 8], in the products and services selection [9, 10], and recently in
workflow management [11].

In our research, we apply the CCBR method to software component retrieval,
and propose a conversational component retrieval model (CCRM), where each
component is described as a stored case, and a component query is formatted
as a new case [4]. This CCRM model can help users construct their compo-
nent queries incrementally through a dialog process, and find the appropriate
components for them. In this paper, we identify six tasks in the component
retrieval application, and extend the CCBR method to satisfy these identified
tasks through incorporating general domain knowledge.

The rest of this paper is organized as follows. In Section 2, we present the
framework of CCRM; in Section 3, comparing with the traditional CCBR pro-
cess, a set of tasks are further identified in the software component retrieval ap-
plication; in Section 4, we describe the design of CCRM focusing on how to solve
the identified tasks; in Section 5, an implementation of CCRM is described and
evaluated in an image processing software component retrieval application; at the
end, related research is described and compared with our method in Section 6.

2 CCRM Overview

As illustrated in Fig. 1, the conversational component retrieval model (CCRM)
includes six parts: a knowledge base, a query generating module, a similarity
calculation module, a question generating and ranking module, a component
displaying module, and a question displaying module.

The knowledge base stores both component-specific knowledge (cases) and
general domain knowledge. After a user provides her initial requirement specifi-
cation (arrow A), the query generating module uses it to construct a component
query. Given a query, the similarity calculation module calculates the similarities
between the query and each stored component, and returns a set of components
whose similarities surpass a threshold (the threshold is pre-defined and can be
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Fig. 1. The architecture of conversational component retrieval model (CCRM)

adjusted following the execution). In the question generating and ranking mod-
ule, discriminative questions are identified from the returned components and
ranked. The component displaying module displays the returned components,
ordered by their similarities, to the user (arrow B). The question displaying
module displays the ranked questions (arrow C). If the user finds her desired
component in the displayed components, she can select it and terminate the re-
trieval process. Otherwise, she chooses a question, and provides the answer to
the system (arrow D). Then the query generating module combines the previous
query and the newly gained answer to construct a new query, and a new round
of retrieving and question-answering is started until the user finds her desired
component (success) or there are no questions left for her to choose (fail).

3 Requirements for Conversational CBR to Support
Software Component Retrieval

3.1 Supporting Component Retrieval Using Generalized Cases

Most of the applications in CCBR assume that on each feature, there is either
missing value or one discrete value (so called point cases, PC). However, for the
cases used in CCRM (either a new case or a stored case), it is necessary to have
multiple values on some features. The semantic for a stored case with multiple
values for one feature is that the corresponding component has the capability to
function in several situations, specified by multiple values for that feature. The
multiple values on one feature in a new case means the user demands all the
requirements specified by these values to be satisfied. The cases that can have
multiple values on some features are named generalized cases (GC) [12]. In [13],
we discussed how to support GCs in conversational CBR in a knowledge-poor
context. In this paper, we will show how the GCs can be represented and utilized
in a knowledge-intensive context.

To our knowledge, most of the applied CCBR methods are, to a large extent,
knowledge-poor, that is, they only take the syntactical information or statisti-
cal metrics into account. The potential that general domain knowledge has for
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playing a positive role in the conversation process is little explored. In our re-
search, we identify the following five tasks in CCRM, for which general domain
knowledge is able to help controlling and improving the conversation process.

3.2 Feature Inferencing

In CCBR, the features that appear in the returned cases but not in the new
case are selected and transformed into discriminative questions. However, if one
feature can be inferred from the current features of a new case, this feature
should be added to the new case automatically, instead of repeatedly inquiring
it from the user. Users are likely not to trust a communicating partner who asks
for information that is easy to infer, and the conversation efficiency will also
be decreased by asking such ”repeating” questions. Feature inferencing [14] is
designed to extend a new case by adding the features that can be inferred by
the current new case description.

3.3 Knowledge-Intensive Similarity Calculation

Selecting components based on their semantic similarities to user’s query rather
than syntactical similarities only is an active research topic [3, 15]. However, ex-
isting research concerned this topic mainly use domain knowledge to refine user’s
query before the searching process. In our research, besides the query refinement
process (feature inferencing), we are using abductive inference [16] to exploit the
general domain knowledge during the similarity calculation process. The similar-
ity calculation process is divided into two steps: in the first step, similarities are
calculated syntactically based on how high percentage of features specified in the
query are matched by those in a component. In the second step, the abductive
inference mechanism is adopted to exploit the general domain knowledge to con-
struct the possible explanation paths trying to bridge the unmatched features [17].

3.4 Integrated Question Ranking

In CCBR, a main research topic is how to select the most discriminative ques-
tions and prompt them in a natural way to alleviate users’ cognitive load. The
feature inferencing process removes the questions that can be answered implic-
itly. Before the remaining questions are displayed to users, they need to be ranked
intentionally. Currently, most of the question ranking metrics are knowledge-
poor, for example, information metric, occurrence frequency metric, importance
weight metric, and feature selection strategies [13]. The general domain knowl-
edge, particularly the semantic relations between questions, can also be used to
rank the discriminative questions. For example, if the answer to question B can
be inferred from that of question A, or the answer to question A is easier or
cheaper to obtain than that to question B, question A should be prompted to
users before question B. In CCRM, an integrated question ranking method is
designed, which uses not only the superficial statistical metrics of questions, but
also the semantic relations among them.
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Even though an integrated question ranking module outputs a set of sorted
questions, their screen arrangement and questioning sequence should not be
decided by such a sorted order alone. The main reason lies in that people always
hope to inspect or answer questions in a natural way. They would prefer to see
a set of questions, connected by some semantic relations, grouped together, and
answered in an uninterrupted sequence. These requirements are captured by the
following two tasks:

3.5 Consistent Question Clustering

The arrangement of questions on the screen should be consistent, that is, the
questions with some semantic relations among them should be grouped and dis-
played together. For example, the questions having dependency relations among
them should be grouped and displayed together. The order of the questions in
each group should be decided intentionally.

3.6 Coherent Question Sequencing

The questions asked in the sequential question-answering cycles should be as
related as possible, that is, the semantic contents of two sequential questions
should avoid unnecessarily switching. For example, if in the previous question-
answering cycle a more general question in an abstraction taxonomy is asked,
the downward more specific question should be asked in the succeeding cycle
rather than inserting other non-related questions between them.

4 CCRM Design

4.1 Knowledge Representation Model

In CCRM, knowledge is represented on two levels. The first is the object-level,
in which both general domain knowledge and case-specific knowledge are repre-
sented within a single representation framework. The second is the meta-level,
which is used to organize the semantic relations to complete the knowledge-
intensive tasks identified above.

Object-Level Knowledge Model. A frame-based knowledge representation
model, which is a part of the CREEK system [17], is adopted in CCRM. In this
representation model, both case-specific knowledge and general domain knowl-
edge are captured as a network of concepts and relations. Each concept and rela-
tion is represented as a frame in a frame-based representation language. A frame
consists of a set of relationships, representing connections with other concepts or
non-concept values, e.g. numbers. A relationship is described using an ordered
triple < Cf , T, Cv >, in which Cf is the concept described by this relationship,
Cv is another concept acting as the value of this relationship (value concept),
and T designates the relation type. Viewed as a semantic network, a concept
corresponds to a node and a relation corresponds to a link between two nodes.
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Both a new case and stored cases are represented as concepts, and the fea-
tures inside a case are represented as relationships starting from the concept
representing this case. In CCRM, it is permitted for one case concept to have
more than one of the same type of relationships in order to support general-
ized cases. The semantic relations among concepts are also represented using
relationships, which can be used to support knowledge-intensive reasoning, for
example, feature inferencing and semantic question ranking.

Meta-Level Knowledge Model. To organize general domain knowledge (se-
mantic relations) to complete the knowledge-intensive tasks, we design a meta-
level knowledge model. In this model, the semantic relations are defined as the
subclasses of the meta-level relations, each of which corresponds to a knowledge-
intensive task. So we only need to define the properties and operations once on
a super-class meta-level relation, all its subclass semantic relations can inherit
these properties and operations automatically. The separation of this meta-level
representation model from the object-level model makes CCRM easy to be ex-
tended through introducing new semantic relations as the subclasses of some
meta-level relations, and easy to be transplanted between different component
retrieval application domains.

4.2 Explanation-Boosted Reasoning Process

An explanation-boosted reasoning process [14] is adopted in CCRM to com-
plete the five knowledge-intensive tasks. This process can be divided into three
steps: ACTIVATE, EXPLAIN and FOCUS. These three steps, which constitute
a general process model, were initially described for knowledge-intensive CBR
[17]. Here this model is instantiated for the identified five knowledge-intensive
CCBR tasks. ACTIVATE determines what knowledge (including case-specific
knowledge and general domain knowledge) is involved in one particular task,
EXPLAIN builds up explanation paths to explore possible knowledge-intensive
solutions for that task, and FOCUS evaluates the generated explanation paths
and identify the best one/ones for that particular task.

5 Implementation and Evaluation

5.1 CCRM Implementation

We have implemented CCRM within the TrollCreek system [17]. TrollCreek is
a knowledge-intensive case-based reasoner with a graphical knowledge model
editor, where the knowledge-intensive similarity calculation has been realized.
Our implementation adds the conversational process into the retrieval phase, and
extends it to support generalized cases and complete the other four knowledge-
intensive tasks.

In this implementation, a conversational retrieval process contains one or sev-
eral conversation sessions. As illustrated in Fig. 2, in the computer interface there
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Fig. 2. The conversational retrieval process implemented in TrollCreek

are three window panes to move between within each session. The ”Extended-
Query” pane is used to display the original query and the extended query, and
show the detailed explanation about how a feature is inferred from the original
features. Based on the extended query, the similarity calculation module retrieves
a set of components, and displays them in the ”RetrieveResult” pane. In this pane
a user can inspect the explanations about how the similarity is computed between
each retrieved component and the extended query. If the user is not satisfied with
the retrieved components, she can go to the ”Dialogue” pane, where the discrimi-
native questions are ranked using the integrated question ranking process, and ad-
justed by the consistent question clustering and the coherent question sequencing
processes. After the user selects a discriminative question and submits the answer,
a new conversation session is started based on a constructed new query through
combining the provided answer with the previous query.

5.2 Evaluation

We choose image processing software component retrieval, particularly the com-
ponents in the DynamicImager system [4], as the evaluation application.
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DynamicImager is a visualization and image processing development environ-
ment, in which different image processing components can be combined in var-
ious ways. Currently, the components in the system are categorized according
to their functions, and users select each component by exploring through the
category structure manually.

A knowledge base is constructed by combining the image processing domain
knowledge and 118 image processing components extracted from DynamicIm-
ager. In this knowledge base, there are 1170 concepts, 104 features and 913
semantic relationships.

For the evaluation of CCRM, we choose a relatively weak evaluation method,
so called direct expert evaluation [18]. We invited two experts from the image
processing domain and two experts from the software engineering domain to test
our system. Given a set of image processing tasks, these domain experts were
asked to retrieve image processing components using both a one-shot CBR-
based retrieval method and the multiple shots knowledge-intensive CCBR based
method (CCRM). After that, they were required to fill in a form to describe
their subjective evaluation of the implemented system. The resulting analysis of
the collected feedback forms shows us that:

– Based on the same initial new case, the CCRM method can achieve more
useful results;

– The reasoning transparency provided by the explanation mechanisms in
CCRM improves users’ confidence in the retrieved results;

– The feature inferencing, consistent question clustering and coherent ques-
tion sequencing mechanisms provide users’ with a natural question-answering
process, which helps to alleviate their cognitive loads in retrieving compo-
nents interactively;

– The straight-forward question-answering query construction process is able
to reduce users’ cognitive load to guess the query, and help users with limited
domain knowledge to retrieve the suitable components.

6 Related Research and Conclusion

Software is used to solve practical problems, and software components are ex-
isting solutions to previous problems, so component reuse can be described as
”trying to use the solutions to previous similar problems to help solving the cur-
rent problem”. Therefore, it is very natural to use the CBR method to support
component reuse. Various types of CBR methods have been explored and found
useful for component reuse.

Object Reuse Assistant (ORA) [19] is a hybrid framework that uses CBR to
locate appropriate components in an object-oriented software library (small-talk
component library). In this framework, both small-talk classes and small-talk
methods take the form of stored cases. The concepts in small-talk, for instance,
c-class, c-method and c-data-spec, and their instantiated objects are connected
together as a conceptual hierarchy. Though the conceptual hierarchy can be
seen as a representation method combining case-specific knowledge and general
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knowledge, the retrieval process is knowledge-poor (a new case is compared with
stored cases based on how many attributes two cases have in common).

IBROW [20] is an automated software configuration project. Users’ tasks
(queries) can be decomposed into sub-tasks by matched task decomposers, and
sub-tasks can be decomposed further. Tasks or subtasks can finally be solved
by matched software components. Both task decomposers and components are
referred to as PSMs (problem solving methods). CBR is used at two levels in
IBROW. The high level is called constructive adaptation. In this level, PSMs take
the form of cases, which are represented using feature terms, and a knowledge-
poor matching method (term subsumption) is adopted when searching the pos-
sibly applied PSMs. At the low level, CBR is used as a heuristic algorithm
to realize the best-first searching strategy. Previously solved configurations are
stored as cases, and represented as feature terms. In an intermediate stage of a
configuration task, for each possible further configuration, C, the PSM, through
applying which C is produced, is considered. The stored configurations in which
the same PSM appears as a part are identified, and the similarities between
each of these configurations and the semi-finished configuration C are calculated.
The most similar configuration is selected, and its similarity value is taken as
the heuristic value for this PSM to be applied. As the ORA system, IBROW
uses a knowledge-poor retrieval process and only supports tentative and manual
interactions between users and the system.

Comparing with these two CBR-based component retrieval systems, CCRM
has two advantages: providing a conversational process helping users to construct
their component queries incrementally and find out their desired component
at the same time; providing integrated knowledge-intensive solutions to identi-
fied knowledge-intensive tasks: feature inferencing, knowledge-intensive similar-
ity calculation, integrated question ranking, consistent question clustering and
coherent question sequencing.

A limitation of our method is its dependence on knowledge engineering. The
knowledge base combining both component specific knowledge and general do-
main knowledge is assumed to exist initially. The construction of this knowledge
base puts a significant workload on the knowledge engineering process.

Our future work focuses on integrating this CCRM into the DynamicImager
system to help users constructing their queries and finding out their desired com-
ponents through a conversation process instead of manually searching through
the categories.
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Abstract. The complexity and high construction cost of case bases
make it very difficult, if not impossible, to evaluate a CBR system, es-
pecially a knowledge-intensive CBR system, using statistical evaluation
methods on many case bases. In this paper, we propose an evaluation
strategy, which uses both many simple case bases and a few complex
case bases to evaluate a CBR system, and show how this strategy may
satisfy different evaluation goals. The identified evaluation goals are clas-
sified into two categories: domain-independent and domain-dependent.
For the evaluation goals in the first category, we apply the statistical
evaluation method using many simple case bases (for example, UCI data
sets); for evaluation goals in the second category, we apply different,
relatively weak, evaluation methods on a few complex domain-specific
case bases. We apply this combined evaluation strategy to evaluate our
knowledge-intensive conversational CBR method as a case study.

1 Introduction

As summarized in [1], AI research is an empirical process: selecting a task incor-
porating intelligence features, building a system exhibiting these features, and
evaluating the system in different task environments. After an intelligent system
is constructed, it is necessary to evaluate whether it does what we expect it to do
and how good its performances is. Cohen and Howe [2] extend the importance of
evaluation from assessing the performance to guiding the different AI research
phases.

Evaluation methods for intelligent systems include statistical evaluation (in-
ductive evaluation), theoretical analysis, ablation evaluation, tuning evaluation,
limitation evaluation, direct expert evaluation and characteristic analysis [3,4,5].
The ideal evaluation method among them is statistical evaluation; that is, to
execute the constructed system in different task environments in order to inves-
tigate its performance in different application contexts. This method is difficult
to apply, in general, to case-based reasoning (CBR) [6,7] because of the typ-
ical complexity of CBR applications. The complexity comes from two aspects
[8]: the CBR system itself is complex, and the task domain where it operates
is also typically complex and ill-structured. The complexity of the application
domain makes it difficult and expensive to construct a case base, especially for

T.R. Roth-Berghofer et al. (Eds.): ECCBR 2006, LNAI 4106, pp. 121–135, 2006.
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knowledge-intensive CBR systems [9] that demand a significant knowledge en-
gineering effort. Because of the complexity and heterogeneity of CBR systems,
transplanting a case base from one CBR system to another also needs consid-
erable adaptation work. Therefore, it is very hard to construct or transplant a
number of complex case bases to use in a statistical evaluation. For these rea-
sons, the evaluation of a CBR system is, to a large extent, based on one or a few
case bases, which can only provide limited evidence.

Aha [10] provides a method to generalize the evaluation result of an AI system,
which is based on one (or a few) data sets. In this method, a set of dimensions are
identified to describe the original data set, and a data set generator is created
to produce many artificial data sets with predefined values on the identified
dimensions. The target system is executed on the artificial data sets, and its
performances are recorded. The relations between differences of the system per-
formance and changes of the dimension values are studied, and a set of rules
are generated to describe the conditions under which the performance differ-
ences hold. Applying this method into CBR researches needs substantial efforts
since it is difficult to artificially construct a set of complex case bases with the
predefined dimension values.

When we look into the details of the evaluation process for CBR research, we
find that there are usually multiple evaluation goals. For instance, this includes
the efficiency of the similarity calculation method, the validity of the adapta-
tion method, the problem solving efficiency on the target application domain,
the usability or human friendliness, and the individual contributions of various
system components. Further, different evaluation goals are related to different
application scopes. Some goals are domain-dependent; that is, they need to be
evaluated on the target specific application domain, for example to determine
whether the general domain knowledge can improve, for instance, the similar-
ity matching using a knowledge-intensive method [11], or make an explanation
to the user more understandable [12]. Other goals are domain-independent, for
instance whether the sustained learning process in CBR can improve problem
solving capability. For the domain-independent goals, we can evaluate them on
either complex case bases or simple case bases. There are plenty of such simple
case bases, for instance, the data sets available at the UCI repository [13], and
there are many examples of research contributions evaluated by this data sets
within CBR community [14,15,16,17].

We propose an evaluation strategy for CBR research aiming to assess these two
types of evaluation goals (domain-dependent and domain-independent) based on
different data sources and using different evaluation methods. For the domain-
independent evaluation goals, we use the statistical evaluation over many simple
data sets, while domain-dependent goals are evaluated on one or a limited num-
ber of complex case bases using multiple weak evaluation methods. That is, this
strategy combines a statistical evaluation method with many simple case bases,
and alternatively combines limited number of complex case bases with multiple
weak evaluation methods. This evaluation strategy can provide solid evidence
for both the domain-independent goals and the domain-dependent goals. For
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the domain-independent goals, the evaluation power comes from the statistical
justification. For the domain-dependent goals, the solidity comes from whether
all the multiple weak evaluation methods can output positive outcomes.

As part of our current research, we have designed and implemented a knowled-
ge-intensive conversational case-based reasoning (KI-CCBR) system which can
capture and utilize general domain knowledge to support an efficient and natural
conversation process to complete the case retrieval task. In this paper, we use
our proposed evaluation strategy to evaluate this KI-CCBR method as a case
study.

In the next section, we give a short introduction to the evaluation methods we
have used. In Section 3, we briefly introduce our KI-CCBR method and identify
the relevant evaluation goals. In Section 4, we report how we use 36 UCI data sets
to show that the two domain-independent evaluation goals, lazy dialog learning
and query-biased similarity calculation, can improve conversation efficiency of
CCBR in general. We also evaluate the KI-CCBR method on a case base of
image processing software components, within a system designed to support
component reuse in software design. Three different evaluation methods are used:
a characteristic analysis is used to see whether the system meets the requirements
of a conversational diagnosis system; a direct domain expert assessment is used
in order to see whether the KI-CCBR method can provide a natural conversation
process; and a simulated ablation study is adopted to evaluate whether KI-CCBR
can improve the conversation efficiency and how much each knowledge-intensive
module contributes to the total improvement. We conclude in Section 6.

2 Introduction to the Evaluation Methods

The purpose of an evaluation process is to assess a system, with reference to
some selected baseline, to see whether the performance of the system is accepted
or improved. In this section, we introduce the evaluation methods used in our
study.

2.1 Statistical Evaluation (Inductive Evaluation)

The basic statistical evaluation process is one in which we define one or more
performance measures, execute both the new system and the baseline system
on many different data sets, and calculate the percentage of the data sets on
which the new system gives better performance, or test statistical significance
in relation to predefined hypotheses. Statistical evaluation is a proper method
to support the claim of generality of a system’s benefits or advantages. This
method is a strong evaluation method and is frequently used in many scientific
disciplines such as psychology or biology. Cohen [4] gives detailed information
about how to apply this evaluation method for AI research.

2.2 Characteristic Analysis

For a certain type of intelligent system, what characterizes it are usually dis-
cussed and gradually agreed upon by researchers in that field. Analyzing whether
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and to what degree a system can support the relevant characteristics is one ap-
proach to evaluate the system with respect to its possible performance. For
example, if a CBR system support all the four ’RE-’ phases [6], we may claim
that this system is a full-cycle CBR system.

2.3 Direct Expert Evaluation

When a test system can produce more acceptable solutions than we can possibly
generate beforehand as a baseline [3], or the evaluation measures involve human
common sense or psychology aspects, one method is to invite domain experts
to use the system and report back their subjective assessments. This is a weak
evaluation method because of experts’ overly generosity and their unrepresenta-
tiveness of typical users. One way to balance this shortcoming is to select experts
using different criteria, or experts from different related domains.

2.4 Ablation (Lesion, Substitution) Evaluation

Ablation evaluation [2,8] is a method for analyzing the contributions of different
modules of a system to the total performance improvement. In this type of
evaluation, one or more modules are de-activated, removed or replaced by other
comparable modules to observe changes on system performance. This method
was used to evaluate the PROTOS system [18] and the SIROCCO system [19].
One difficulty in applying this evaluation method is that it is not always feasible
to remove or de-active particular modules in a system because of the inter-
dependence among modules.

3 Knowledge-Intensive Conversational Case-Based
Reasoning

3.1 Research Overview

Conversational case-based reasoning (CCBR) [20] is a special type of CBR, which
emphasizes the difficulty to appropriately describe a new problem, i.e. to define
a new case. CCBR alleviates it through providing a mixed-initiative interactive
process to guide users to incrementally construct a new case description that is
sufficient to complete the case retrieval task.

In CCBR, an initial new case (only one or few features) is specified and
used to retrieve a set of most similar cases from the case base. A group of dis-
criminative questions are identified based on the returned cases (transformed
by the features that have values in the returned cases but not in the current
new case), and ranked according to their capabilities to discriminate the stored
cases. Both the returned cases, sorted according to their similarity values, and
the ranked questions are displayed to the user. The user either finds a satis-
factory stored case, which then terminates the case retrieval phase, or chooses
a question to answer. The newly gained answer and the current new case are
combined together to construct an updated new case. A new round of retrieval
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and question-answering is started, and this continues until the user finds a sat-
isfactory stored case or there are no discriminative questions left for the user to
choose.

A major research concern in CCBR is how to select the most discriminative
questions [14,21] and ask them in a natural way [20,22,5] to alleviate users’ cog-
nitive load demanded in the conversation process. Most of the methods used
to select questions now are knowledge-poor (KP); that is, only statistical met-
rics are used. In our research, we study the possibility of using general domain
knowledge in the conversation process [23]. We identify the following four tasks
for which general domain knowledge can be used to improve the conversation
process:

– Feature Inferencing: The features that can be inferred from the current
new case description should be added into the new case description, instead
of posting users questions.

– Knowledge-Intensive Question Ranking: The semantic relations among
discriminative questions should be taken into account during question rank-
ing. For instance, if one answer of question A, Aa, can be inferred out by one
answer of question B, Ba, question B should be asked before question A.

– Consistent Question Clustering: The questions that are connected by
some semantic relations, for example, a causal relation or subclass relation,
should be grouped and displayed together, so that users can inspect them
together and select which one to answer first.

– Coherent Question Sequencing: If a question from a higher level node
in a taxonomic structure is asked in the current question answering cycle,
the question one level lower should be asked in the next cycle, instead of
inserting other unrelated questions between them.

We classify similarity calculation methods in CBR into three categories, ac-
cording to the scope of the features that are taken into account during similarity
calculation:

– Query-Biased Similarity Methods: Only the features appearing in the
current new case (query) are taken into account during similarity calculation.

– Case-Biased Similarity Methods: Only the features appearing in the
current stored case are considered during similarity calculation.

– Equally-Biased Similarity Methods: All the features appearing in both
the current new case and the current stored case are taken into account
during similarity calculation.

We emphasize the special characteristic of the new case, partially specified,
in CCBR. If the features which have not yet been assigned values in the new
case, are considered in the similarity calculation, the similarity method will be
biased to those cases with fewer such features, instead of to those that most
satisfy the current new case (users’ attention focus). So in order to avoid the
negative influence of these features, we argue that the query-biased similarity
calculation method is more suitable for CCBR than the case-biased or equally-
biased similarity calculation methods [24].
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In addition, we introduce a lazy dialog learner into CCBR [25], which is ca-
pable of capturing and storing previous successful conversational case retrieval
processes and reusing them in the later conversational case retrieval tasks.

The implemented KI-CCBR method has been recently tested in an image
processing software component retrieval application [26].

3.2 Identified Evaluation Goals

As discussed in Section 1, the evaluation goals of this KI-CCBR method are clas-
sified into two categories. The first category contains the evaluation goals that
are valid for CCBR research in general; that is, domain-independent: whether
the query-biased similarity calculation method and the lazy dialog learner can
improve the efficiency of CCBR. The second category includes the evaluation
goals that rely on a specific application domain, the image processing compo-
nent retrieval application. This includes whether the KI-CCBR method meets
the requirements of a conversational diagnosis system, whether the KI-CCBR
method can provide users with a natural question answering process, whether the
KI-CCBR method can achieve higher efficiency compared to the knowledge-poor
CCBR method, and how the different knowledge-intensive modules contribute
to the total achievement.

In Section 4 and Section 5, we will report how we choose different evaluation
methods and test case bases for the identified evaluation goals.

4 Statistical Evaluation on UCI Data Sets

In an attempt to evaluate whether the query-biased similarity calculation method
and the lazy dialog learner can improve the efficiency of CCBR in general,
we choose the statistical evaluation method to see whether these methods can
achieve higher efficiency than their competitors on multiple simple case bases.

In order to evaluate which similarity calculation method (query-biased, case-
biased, or equally-biased) is more suitable for CCBR, we implement three variants
of CCBR within Weka [27], each of which uses a particular similarity calculation
method. In order to evaluate whether the dialog learning mechanism can improve
the conversation efficiency, we implement two more variants of CCBR also within
Weka, one of them using our dialog learning mechanism and the other not. We
summarize the statistical evaluation to these two topics in this paper, and more
detailed information can be found in our earlier studies [24,25].

The simple case bases we test are 36 classification data sets1 provided by
Weka, originally from the UCI repository [13]. Some of these case bases have
been used to test conversational CBR methods in [14,16,17]. Aha, McSherry
and Yang [28] argued that the typical case bases in CCBR applications are ir-
reducible and heterogeneous. From our perspective, it is not necessary for case
bases in CCBR to have these characteristics. For instance, in one typical CCBR
1 For the evaluation of the lazy dialog learner, we drop off the 4 biggest case bases

simply because they need too much execution time.
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application domain, fault diagnosis, it is natural for two types of faults to share
the same solution, which means the case base is reducible. Heterogeneity is only
the characteristic of one type of case bases in CCBR, which is the necessary
condition to apply the occurrence-frequency metric [20] in discriminative ques-
tion selection. However, the entropy based question selection methods, which are
adopted by more CCBR researches [29,21,30], require all the cases having the
same structure (homogeneous).

The human-computer conversation process is simulated using leave-one-out
cross validation (LOOCV). LOOCV is an extreme variant of K-fold cross val-
idation, which splits the entire n cases in one case base into n subsets, each
containing only one case. In each evaluation cycle of LOOCV, the test case, q,
is taken as a description of a new problem, referred to as the target case. Be-
fore the retrieval starts, a part of the problem description of q, a subset of the
< feature, value > pairs (10%), is taken out to construct an initial new case.
This initial new case is used for retrieval from the test case base containing the
remaining cases in the original case base. If the base case, with respect to the
target case, is returned as the most similar case, or is in the returned most similar
case group, the retrieval process is terminated successfully. Otherwise, the ques-
tion generating and ranking module will output a set of sorted discriminative
questions. A predefined question selection strategy is used to select a question
from the discriminative question list, for example selecting the first question.
The < feature, value > pair corresponding to the selected question is chosen
from the target case q and added into the current new case to form an updated
new case. Based on the updated new case, a new round of retrieval is started.
The retrieval, question selection and answering process will continue until the
successful condition or failed condition (there are no < feature, value > pairs
left to choose) is met.

The average session number of the conversations simulated by the total set of
cases in one case base is taken as the main criterion to assess the performance
of a CCBR method on that case base [20,14].

The successful termination condition of LOOCV is that the base case appears
in the first returned case group (k cases). If the query biased similarity method
is used, especially in the beginning phase of the retrieval process, the number,
m, of the cases that exactly match the partially-specified new case (and are thus
equally similar) may be larger than k. In this situation, the simulated process
randomly returns k out of them. This setting may be arbitrary. Ferguson and
Bridge [31] suggest a method to abandon exact similarities in favor of prefer-
ence relations between cases. In our case, the successful termination condition is
acceptable since the final statistical result is computed from multiple cases and
case bases using the same successful condition.

For the evaluation of the similarity calculation methods, in 31 out of total
36 case bases, the CCBR using query-biased similarity method gets better per-
formance than the other two methods (case-biased and equally-biased similarity
methods). For the assessment of the lazy dialog learner, in 29 out of total 32
case bases, the CCBR process with the lazy learner gets better performance
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than that without the learner. In this experiment, we execute the LOOCV two
rounds with the aim to evaluate the ability of the lazy learner to learn in a
long term. The results show that the lazy dialog learner is sustainable and the
dialog case base is maintainable; that is, with the dialog learning going on, the
dialog learner achieves better performance and the lazy learner requires fewer
dialog cases to be stored in the dialog case base. For all the above comparisons,
we have carried out the significance tests on the tested case bases (t-test with
the significance level 0.01), and the results give us supportive evidence (all the
observed differences in performance are significant).

5 Evaluating the KI-CCBR Method on an Image
Processing Software Component Retrieval Application

We have implemented our KI-CCBR within the CREEK system [26]2. We choose
image processing software component retrieval, exemplified by retrieving compo-
nents from the DynamicImager system [32], as the evaluation domain to assess
the domain-dependent evaluation goals. DynamicImager is an image processing
development and visualization environment, in which different image process-
ing components can be combined in various ways. Currently, the components in
the system are categorized according to their functions, and users select each
component by exploring the category structure manually. A knowledge base has
been constructed through combining image processing domain knowledge with
118 image processing components extracted from DynamicImager. In this knowl-
edge base, there are 1170 concepts, 104 features and 913 semantic relationships,
using approximately 20 relation types (e.g. has subclass, has part, causes).

As illustrated in Fig. 1, a conversational retrieval process contains one or sev-
eral conversation sessions, and for each session, there are three window panes to
move between in the computer interface. The ExtendedQuery pane is used to show
how a new case is extended through feature inferencing, and to display a detailed
explanation of why a new feature is added into the case. Based on the extended
new case, a set of stored cases are retrieved and displayed in the RetrieveResult
pane. In this pane the user can inspect the explanations about how the similar-
ity values are computed. If a user is not satisfied with the retrieved cases, she
can go to the Dialogue pane, where the discriminative questions are ranked us-
ing both the knowledge-intensive question ranking method and statistical met-
rics, and adjusted by the consistent question clustering and coherent question
sequencing processes. After the user selects a discriminative question and submits
her answer, a new conversation session is started based on the updated new case
by combining the newly gained answer with the previous new case.

5.1 Characteristic Analysis as a Sequential Diagnosis System

The CCBR process is basically a sequential diagnosis process: as more and more
problem features (evidence) are identified and added into the new case, the sys-
tem can identify the correct diagnosis (the base case) with more confidence.
2 The dialog learning mechanism is not implemented in our KI-CCBR.
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Fig. 1. The conversational case retrieval process in our KI-CCBR

McSherry [5] identifies seven desirable features (or characteristics) of an intelli-
gent sequential diagnosis system. Our implemented system supports all of these
characteristics.

– Mixed-Initiative Dialogue: Users, particularly professional users, are un-
likely to accept a conversation partner (or intelligent system) who keeps
asking a lot of questions. Instead, users prefer playing a positive role in the
conversation, i.e. to control the conversation or to volunteer data at any
stage of the conversation. Permitting users to select a question to answer
from a list is a form of mixed-initiative dialogue which is supported by most
CCBR applications. In addition, our method allows users to cancel or mod-
ify their answered questions (go to the specific session window and remove
or reselect the answered entities). Furthermore, our method clusters related
questions together, so that users can inspect the questions with different
difficulty levels, and select one to answer according to their expertise levels.
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– Feedback on the Impact of Reported Evidence: It is unacceptable
if users get no feedback from an expert (or intelligent system) after they
provide more evidence. In our method, after the user answers a question,
or modifies the initial new case or previous answered questions, the case
retrieval process and the question ranking, sequencing, clustering processes
will run immediately. The returned cases and discriminative questions will
be based on the updated evidence.

– Relevant Dialogue: The questions asked by an intelligent partner should
be relevant to the context of the problem provided by the user. We assume
that only the features appearing in the most similar cases are relevant. There-
fore, our method generates discriminative questions based only on the most
similar cases, instead of all the cases in the case base.

– Consistent Dialogue: The questions that can be answered implicitly by
the current partially specified new case should not be prompted again. Oth-
erwise, the conversation efficiency is reduced, and users are unlikely to trust
a conversation partner that repeats previously implicitly answered questions.
Furthermore, if a user provides an answer to a question that is not consistent
with that inferred from the current new case, the content of the new case
is not consistent any more. The feature inferencing process in our method
guarantees that this type of dialog inconsistency will not occur, by ensuring
that these types of questions will not be asked.

– Explanation of Reasoning: In order to improve users’ confidence in the
results of an intelligent system, it is important to provide an explanation
of how results are derived [33,34,5,12]. Our KI-CCBR method provides the
following explanations: why a new feature is added into the current new case
description through feature inferencing, why two different feature values are
partially matched through knowledge-intensive case matching [11], why a
question is ranked with highest priority in the coherent question sequencing,
and why two questions are grouped and displayed together through consis-
tent question clustering.

– Tolerance of Missing Data: Missing data stem from two aspects. First,
the cases in the case base may contain missing features. Our system’s par-
tial matching process can tolerate this type of missing data. We adopt the
occurrence-frequency metric [20] as the knowledge-poor question ranking
method, which basically takes the advantage of the presence of missing fea-
tures. In addition, our explanation-driven reasoning process [23] exploits
general domain knowledge, which may itself be incomplete. Another source
of missing data is the user’s incapability to answer every question due to the
unavailability of some observations, the user’s lack of expertise, or need for
an expensive test to obtain the answer. Our method tolerates this type of
missing data through permitting the user to choose candidate questions to
answer, instead of forcing her to answer them in a fixed sequence.

– Sensitivity Analysis: The uncertainty that is inherent in the dialogue
process, as well as the possible uncertainty in the user’s answers to questions,
means that support for sensitivity analysis is essential. Our method sup-
ports sensitivity analysis through allowing users to modify previously speci-
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fied features (answered questions) and re-execute the retrieval and question-
answering process in order to inspect the possible influences of the updated
information.

5.2 Domain Expert Evaluation of the Psychological Goals

Evaluation Goals of KI-CCBR related to psychology include the user’s cognitive
load, the ’natural’ question-answering process, and the user’s confidence in the
final results. We adopt a relatively simple or weak evaluation method, a so-called
direct expert evaluation [2], for these evaluation goals.

We invited two experts from the software engineering domain, and two experts
from the image processing domain, to test our system. Given a set of image
processing tasks, these domain experts were asked to retrieve image processing
components using both a one-shot CBR-based retrieval method and the multiple
shots KI-CCBR method. After doing so, they were required to fill in a form to
describe their subjective evaluation of the implemented system3. The resulting
analysis of the collected feedback forms suggests that:

– Based on the same initial new case, the KI-CCBR method can achieve more
useful results;

– The reasoning transparency provided by the explanation mechanisms in KI-
CCBR improves user confidence in the retrieved results;

– The feature inferencing, consistent question clustering and coherent ques-
tion sequencing mechanisms provide users with a natural question-answering
process, which helps to alleviate their cognitive loads in retrieving compo-
nents interactively;

– The straightforward question-answering query construction process helps to
reduce users’ cognitive load in constructing queries, thus enabling users with
limited domain knowledge to retrieve suitable components.

5.3 Ablation Evaluation Using Leave-One-In Cross Validation

In order to show that the KI-CCBR method does improve the conversation effi-
ciency by reducing the length of conversation sessions compared to knowledge-
poor CCBR, we execute another cross validation on the image processing com-
ponent retrieval application. Unlike the LOOCV we introduced in Session 4, we
adopt leave-one-in cross validation (LOICV) to simulate the human-computer
conversation. The difference between them is that, in LOOCV, the test case
(target case) is taken away from the case base during the case retrieval process,
while in LOICV, the test case is kept in the case base, and acted as the base
case for the simulated retrieval process4. The LOICV has been successfully used
in the CCBR community [20,22].
3 The hypotheses list and the feedback form can be found at

http://www.idi.ntnu.no/∼mingyang/research/CCRM Evaluation.pdf
4 The query-biased similarity method ensures that the test case is always included in

the case group with highest similarity value, so the successful termination condition
in LOICV, unlike that in LOOCV, is that the case group with the highest similarity
value only contains the test case itself.
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The reason why we switch from LOOCV to LOICV lies in that:

– In the UCI case bases we use in LOOCV, many of the cases in a case base
have the same solutions, so we can evaluate variant CCBR applications in a
classification context. In this context, we can choose a case, which shares the
same solution as the target case, as the base case of the target case. That
is, it is possible to execute a simulated CCBR retrieval with the target case
out of the case base.

– In the image processing software component case base, each software com-
ponent has a unique solution (i.e., the software component itself). McSherry
[21] refers to a case base with this property as an irreducible case base. The
component retrieval problem is basically an identification problem rather
than a classification problem. It is impossible to carry out a simulated CCBR
retrieval with the target case being removed from an irreducible case base,
as its unique solution is no longer represented in the case base.

Fig. 2. Relative contribution of each KI-CCBR module to overall improvement in con-
versation efficiency

In our KI-CCBR method, if we disable the four knowledge-intensive mod-
ules, Feature Inferencing, Knowledge-Intensive Question Ranking, Consistent
Question Clustering, and Coherent Question Sequencing, the system becomes a
knowledge-poor CCBR system (use only the statistical metric (occurrence fre-
quency) to rank questions). Instead of enabling all these four modules at the
same time, we enable them in a sequence of Feature Inferencing, Knowledge-
Intensive Question Ranking, and Coherent Question Sequencing5, respectively.
With the above module enabling sequence, the average conversation session num-
bers needed to find the base case are 3.70, 3.64, 3.56, and 3.12, respectively, the
latter with all modules enabled. That is, our knowledge-intensive CCBR method
improves the efficiency by using 16% fewer conversation sessions (questions) to
find the base case compared with the knowledge-poor CCBR method. Fig. 2
shows us that the relative improvements from Feature Inferencing, Knowledge-
Intensive Question Ranking, and Coherent Question Sequencing are 10%, 14%,
5 In the simulated question-answering process, only the question with the highest

priority is selected to be answered, so the enabling status of the consistent question
clustering module has no influence on the evaluation results.
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and 76%, respectively. The underlying reason why the coherent question se-
quencing module has such a major impact is that it guides users to answer the
discriminative questions using a sequence ranging from general to specific and
insisting on one description aspect instead of allowing a jump from one aspect
to another which may be unrelated. However, the degree to which each mod-
ule contributes to overall performance may depend on the different application
domains and the contents of the knowledge bases.

6 Conclusion

In this paper, we note the difficulty of evaluating CBR systems using multiple
case bases, and propose an evaluation strategy to use different data sources
to assess different evaluation goals of a CBR system. First, all the evaluation
goals are divided into two categories: domain-independent goals and domain-
dependent goals. For domain-independent goals, we can choose many simple
case bases and a statistical evaluation method for testing. For domain-dependent
goals, we can choose one or a few target domain case bases and use multiple
weak evaluation methods for testing. This evaluation strategy is applied to a
knowledge-intensive conversational CBR method as a case study. The results of
our case study indicate that such a combination of evaluation methods and test
data sources can provide more solid evaluation results than is possible with a
single evaluation method.
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Appendix A

Domain Expert Evaluation
Hypotheses

• Hypothesis 1: The TrollCCRM system gives more appropriate result.

Rationality: The query used by the one-shot CBR-based method is
guessed by users and may be less over-specified, under-specified or ill-
specified. On the contrary, the query in TrollCCRM is constructed in-
crementally by answering the user understandable questions (the valid al-
ternative answers for each question are also displayed for users to select in
an easily understandable way), which can help finding out the appropriate
component as soon as possible, and as good as possible.

• Hypothesis 2: Users’ cognitive load demanded in guessing the component
query is alleviated.

Rationality: Being not clear about their component requirements and
not knowing what component available for them to choose, users suffer
a lot of cognitive difficulties to ’guess’ their component queries. On the
contrary, TrollCCRM alleviates this difficulty through moving their focus
from guessing the component requirements to selecting alternative answers
to prompted discriminative questions.

• Hypothesis 3: The feature inferencing module, the question clustering
module and the question sequencing module help alleviate users’ cognitive
load to inspect and answer questions.

Rationality: The feature inferencing module removes the questions that
can be answered implicitly, which prevents users’ wasting their energy to
answer the unnecessary questions. The question clustering module groups
questions according to their semantic relations and displays them together,
and the question sequencing module asks users the semantic related ques-
tions in an uninterrupted way. These two modules can prevent users’ focus
jumping too much among semantic topics.
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• Hypothesis 4: The explanations about how the component features are
extended, how the query is matched to each returned component, why a
question is given higher priority to be asked by the question sequencing
module and why a question is clustered together with another question by
the question clustering module give users more confidence in the system
results.

Rationality: Explanation mechanisms about the system inside reasoning
process provide users the reasoning transparency instead of a black box,
which clarifies users’ possible doubts about system’s executing process and
improves their confidence in the results.

• Hypothesis 5: TrollCCRM helps improving the retrieval results for users
with limited domain knowledge.

Rationality: Instead of the systematic domain knowledge, users only need
to understand the meaning of each question and their alternative answers,
which alleviates the knowledge learning load for the users with limited
domain knowledge to get good component retrieval results.



Appendix B

Domain Expert Evaluation
Feedback Form

• Question 1: Which type of retrieval process can give you more appropriate
components?

A. One-shot CBR-based method.

B. Conversational CCBR-based method.

C. No difference.

Comments:

• Question 2: Does TrollCCRM reduce your cognitive load in constructing
your component requirements?

A. Reduce a lot.

B. Not so much.

C. Not at all.

Comments:

• Question 3: Can the feature inferencing, the question clustering, and
the question sequencing modules help providing you a natural question-
answering environment, and therefore alleviate your cognitive load?

A. Help a lot.

B. Help a little bit.

C. Not at all.

Comments:



188 Domain Expert Evaluation Feedback Form

• Question 4: Do the explanation mechanisms about the feature inferenc-
ing, the knowledge-intensive case matching, the question sequencing and
clustering help improving your confidence in the results?

A. Help a lot.

B. Help a little bit.

C. Not at all.

Comments:

• Question 5: Is TrollCCRM able to help improving the retrieval results
for users with limited domain knowledge?

A. Help a lot.

B. Help a little bit.

C. Not at all.

Comments:
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