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Abstract

In order to efficiently manage the large amounts of video data stored in a digital
video archive, computerized management systems must be developed for storing
and making the video available to users. In this thesis, we study tertiary storage
technologies and storage architectures for storing and retrieving digital video in
video archives.

We evaluate serpentine tape as a storage medium for digital video. In or-
der to increase the performance of storage systems using serpentine tape, we
present and evaluate a detailed access-time model for serpentine tape and a novel
scheduling algorithm for optimizing concurrent accesses to the tape. The schedul-
ing algorithm is used for evaluating serpentine tape for storing images and video
sequences. The main conclusion is that by using the access-time model and the
proposed scheduling algorithm, it is possible to achieve significant improvements
in initial latency, average access time, and the number of requests that can be
served by a single tape drive.

Tertiary storage technologies including magnetic tape and DVD are evaluated
for use in digital video archives. The evaluation is performed using a simula-
tor of the storage system of a video archive. The simulation model is based on
the architecture of the Elvira II video archive server. Different configurations for
the storage system are evaluated with regards to performance and cost. In the
evaluation different allocation strategies, access distributions, and user loads are
studied. The effect of using a cache based on magnetic disks is investigated.

The main conclusion is that the choice of architecture and storage technology
for a video archive depends on the user generated load, the size of the requested
video sequences, and the access distribution for the stored videos. It also depends
on whether throughput, response time, storage cost, or cost per retrieved video is
the main evaluation criterion. Furthermore, we show that a video archive based
on DVD as the main storage technology outperforms a video archive using mag-
netic tape, and that including a relatively small disk cache in most cases improves
the performance and reduces the total cost of the archive.

The ideas and results presented in this thesis are also useful outside the video
archive context. The strategies and results are beneficial for applications that re-
quire hierarchical storage management systems for managing large data volumes.
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Chapter 1

Introduction

It is already possible by ingenious optical contrivances to throw stereoscopic photographs
of people on screens in full view of an audience. Add the talking phonograph to counterfeit
their voices, and it would be difficult to carry the illusion of real presence much further.

The December 22, 1877, issue of Scientific American reporting
of Thomas Alva Edison’s tin foil phonograph.

When William Kennedy-Laurie Dickson in 1889 showed the first moving images
synchronized with recorded sound using the kinetophonegraph it was an important
point in the history of equipment for producing and replaying film. The quality
of the “film” produced by the kinetophonegraph was poor compared to the film
quality we expect today. The kinetophonegraph was only able to show tiny flick-
ering images with barely synchronized sound. Since then, the technical quality
of film has been greatly improved. Today, we have film and video that both in
image and sound quality are close to fulfill the illusion of real presence predicted in
the December 1877 edition of Scientific American.

From the first black and white motion picture productions till today’s high
quality digital HDTV productions, much research and great inventions have been
done within multiple research areas. During the first hundred years after Dickson
played his first film, the main research was on improving the technology used for
capturing and storing the light and sound waves on a medium in order to be able
to replay it as a film. The research has involved scientists from many different
areas. Physics, chemistry, and material technology have all played an impor-
tant role in improving the technical quality of the film medium. Twenty years
ago, computer systems had become powerful enough to handle the amount of
data motion picture requires. Since then, digital video has become an important
research area for mathematicians and computer scientists. Within computer sci-
ence, the research involves multiple disciplines, ranging from low-level coding
techniques for digital video to technologies for storage and delivery of digital
video and systems capable of interpreting the content of the video.



2 Introduction

Today, millions of hours of film and video are stored in different kinds of
archives around the world, and the amount of film and video is growing every
day. A lot of important documentation about our modern history exists in form
of film and video. To avoid losing valuable information, it is important to have
systems that take care of these films and videos, and make them easily available
for the users.

Most of the film and video is still stored on a variety of analog formats. The
main problem with the media used for storing the analog film and video is that as
time goes by, they will be subject to wear and tear. This results in a degradation
of the quality of the film or video. Making copies of the film or video, introduces
even more noise in both the images and the audio. By converting the analog film
or video to a digital format, it is possible to make new copies that are identical to
the original. In this way, the film and video can be preserved without degradation
and loss of quality.

A major advantage of having the film and video on a digital format is related
to easy access for the end-user. By developing systems that stores and manages
the digital film and video, the end-user no longer needs to get a physical copy of
the film or video in order to watch it. The digital video can be delivered directly
to the user’s computer or television screen, with a higher quality than could have
been achieved if the video was delivered using an analog medium.

Due to these important advantages of digital video, much of the analog film
and video will be converted to digital video formats and new films and videos
will be created using digital formats. The amount of digital film and video will
increase rapidly, leading to large amounts of digital data that have to be managed.
In this thesis, we address some of these challenges and present the results from
our work on storage systems that can manage the huge amount of data that will
be stored in digital film and video archives.

In this chapter, we give an introduction to the work that is presented in this
thesis. The first section introduces the main challenges within management of
large amounts of digital video. The following sections provide an overview of
the work and the main contributions of this thesis. The research methodology
used to perform the work is presented, and in the final section we outline the
structure of the rest of the thesis.

1.1 Managing Large Amounts of Digital Video

Computer technology plays an important role in storing and making information
available for users. Technologies for computerized management of numeric and
textual data have been available for many years. For instance, database man-
agement systems have been available from the 1960s allowing simple data to be
integrated and shared in safe and productive ways. Compared to simple data
like numbers and text, video is a very complex data type. For computer systems
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to manage video, they must be extended to handle the video data type and the
large data volume. They must also support delivery and playback of the video.
In order to manage large amounts of digital video, it is paramount to develop
systems that provide safe storage, promote sharing and ensure the integrity and
consistency of the video data.

Video data contains both media data, which is the digitized version of the im-
ages and the audio, and meta-data that describes properties about the video. Meta-
data may include everything from physical descriptions of the video like frame
rate and storage location to high level features like composition and name of per-
sons that are present in the film. To better support management of video data,
computer systems that handle the media and meta-data as an integrated data type
must be made available. Systems that support storage of meta-data have been
available for years, but due to the high storage and processing requirements, film
and video have mostly been recorded, edited, and stored using analog formats.
With the increased performance of processors, storage systems, and networks, it
has become possible to process and store video in a digital format.

In this thesis, we study some of the challenges of computerized management
of large amounts of digital video. The focus is on storage of digital video in video
archives. The remainder of this section gives a short presentation of digital video
archives and an overview of the main challenges we have addressed.

Digital Video Archives

A digital video archive is a computer system that is responsible for management
of digital video and video meta-data. In addition to provide safe storage for the
videos, the system should support searching and browsing the meta-data and
playback of the videos. The most obvious group of organizations that will have
a video archive is broadcasting corporations and film and video producers. Also
other organizations like hospitals storing ultrasound scans and oil companies
storing seismic scans of an oil field might have video archives.

The Norwegian Broadcasting Corporation has a very large television archive
containing approximately 250,000 hours of film and video documents on more
than 200,000 tapes (2002). This archive consists of television programs from a pe-
riod of almost 40 years. The film and video are recorded using about ten different
storage technologies, both analog and digital tapes. None of these tape media are
under direct control of a computer system. A database stores meta-data about the
television programs with references to the corresponding tapes. The meta-data
can be searched and used for identifying the tape where a particular program is
stored, but to get access to the program, a manual operation must be performed
by one of the employees at the television archive. By digitizing the film and video
and place it under control of a computer based video archive system, the video
could be made much more accessible to all the employees of the organization.

The premier advantage of converting to a digital video archive is the much
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better and more practical access to the video in the archive. A user can access the
video archive from her own workstation, even if she is working in a remote office.
With the video on analog format, she had to request a physical copy of the video
being sent to her. Thus, going digital can reduce the access time for the user from
days to minutes or seconds. Integrating the video archive system with meta-data
and data about the content of the videos makes it easier to find and retrieve the
relevant video sequences. An additional benefit is the safer and more reliable
storage. Videos do not get worn out when played back, and the storage system
can automatically monitor the quality of the storage media at given intervals and
if necessary make a new copy of the video data, without loss of image or audio
quality. Due to the higher storage density of digital storage media compared to
analog tape and the higher degree of automation a computer based system can of-
fer, a digital video archive should require less space and less human intervention
than a traditional video archive.

Storage and Delivery of Digital Film and Video

Within the area of management of digital video, a major challenge is how to de-
sign and implement storage systems that are capable of storing and delivering the
large amounts of data that is required for applications like digital video archives.
In this thesis we study technologies and architectures for use in storage systems
for digital video. The two challenges we address in this thesis are related to:

1. Storage of digital film and video.

Compared to other data types, digital video requires large amounts of data
storage. A two hour film digitized at high quality may require more than
one terabyte of storage. By the use of compression technologies, it is possi-
ble to reduce the data volume by a factor of 10 to 100. Still, the compressed
version of the film will require more than ten gigabytes of data storage.
These large data volumes make it costly to store large amounts of digital
video, and although current trends show that the cost of data storage is
rapidly decreasing, for a large scale video archive the storage cost will rep-
resent a large fraction of the total cost of the archive.

2. Retrieval of digital film and video.

Compared to retrieving numeric and textual data types, delivering film and
video to an end-user imposes extra challenges on the storage system. High
quality digital video may have a compressed bit rate of 20 Mbit/s (ATSC,
2001b). Playback of digital film and video requires high bandwidth both for
the storage system and the network.

What makes this even more challenging, is that the storage systems managing
large amounts of digital video, must be able to handle both the high bandwidth
required for retrieving the video and the large amounts of storage required for
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storing the video. This combination makes it much more complex to design and
implement storage systems. To reduce the cost of storing large amounts of video,
the price of the storage system is important. Unfortunately, the storage technol-
ogy with the lowest price normally also has the lowest bandwidth. To retrieve
video, the storage system must have a high bandwidth. To get the necessary
bandwidth, more expensive storage devices might be needed. Thus, to get the
optimal configuration of the storage system, the storage requirement and the
bandwidth requirement can not be handled independently. In addition to re-
quirements regarding the cost of the storage system, different applications have
different requirements for throughput and response times, making this an even
more challenging problem to solve.

These problems make it important to consider different storage technologies
and storage architectures when implementing a large video archive. In order to
select the best storage technology to use in a digital video archive, it is important
to have knowledge about the properties of the different storage technologies. It
is important to find out how the different storage technologies and storage ar-
chitectures handle different load scenarios and to determine how to optimize the
performance of the storage system. In this thesis, we address some of these issues
by investigating serpentine tape for use as video storage and evaluating several
tertiary storage technologies for use in a digital video archive. The technologies
are evaluated based on performance and cost criteria.

1.2 Overview of the Work and the Contributions

The work done during this research project has been divided into four major
phases. The first phase was on the VideoSTAR project. This was followed by
the second phase, which focused on developing a prototype for a video archive
server. In the third phase, we studied serpentine tape as a storage medium for
digital video, while we in the fourth phase studied storage technologies and
strategies for use in digital video archives. The main emphasis of this study is
on the last two phases. In this section we describe each of the phases and provide
an overview of the work and contributions.

VideoSTAR — Database Support for Video Information

In order to get into the research area, the first part of the work was done as part
of the then ongoing VideoSTAR project. The VideoSTAR project focused on pro-
viding database support for video information management and support sharing
of video information between applications. The project developed a prototype of
a video database system. The work was performed in cooperation with the other
members of the project team, which consisted of Rune Hjelsvold, Roger Midt-
straum and Stein Langørgen. The VideoSTAR project was initiated and done as
Rune Hjelsvold’s dr.ing. work (Hjelsvold, 1995). The results from the project are



6 Introduction

also presented in the following papers: “Searching and browsing a shared video
database” (Hjelsvold, Midtstraum and Sandstå, 1995a), “A temporal foundation
of video databases” (Hjelsvold, Midtstraum and Sandstå, 1995b), and “Integrated
video archive tools” (Hjelsvold, Langørgen, Midtstraum and Sandstå, 1995).

The VideoSTAR prototype only supported sharing of video meta-data. The
media data was stored using ordinary files. In order to be able to provide access
to and share large amounts of video, the research on storage and delivery of video
was initiated.

Video Server for Digital Video Archives

The first part of the work on storage and delivery of digital video, was to design
and implement a video server. The first prototype, named Elvira, was imple-
mented as part of a master thesis (Langørgen, 1994). As part of this doctoral
study, the architecture and performance of this video server was evaluated. The
results from this evaluation are presented in the paper “Video server on an ATM
connected cluster of workstations” (Sandstå, Langørgen and Midtstraum, 1997).

Based on the experiences from the first video server, it was decided to design
and implement a second prototype of a video server. The goal was to make a
video server that was more efficient, had better scalability, and that supported
storage of large amounts of digital video. The Elvira II Video Archive server has
been designed and implemented. The architecture is presented in Appendix A.
The research issues studied further in this thesis were motivated and selected
based on the work on the Elvira II video archive server.

Serpentine Tape as Storage Medium for Digital Video

Compared to most other data types, digital video requires much storage space.
When storing large amounts of digital video, the cost of the storage system is
one of the main factors for deciding which storage technology to use. Today,
magnetic tape is the storage technology which has the lowest storage cost. The
main drawback of magnetic tape is the high access times.

The research performed in this part of the project is on optimizing the use of
serpentine tape as a storage medium for digital video. The focus has been on re-
ducing the access time for video sequences stored on tape. The result of the work
is an access-time model for serpentine tape and a new scheduling algorithm for
optimizing concurrent accesses to the tape. The access-time model and schedul-
ing algorithm have been evaluated using Tandberg MLR1 and Quantum DLT
2000 drives. The main contributions from this part of the work are:

1. An Access-Time Model for serpentine tape that are more generic and has a
lower cost for use in real systems than other proposed models. The access-
time model has been presented in the paper “Low-cost access time model
for a serpentine tape drive” (Sandstå and Midtstraum, 1999b).
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2. A new scheduling algorithm for optimizing the utilization of serpentine
tape. The scheduling algorithm is evaluated using simulations and practi-
cal experiments. The algorithm has been presented in the paper “Improving
the access time performance of serpentine tape drives” (Sandstå and Midt-
straum, 1999a).

3. An evaluation of use of serpentine tape for storage of video clips and im-
ages. The results from this evaluation has been presented in the paper
“Analysis of retrieval of multimedia data stored on magnetic tape” (Sandstå
and Midtstraum, 1998).

The access-time model and the scheduling algorithm are used in the last part of
this research, which study use of different storage technologies for storing large
amounts of digital video.

Large Scale Storage of Digital Video

To store large amounts of digital video requires a large scale storage system. Dur-
ing the last part of the work on this thesis, we study different storage technologies
and systems for a digital video archive. The architecture for the video archive
system is based on the architecture for the Elvira II Video Archive server. The
experiments are performed using simulations of a video archive system.

The main focus is on how different storage technologies can be used for build-
ing a video archive. The storage technologies that are studied are magnetic tape,
DVD, and magnetic disks. Different storage system configurations based on us-
ing these storage technologies are compared under different load scenarios. The
main criteria for comparing different storage systems are performance and cost.
For evaluating the performance of the different systems, both response time and
throughput are studied. When comparing the cost of systems, both the storage
cost and the cost of bandwidth, i.e., the cost of accessing a video are studied.

Two main configurations are investigated. In the first part of the work, a video
archive consisting entirely of tertiary storage is studied. In the second part of the
work, the video archive is extended to contain a disk cache for caching the most
used videos. For each of these two main configurations, the effect of the number
of drives, access distributions and allocation strategies are studied. The main
contributions from this part of the work are:

1. Video archive simulator. An architecture and simulator for a digital video
archive system based on tertiary storage and a disk-based video cache.

2. Evaluation of tertiary storage technologies. Three tertiary storage tech-
nologies are evaluated with regards to performance and cost for use in a
video storage system. The evaluation includes a study of how improve-
ments of the storage technologies will effect the overall performance of the
storage system when used for storing and delivering video.
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3. Access distributions. An evaluation of the effect different access distribu-
tions have on the performance of a tertiary storage system used for storing
digital video.

4. Allocation strategies. Several strategies for allocating video sequences to
storage media and library units are presented and evaluated for different
storage system configurations and users loads.

5. Caching video sequences on magnetic disk. An evaluation of the effect of
using a disk cache for improving the performance and reducing the cost of
the video archive is performed. This study includes an investigation of the
trade-off between the cache size and the bandwidth of the tertiary storage
system.

1.3 Methodology

There exist many methods for doing research within computer science. In this
section we give an overview of the scientific methods used for the research pre-
sented in this thesis. Most of the work is done as performance evaluations. Jain
(1991) states that the three main techniques for performance evaluation are ana-
lytical modeling, simulations and measurements. Each of these methods has been
used for doing various part of the research. In addition to these methods, parts
of the work have been done by implementing working prototypes.

The work on the Elvira video servers was done by designing and implement-
ing a working prototype for the video archive server. This prototype was used for
performing experiments and measurements. In addition to performing the exper-
iments, this gave valuable hands-on experience from working with a real system
that stored and delivered video and provided input and ideas for the subsequent
work performed in this thesis.

The access time model for serpentine tape was determined by first doing ex-
tensive measurements of how a Tandberg MLR1 drive performs when retriev-
ing data from tape. Based on these measurements, the analytical model of ac-
cess times was established. To establish the accuracy of the model, access times
estimated by the model were compared against measured access times. A pre-
sentation of the validation process is included in Appendix B. The scheduling
algorithms were evaluated both by use of simulations and practical experiments.
The simulations used the access time model for estimating the access time of a
schedule. The practical experiments estimated the total access time by using
the scheduling algorithm and compared it against the measured time for exe-
cuting the accesses on the tape. Both the access time model and the scheduling
algorithms are validated by repeating the main experiments using a Quantum
DLT 2000 drive.
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Storage capacity Network and
CS standard non-CS standard video bandwidth

KB = 1024 bytes kbytes = 1000 bytes kbit/s = 1000 bit/s
MB = 10242 bytes Mbytes = 10002 bytes Mbit/s = 10002 bit/s
GB = 10243 bytes Gbytes = 10003 bytes Gbit/s = 10003 bit/s
TB = 10244 bytes Tbytes = 10004 bytes Tbit/s = 10004 bit/s

Table 1.1 Data units used in the thesis.

The study of storage technologies for large scale storage of digital video is
performed using simulations. The statistical validity of the simulation results are
ensured by using confidence intervals for determining when to end each simu-
lation run. Just as ordinary software, a simulator might contain errors that lead
to wrong results. To validate that the results from the simulations are correct,
several of the simulation results have been studied carefully. The overall perfor-
mance results given by the simulator has been compared against the performance
and utilization of each of the basic components in the simulation model. We have
also validated some of the simulation results against known analytical models
(see for instance Section 14.2.4).

1.3.1 Some Remarks on Terminology

In this thesis we study storage and delivery of video data. Although it is the same
data that is stored on disk or tape and delivered using a network, normally two
different units are used for describing the main property of storage media and
network bandwidth. Storage capacity is normally given in bytes while network
capacity is given in bit/s. Intuitively, with a byte consisting of eight bits, it should
be very easy to convert between these two units. However, due to the use of
the binary number system in computer science, this is not so straightforward,
especially when we start to use prefix like M and G to the units.

The question is “How many bytes are there in a MB (megabyte)?”. The answer
depends on whether you are a disk manufacturer or a database researcher. Most
disk manufacturers claim that one MB is 1,000,000 bytes, while many database
researchers will say it should be 1,048,576 bytes. In this thesis we use the units
given in the first column of Table 1.1 when discussing the size of storage media
and bandwidth for storage devices. Only when referring to specifications given
by storage manufacturers, we will use the storage units given in the second col-
umn of Table 1.1. To clearly distinguish between these cases, we will respectively
use the B and bytes as the basic unit.

When referring to bandwidth of networks or videos, we use the data units
in the last column of Table 1.1. For network bandwidth, both producers of net-
work equipment and the computer scientists have agreed on using the decimal
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numbering system. To illustrate how this complicates the conversion between
network bandwidth and storages space, lets consider one second of MPEG-2 com-
pressed video having a bit rate of 8 Mbit/s. This video clip contains 8,000,000 bits
or 1,000,000 bytes. In order to store this you will need 1,000,000 bytes or 0,95 MB
of disk space. In this thesis, this conversion is done every time we have to convert
between network/video bandwidth and storage capacity/bandwidth.

1.4 Outline of the Thesis

The first part of this thesis gives an introduction to digital video, storage technolo-
gies for digital video, and server technologies for storage and delivery of digital
video:

� Chapter 2 introduces digital video, the technologies for creation and com-
pression of digital video, and the main standards for digital video.

� Chapter 3 presents the main storage technologies that are relevant for stor-
age and delivery of digital video in a video archive.

� Chapter 4 gives an introduction to video servers, storage systems for digital
video, and the main research areas within storage and delivery of digital
video.

� Chapter 5 gives an introduction to the problems related to storing large
amounts of digital video in a video archive. The architecture for the video
archive system studied in this thesis is presented together with an overview
of the main issues we focus on in this thesis.

The second part is a performance evaluation of using serpentine tape as storage
medium for images and video:

� Chapter 6 presents an access-time model for serpentine tape drives. The
model is evaluated by experiments using a Tandberg MLR1 drive and a
Quantum DLT 2000 drive.

� Chapter 7 presents a new scheduling algorithm for random I/O accesses
to serpentine tape. The algorithm is evaluated using simulations and mea-
surement against tape drives. The algorithm is compared to other known
scheduling algorithm for serpentine tape.

� Chapter 8 contains an evaluation of using serpentine tape for storage and
retrieval of multimedia objects.
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The third part presents the work done on evaluating tertiary storage for use in
large scale video archives. The work is based on using simulations of the video
archive system. Two main architectures are considered. The first is a video
archive based on tertiary storage only. The second architecture includes a disk-
based cache in order to improve the performance of the video archive:

� Chapter 9 presents the architecture and design of a simulator for the storage
system of a video archive. Detailed models for the tertiary storage technolo-
gies used in the study are presented.

� Chapter 10 presents the simulations and the results from studying the per-
formance of a single library containing storage devices based on different
tertiary storage technologies.

� Chapter 11 evaluates the performance improvement that can be achieved
by improvements in the tertiary storage technologies.

� Chapter 12 contains an investigation of how different access distributions
influence the performance of a large scale video archive. The video archive
consists of multiple library units and is entirely based on using tertiary stor-
age. The effect of the access distributions on the performance is evaluated
for different user loads and tertiary storage technologies.

� Chapter 13 evaluates strategies for allocating video sequences to storage
media and library units in a large scale video archive. The study investigate
how the allocation strategies influence the performance of a video archive
when using different tertiary storage technologies.

� Chapter 14 presents results from extending the video archive to include a
disk-based cache. Both performance and cost of the archive are studied. An
evaluation of how a disk cache can be designed and the resources used by a
disk cache is included.

� Chapter 15 contains a study of how the storage technologies used in this
thesis have developed during the last five years. The effects the improve-
ment in storage technology have on the results presented in this thesis are
discussed.

The fourth part contains the main conclusions and presents an overview of the
main contributions from this work:

� Chapter 16 concludes the thesis, presents the contributions and outlines di-
rections for further research.

The fifth part contains appendices that go into more details on some of the parts
discussed earlier in the thesis:
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� Appendix A gives an overview of the Elvira II video archive server that was
designed and implemented as part of the work on this thesis.

� Appendix B contains a detailed analysis of the error rates for the access-time
model presented and evaluated in Chapter 6.

� Appendix C contains an evaluation of the MPScan* scheduling algorithm
using a Quantum DLT 2000 drive. This work is included for evaluating the
MPScan* algorithm using an alternative tape drive.



Chapter 2

Digital Video Data

MPEG-2 is a complex (binary) file format for storing a complex data structure represent-
ing a complex compression format based on complex mathematical and physical properties
on the three natural phenomena sound, live images, and time.

Anonymous

In this thesis, we study storage of digital video. In order to manage digital video,
it is necessary to know the basic properties of digital video. The purpose of this
chapter is to give an introduction to digital video. Readers who are familiar with
digital video may skip this chapter.

We start the chapter with a presentation of video as a data type for use in com-
puter systems. Following this, is a presentation of digital video, the advantages
of having video on a digital format, and standards for digital video. In the last
part of this chapter we give an overview of video compression and standards for
video compression.

2.1 The Motion Picture Data Type

Today, there exists three main technologies for what is normally referred to as
film or video. These technologies are traditional film, analogue video, and digital
video. Common for all three is that they consist of moving pictures accompanied
by synchronized sound. From a computer science view, these technologies are often
referred to as variants of the Motion Picture Data Type. In this thesis we use the
term video when referring both to the motion picture data type and to the different
film and video technologies.

The motion picture data type differs from most other data types by two main
properties. The first is the size of a video. Compared to other data types like num-
bers, characters and graphics, the amount of storage required to store a video is
several magnitudes larger. A two hour movie compressed using MPEG-2 com-
pression may require more than 4 GB of digital storage. The second property is
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Audio track 1

Audio track 2

Video track

Figure 2.1 Illustration of how a video consists of an isochronous stream of
images synchronized with two audio tracks.

that a video has a temporal dimension. When a video is played back, it is nor-
mally done frame by frame at a given speed. As illustrated in Figure 2.1, video
has an inherently temporal dimension just by the way the storage medium al-
lows for normal playback. In addition to the images, the video may also contain
one or more audio tracks, which must be synchronized with the images during
playback.

From a technical point of view, video is an isochronous stream of images that
are presented to the user at a fixed rate (the frame rate). As an example, the Eu-
ropean television standard PAL has a frame rate of 25 images per second. A
two hour movie on this format contains 180,000 images. During playback, a new
image has to be presented to the viewer every 40 ms. This fixed temporal rela-
tionship between the frames in a video imposes strict timing and synchroniza-
tion requirements for systems that present video to users. Unlike traditional data
types that should be delivered to a requesting user as quickly as possible, a sys-
tem replaying video must adhere strictly to the given frame rate. If the system
is not able to deliver the images on the correct time, the user will observe this as
jitter (Ferrari, 1990).

For most films and videos, the images are accompanied by audio. The audio
also represents an isochronous stream of data. While the images are presented
with a frequency of 24–30 images per second independent of it being analogue
or digital video, the audio has much higher frequencies. For digital audio the
sample rate is typically in the area between 20 to 48 kHz. The audio and video
streams have to be synchronized to avoid that users observe glitches between what
happens in the video and when they hear the corresponding sound. Audio has
gone from being mono, via different versions of analog and digital stereo till to-
day’s digital surround sound with five channels plus one separate channel for
bass (5.1-channel sound).

2.1.1 Video Meta-Data

In addition to the physical information stored on the film or video medium that
is required in order to play back each of the images in the video and to recreate
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Frame rate Resolution Technology

Film 24 analogue
NTSC 29.97 525 horizontal lines analogue, interlaced
PALa 25 625 horizontal lines analogue, interlaced
Secam 25 625 horizontal lines analogue, interlaced
HDTV 24, 25, 30 up to 1920 x 1080 digital, interlaced or progressive

aThese data is for PAL-1. PAL-M used in Brazil has 525 horizontal lines and a frame rate of
30 fps.

Table 2.1 Motion Picture Formats.

the sound, there will normally be associated some extra information about the
content of the video. This information is normally referred to as meta-data for
the video. The main purpose of associating meta-data to videos (and multimedia
documents in general) is to be able to search and browse collections of videos,
or as defined by Jain and Hampapur “video meta-data refers to data which is used in
organizing video to facilitate content based retrieval” (Jain and Hampapur, 1994). In
order to efficiently support storage and retrieval of videos (and general multime-
dia documents), both the meta-data and the videos should be under control of a
computerized system.

2.1.2 Motion Picture Formats

During the development of new technologies for film, video, and television, mul-
tiple standards have emerged. The main characteristics of the major film, video,
and television standards are presented in Table 2.1.

For analog television, the main formats are NTSC, PAL, and SECAM. Most of
the analog video formats are interlaced. Each frame is made of two fields that con-
tain alternating lines. During each frame time, these two fields are shown on the
screen. In addition to the formats that have been used for television broadcasts,
numerous analog video formats have been developed for video recording. For
the consumer market, VHS has been the dominating format.

Today, the digital video technology is out-performing the analog video tech-
nology, and digital video is gradually replacing analog video in most areas due
to the higher quality that can be achieved. In several countries, digital television
broadcast has started. Compared to analog broadcast both quality and resolution
are improved. Most digital television broadcast systems will support high defini-
tion television (HDTV) with resolutions up to 1920 by 1080 pixels (Bhatt, Birks and
Hermreck, 1997). In the consumer market, the DV (Digital Video) format is replac-
ing Super-VHS and High-8 for capturing of video. For distribution of film, DVD
is replacing the traditional VHS cassette, and with the introduction of recordable
DVDs, it is likely to replace VHS as a recording medium. We provide more infor-
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mation about DVD as a storage medium for digital video in Section 3.3.1.
Movies presented in cinemas world-wide are recorded using traditional film.

The film is recorded using 24 frames per second. Unlike analog and digital video,
where the resolution is limited by the number of lines or pixels recorded, the
resolution of traditional film is only limited to the physical properties of the film
media. Analog video has never been able to compete with traditional film when
regarding quality, and until recently, traditional film has been the only format
with a quality good enough for playback in a large cinema auditorium. With the
introduction of high definition digital video, it is possible to achieve a quality that
is equal or better than what can be achieved using traditional film.

2.2 Digital Video

With the introduction of the video disc in the late 1970s, it was possible to make
computer systems handling large amounts of video (Fox, 1991). On the video
disc, both the video and the audio are stored in an analog format. The random
access capability of the interactive video disc made it possible to use computers
for controlling the playback of the video. In most systems, the video was trans-
ferred directly from the video disc to the monitor. The only interaction from the
computer on the video content was to provide textual or graphical overlays.

For a computer to be able to store and to perform operations on a video, the
video has to be on a digital format. In the physical world, both video and audio
are analogue in nature. To create digital video, the analog signals that the video
and audio consist of must be transformed into corresponding digital signals. The
process for doing this conversion is called digitalization. Digital video is thus ana-
log video and audio signals that have been digitized.

2.2.1 Advantages of Digital Video

Traditional film and analog video have been a great success for many years. Dur-
ing the last years, digital video has increased its popularity and is starting to
replace analog video in some areas and has created new areas where video can
be used. The reason for this is that digital video has some important advantages
compared to traditional film and analog video. The main advantages are:

� Durability. Analog video and film are not robust against tear and wear.
Each time an analog video or a film is played back, the physical media is
subject to physical forces that degrade the quality of the video signal or
images. When the video is stored on a digital format it is possible to control
the aging by reading the media at regular intervals. Errors that occur during
reading can be handled by including error correction codes as part of the
data or by having identical copies on backup.
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Video resolution Uncompressed Compressed
(v � h) data rate data rate

CIF 352 � 288 37 Mbit/s 384 kbit/s
SDTV (ITU-R BT.601) 720 � 480/576 165 Mbit/s 4–8 MBit/s
HDTV (ITU-R BT.709) 1920 � 1080 1485 Mbit/sa 20–40 Mbit/s
Two channel audio 1.4 Mbit/sb

Five channel audio 3.5 Mbit/sb

aThis is one of several possible data rates defined by the standard.
bThe audio data rates are for 16 bits PCM coded audio sampled at 44.1 kHz.

Table 2.2 Standards for digital video and audio.

� Quality. One of the main advantages of digital video over analog video is
the higher quality that can be achieved and maintained during both editing
and copying. When the video is digital it is possible to make copies that are
identical to the original.

� Indexing and archiving. When having the video on a digital format it is
possible to include both indexing information and the video itself in one
integrated system.

� Accessibility. Having the video stored in a computer system makes it is
possible to have direct and easy access both to the video, parts of the video,
and to the individual frames of the video.

This makes editing of videos and reuse of video footage much easier com-
pared to working with analogue video. Having the videos available to
computer applications opens up for a whole world of new possibilities in
how video can be used in different kind of applications. Storing the video
on a computer system also makes it possible to have remote access to waste
amounts of video footage across a network.

� Distribution. Film and analog video are today distributed to the viewers
either by using a physical media or through broadcasting, either terrestrial,
satellite or cable network. All these processes incur degradation of the qual-
ity either during copying of the media before distribution or of the broad-
casted signal. If the video is digital, the distribution can be made both easier
and without loss of quality.

2.2.2 Standards for Digital Video

To exchange digital video between different applications and to present the video
using products from different vendors require standards for the format of the
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video. In this section we present some existing standards for digital video for-
mats. These video standards specify the format of uncompressed video. Digital
video on these formats is often used as input for video compression. Video com-
pression and standards for digital video compression are presented in Section 2.3.

An overview of some representative video standards is given in Table 2.2.
The table gives the resolution of the video and the corresponding data rate for
uncompressed and compressed video. The table also contains representative data
rates for stereo and multichannel surround audio. In this introduction we only
cover the most common standards for digital video for use in video conferencing
and digital television.

Video Telephony and Video Conferencing

The Common Intermediate Format (CIF) was defined by CCITT (International
Consultative Committee for Telephone and Telegraph) to be a standard for ex-
changing digital video. It has a resolution of 352 � 288 pixels and the uncom-
pressed data rate is approximately 37 Mbit/s (Tekalp, 1995). It was mainly devel-
oped to support video telephony and video conferencing. By using H.261 com-
pression (see Section 2.3.1) the data rate can be reduced to p � 64 kbit/s, which
are the ISDN rates (Liou, 1991). Typically, video conferencing using the CIF for-
mat requires 384 kbit/s (p = 6). The CIF video format is also the basis format
used for MPEG-1 compression.

Standard Definition Television

Standard Definition Television (SDTV) refers to digital television with specifica-
tions similar to today’s analog television systems (Tekalp, 1995). The ITU-R (In-
ternational Telecommunication Union – Radiocommunication) Recommendation
BT.601 (ITU-R, 1995) defines the video to be interlaced with a standard 4:3 aspect
ratio or a wide-screen 19:6 aspect ratio. Resolutions defined by ITU-R BT.601 are
given in Table 2.2. The raw data rate for video in the ITU-R BT.601 format is 165
Mbit/s. By the use of e.g., MPEG-2 compression, the data rate of ITU-R BT.601
video can be reduced to between 4 and 8 Mbit/s.

High Definition Television

High Definition Television (HDTV) refers to television systems with much higher
resolution and quality than today’s television systems. HDTV supports resolu-
tions that are doubled both in the horizontal and vertical dimensions compared
to conventional television. ITU-R Recommendation BT.709 (ITU-R, 2002) speci-
fies HDTV to use the High-Definition Common Image Format (HD-CIF) format,
which has a resolution of 1920 � 1080. The high resolution of the video results in
very high data rates for the uncompressed video. For example, interlaced video
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with 25 frames per second will have a data rate of 829 Mbit/s. By using compres-
sion, this can be reduced to 20 to 40 Mbit/s without noticeable loss of quality.

HDTV as well as SDTV are supported by the new digital television systems
being developed. Digital television is likely to become one of the main ways for
users to request film and video to be delivered from video servers and digital
video archives (Milenkovic, 1998). In addition to being a medium for television
broadcast and delivery of digital video, digital television will also provide other
interactive services. In the US, the Advanced Television System Committee stan-
dard (ATSC) will be used for implementing digital television (ATSC, 2001b). Dig-
ital Video Broadcast (DVB) is a corresponding standard developed for use in Eu-
rope (ETSI, 2000). DVB is using ITU-R BT.709 as the standard format for HDTV1.
Both systems uses MPEG-2 for the video compression. For the audio compres-
sion, MPEG or Digital Audio Compression (AC–3) (ATSC, 2001a) are used. The
encoded and compressed video and audio are packaged using MPEG-2 transport
streams.

2.3 Digital Video Compression

The data rates following from digitizing a high resolution video are in the order of
100 – 1500 Mbit/s. These data rates are hard to handle for both the computer sys-
tem that should store and process the video and for the communication network
that must deliver the video. With today’s technology, only use of compression
makes it possible to store and transmit large amounts of digital video. Fortu-
nately, video data contains redundancies which make it possible to compress the
digital video to only a fraction of the original size.

The main properties that make it possible to efficiently compress the digital
video are (Gonzalez and Woods, 1992):

1. Coding redundancies. After the digitalization process, the video and audio
are coded using a set of scalar values. Each of the scalar values represents
a given signal value. Some of the scalar values are more frequently present
in the digital video or audio. To reduce the amount of data, the most fre-
quently occurring sample values could be stored using a less number of bits,
while the lesser frequently sample values are coded using a higher number
of bits. This is commonly referred to as variable-length coding (Gonzalez and
Woods, 1992). The best known and most used algorithm for variable-length
coding is Huffman coding.

2. Inter-pixel redundancies (spatial redundancies). Within one video frame,
it is common that the value of neighboring pixels are strongly correlated.
This can be used for compressing the frame. To achieve a highest possi-
ble effect of the inter-pixel redundancies within a video frame, the video

1ATSC is based on the corresponding standard named SMPTE 274M (SMPTE, 1998).
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frame is usually transformed into an alternative representation as part of
the compression process. The two most used transformations are the Dis-
crete Cosine Transform and the Wavelet Transform (Hilton, Jawerth and
Sengupta, 1994).

3. Psycho-visual redundancies. Some of the information that is contained in
video or audio signal is more or less ignored by the human brain. This can
be used to do compression based on human perceptive features. For exam-
ple, in the parts of an audio signal that contain low frequencies at a high
volume, higher frequencies will not be heard by the human ear. Similar
effects exists for images and video. Since these parts of the signal are ig-
nored by the human brain, there is no reason for including these parts of
the original signal in the compressed signal.

4. Temporal redundancies. Between adjacent frames in a video sequence there
is normally very little change. This can be used for compression. Instead of
storing each of the frames, only the difference between the two frames needs
to be stored. The information contained in the difference is normally much
less than the corresponding frames and is therefor much better suited for
compression. Also techniques like motion estimation are used for compres-
sion of neighboring frames in a video (Haskell, Puri and Netravali, 1997,
Chapter 6).

Based on these four properties of video, different compression algorithms
have been developed. The most sophisticated algorithms use all of the proper-
ties to achieve a highest possible compression rate. Coding strategies that only
uses the first three properties are called intraframe compression. Coding strategies
that also uses temporal redundancies between frames are refereed to as interframe
compression.

Compression strategies fall into one of two categories, lossless and lossy com-
pression. In lossless compression, the decompressed video will be identical to
the original video. In lossy compression, some of the information is lost during
the compression and the decompressed video will only be an approximation of
the original video. To achieve the compression rates that is necessary for digital
video, most compression strategies for video are lossy.

2.3.1 Standards for Digital Video Compression

There exists multiple standards for coding and compression of digital video. In
this section we present some of the most important standards. For each of the
standards, we give a short introduction of the main features.

Motion-JPEG JPEG is an ISO standard for compression of still images (Wallace,
1991). Is is also used for compression of digital video. When used for dig-
ital video, each frame within the video is compressed individually. This
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Figure 2.2 Use of intraframe and interframe compression for some video
compression algorithms.

is shown in Figure 2.2(a). Since interframe compression is not used, it is
easy to get access to the individual frames. Because of this, Motion-JPEG
compressed video is well suited for video editing. The drawback of not us-
ing interframe compression is a relatively low compression rate, typically
around 15:1 (Furht, 1994). Another drawback of Motion-JPEG is that only
the compression of the individually frames is standardized. There exists no
standard for a Motion-JPEG file format.

H.261 and H.263 The ITU-T H.261 and H.263 video compression standards were
developed to implement video conferencing over ISDN, regular phone lines
and LAN. H.261 supports the CIF and QCIF (Quarter-CIF) video formats
while H.263 supports resolutions up to 16CIF (1408 � 1152 pixels). These
standards use interframe coding with motion compensation (Liou, 1991).
Figure 2.2(b) contains an illustration of the interframe coding used by these
standards.

MPEG-1 The MPEG-1 (ISO/IEC 11172) standard (MPEG-1, 1992) was the first
standard for compression of digital video from the Motion Picture Expert
Group. MPEG-1 was targeting compressed video with a data rate that could
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be delivered by a CD-ROM drive (Le Gall, 1991). With a video resolution
of 352 � 288 and datarate of 1.2 Mbit/s for video and 256 kbit/s for audio,
the video quality is comparable to analog VHS. MPEG-1 uses a complex
interframe coding scheme as shown in Figure 2.2(c).

MPEG-2 The MPEG-2 (ISO/IEC 13818) standard (MPEG-2, 2000) is the succes-
sor for the MPEG-1 standard. It supports compression of high quality video
and is aiming to support broadcast quality video for Standard Definition
TV (SDTV) and High Definition TV (HDTV). In addition to support video
delivered from a local storage device, it also supports delivery over com-
puter networks, cable television networks, ground based and satellite based
broadcast. For supporting applications to access stored videos and con-
trol the video playback, MPEG-2 includes a protocol of generic commands
called Digital Storage Media – Command and Control (DSM-CC) (Balabanian,
Casey, Greene and Adams, 1996).

MPEG-4 The MPEG-4 (ISO/IEC 14496) standard is aiming for delivery of multi-
media streams to a wide range of devices, from video at very low bit rates
delivered to mobile devices to high quality video for broadband internet ser-
vices. In addition to video and audio, the standard also supports coding and
compression of more general multimedia content (Koenen, 1999). Multime-
dia content is delivered as streams of multimedia objects where each object
has an independent coding. The multimedia objects can be both synthetic
and natural objects. Compared to earlier MPEG standards, the MPEG-4
standard gives the viewer much better possibilities for interacting with the
multimedia objects.

In addition to these standards defined by international standardization organiza-
tions, there exists numerous industry standards. For the consumer video record-
ing market, the DV (Digital Video) is the most widely used format. DV is an
industry standard for recording digital video. DV uses only intraframe compres-
sion and is able to achieve a 1:5 compression rate. The resulting video stream is
approximately 25 Mbit/s.

For the personal computer and the internet, there exist multiple formats for
downloading and playing video. The main formats are Quicktime from Apple,
the Real format from Real Networks, DivX from DivXNetworks and Windows
Media from Microsoft. All of these, with the exception of DivX, have their own
proprietary compression standard and video format, but also support playback
of most of the other formats. DivX uses the MPEG-4 standard for video compres-
sion.



Chapter 3

Storage Technologies for Digital
Video

A greater quantity of information made available at a lower price does not necessarily
result in improved knowledge.

Martin Fransman
in Information Regarding the Information Superhighway

and Interpretive Ambiguity
(Fransman, 1996)

In this chapter we give an introduction to the storage technologies that are most
likely to be used by systems that store and deliver digital video. When decid-
ing which storage technology to use in an application, it is important to know
the characteristics and properties of the storage technologies. Table 3.1 contains
an overview of the most important properties for different storage technologies.
These properties can be used when comparing different storage technologies. In
addition to comparing storage technologies by using these properties, it is neces-
sary to consider the requirements of the application. For example, a video archive
where the main goal is to provide safe storage for archiving large amounts of
video will likely rate the relative importance of the properties differently than a
video server where the main goal is to deliver as many concurrent video streams
as possible.

Digital video has two important properties that influence how well different
storage technologies are suited for use in systems that manage digital video. The
first property is the size of digital video, which is much higher than for most
other types of digital data. A two hour MPEG-2 compressed video can easily
require more than 4 GB of storage. With such storage requirements, one terabyte
of storage is only able to store 500 hours of digital video. The second property is
that the video must be delivered to the user as an isochronous stream of data. This
data stream has stringent timing requirement, every second a fixed numbers of
frames have to arrive at the client. Most current storage devices are not optimized
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Property Description

Access time The amount of time from the application issues a re-
quest for data stored on a device until the data is avail-
able for the application.

Transfer capacity The average amount of data the storage device is able
to read or write. This is often referred to as the band-
width or transfer rate of the device. The transfer capac-
ity is normally given in either MB/s or Mbit/s.

Storage capacity This is used both for referring to the amount of data
that can be stored on one storage device, but also how
much data it is possible to store per volume unit.

Cost per MB The cost of storing one MB of data on a device.
Durability The amount of time that a storage device is expected

to reliably store the data.
Mobility How easy it is to move a storage medium (without

loosing the data stored on it), e.g., for use in distri-
bution of data, or for moving the device to a remote
backup location.

Table 3.1 The most important properties for storage technologies. This table
is based on a presentation found in (Bratbergsengen, 1997).

for delivering data streams of a given rate, but instead optimized to deliver the
data as fast as possible. One of the main challenges in video servers is to optimize
the use of the storage media’s bandwidth. We discuss this further in Chapter 4.

Storage technologies are usually classified into primary, secondary, or tertiary
storage. This classification is normally based on the performance characteristics
of the storage device. Primary storage is memory that is directly addressable for
the processor. The most common form is the semiconductor memory (RAM) used
as “main memory” of the computer. The access times of primary memory is typ-
ically measured in nanoseconds. The most common form for secondary storage
is magnetic disks that are permanently connected to the computer. Compared to
primary memory, secondary memory has approximately 100 times higher storage
capacity, 100,000 times higher access time, and costs approximately one percent-
age of what primary memory costs. Tertiary storage refers to storage that exceeds
secondary storage by at least one order of magnitude for both access time, stor-
age capacity per drive, and cost per MB (Hillyer and Silberschatz, 1996c). Today,
mainly removable media like optical disks and tape falls into this category.

In Table 3.2 we present some representative performance and cost characteris-
tics of four different storage technologies that belong to each of the three storage
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Technology Access time Storage capacity Bandwidth Cost per GB

SDRAM 4–12 ns 32–1024 MB 800–4400 MB/s 200
Magnetic disk 5–10 ms 10–200 GB 10–66 MB/s 5
DVD-R 100–500 ms 4.5–9.0 GB 1.3–8 MB/s 0.5
Magnetic tape 10 s – 2 min 10–300 GB 2–36 MB/s 0.5

Table 3.2 Some performance characteristics for different storage technologies
in 2004. The cost numbers are given in US dollars per GB.

classifications. The first is SDRAM, which is typically used as main memory for
computers. The second is magnetic disk, which is the most important secondary
storage technology today. The last two, DVD and magnetic tape, are examples of
tertiary storage. We present more detailed examples of the difference in perfor-
mance and cost between different storage technologies in Section 9.3 and 9.4.

Systems that store and deliver digital video may use multiple storage tech-
nologies for storing the video. Which storage technology to use depends on re-
quirements like access time and storage cost. In the remainder of this chapter, we
present the main storage technologies that are likely to be used in a digital video
archive.

3.1 Semiconductor Memory

Semiconductor memory is primary storage used as main memory, caches, and
registers in computers. The most used semiconductor memory is random access
memory (RAM). The main advantage of RAM is speed, the drawbacks are that
the storage is non-permanent (as soon as the electricity is turned off, the data
is lost) and rather costly. RAM comes in two main versions, static (SRAM) and
dynamic (DRAM). SRAM is able to keep the data, while data stored in DRAM
has to be periodically refreshed, typically every few milliseconds. Due to the
lower complexity and lower cost, DRAM is the version used as main memory in
most computers. In order to reduce the negative effect of the data refresh and
to improve the access time and transfer rate, numerous improved versions of
DRAM have been developed. Among these are SDRAM (synchronous DRAM),
DDR SDRAM (Double Date Rate SDRAM) and RDRAM (Rambus DRAM).

The price of DRAM has been greatly reduced during the last years and the
relative price ratio between RAM and magnetic disk is decreasing. Still, RAM
is yet not cheap enough to be used for storing large amounts of digital video.
With a price of approximately 0.2 dollar per MB, to store a two hour video with
an average bit rate of 5 Mbit/s in RAM would cost more than $800. In today’s
video servers, the main memory is mainly used as a buffer for caching parts of
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videos that are currently being delivered. Optimal use of the buffer can reduce
the amount of video data that has to be read from secondary or tertiary storage
and thus improve the performance of the video server. In Section 4.3, we discuss
the use of main memory as a buffer cache for delivering video.

3.2 Magnetic Disks

Magnetic disks are the work horses of most of today’s video servers. For most
video servers, the video is stored mainly on magnetic disks. Each time a user
requests playback of a video, it is usually a disk-based storage system that is re-
sponsible for delivery of the video to the user (via the video server’s main mem-
ory buffer).

A magnetic disk consists typically of three to nine round disks mounted on a
disk spindle. Both sides of the disks are coated with a magnetic recording ma-
terial. For each disk surface there is a disk head that is mounted on a disk arm,
which is used for reading and writing data. Data is written to the disk in circu-
lar tracks. Each track is divided into sectors which is the basic storage unit for a
disk. A sector typically holds 512 bytes of user data. Magnetic disks rotate with a
constant number of rotations per minute (rpm), typically from 3600 rpm to 15,000
rpm. Disks with a fixed number of rotations per minute are called constant angular
velocity (CAV) speed disks.

Internally, data on a disk can be addressed by using an address format consist-
ing of the following numbers: (cylinder, track, sector). The cylinder number
specifies the set of tracks that has the same distance (in number of tracks) from
the edge of the disks. The track number specifies the disk surface where the data
is stored. The sector number specifies a sector within the track. On modern disks,
this address format is only used by the disk controller. By using standardized
interfaces for I/O devices like SCSI, the disk is presented to the host computer
and operating system as a linear array of data blocks.

Traditionally, magnetic disks have had a fixed number of sectors per track,
making the physical length of a sector close to the edge of the disk longer than
a sector close to the center of the disk. As a consequence, the storage density
(bits per area unit) is higher close to the center of the disk. To better utilize the
storage capacity of the disk surface, newer disks are often divided into zones. A
zone is a collection of cylinders on the disk. To increase the storage capacity of
the disk, the number of sectors per track increases when we changes from one
zone on the disk to a zone that is further from the center of the disk. In addition
to increasing the storage capacity of the disk, the use of zones also changes the
behavior of the disk. A disk with a fixed number of sectors will have a transfer
rate that is independent of which cylinder it reads from or write to. A multi-zone
disk will have a higher transfer rate when reading data on a cylinder close to the
edge of the disk than when reading data on a cylinder close to the center of the
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disk. Van Meter (1997) has developed a disk model for multi-zone disks. The use
of multiple zones on a disk complicates optimization of the disk bandwidth, but
it can also be used for placing data that requires higher transfer rate close to the
edge of the disk.

Several analytical models for the performance of magnetic disks have been
developed. One of the first detailed models of the performance was made by
Ruemmler and Wilkes (1994). A more general analytical performance model for
disk devices is presented in (Triantafillou, Christodoulakis and Georgiadis, 2002).
This model supports both traditional disk layout as well as zoned disks. It also
supports both CAV (constant angular velocity) and CLV (constant linear velocity)
disks. During the years, the disk controller has been extended to include software
for optimizing accesses to the disk and memory for caching disk blocks for both
read and write operations (Worthington, Ganger, Patt and Wilkes, 1995). A more
detailed disk model that takes these features of the disk controller into account is
presented in (Shriver, 1997; Shriver, Merchant and Wilkes, 1998). An evaluation
of how disk scheduling algorithms are influenced by the optimizations done by
the disk controller is found in (Worthington, Ganger and Patt, 1994).

Since disk bandwidth is one of the most important resources for delivering
video from a video server, much work has been done on optimizing the use of
disks. We present some of this work in Section 4.4.1.

3.3 Optical Storage Media

Optical storage media are named so because they are read and written using laser
light. The intensity of the reflected laser light is used for determining the bit pat-
tern of the data stored on the medium. For most of the optical media technologies,
the media and drives are sold separately. In order to read data from the medium,
it first has to be inserted into a media drive. Due to this, most optical media types
are regarded as tertiary storage. Optical media are available as both disks and
tapes.

Based on the support for writing and updating of data stored on the medium,
optical storage technologies can be divided into one of the following categories:

1. Read Only Medium (ROM). This is media where the data has been written
during the production process. This is a suitable medium for distribution of
software and multimedia content like audio and video.

2. Write Once Read Many (WORM). Optical media in this category are nor-
mally written by using a laser with higher effect than the laser used for read-
ing the medium. By heating the storage medium, it is possible to change the
reflection properties of laser light for the medium (Steinmetz and Nahrst-
edt, 1996). This is used for writing data to the medium.
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DVD-ROM Read only DVD, including a file system.
DVD-R Writable DVD, can only be written once.
DVD-RW Re-writable DVD medium, tailored for sequential access.
DVD-RAM Re-writable DVD medium, optimized for random access.
DVD-Audio For distribution of digital audio.
DVD-Video For distribution of digital video and audio.

Table 3.3 Overview of the main DVD formats.

3. Multiple Writes. Optical media in this category can be re-written many
times. Most of the media types use magneto-optical methods for writing the
data. The storage medium consists of a magnetic material where it is possi-
ble to change the direction of individual dipoles (Steinmetz and Nahrst-
edt, 1996). During reading, the direction of the magnetic field within a
dipole determines how much of the laser light that is reflected. Writing
of data is done by heating the medium and using a stronger magnetic field
to change the direction of the individual dipoles.

There exists many different technologies for optical storage media. So far, the
most successful has been the Compact Disk, which is available for distribution
of audio (CD-DA), distribution of software and data (CD-ROM), and in several
writable versions. In the remaining of this section, we give an introduction to
the DVD technology. The main reason for focusing on this technology is that the
DVD was primarily developed for storage of digital video. In the investigation of
tertiary storage technologies for use in digital video archives, DVD is one of the
technologies that is studied.

3.3.1 DVD

DVD, which stands for Digital Video Disc, Digital Versatile Disc, or just DVD, is the
successor of the highly successful Compact Disc (CD). It has the same physical
format as the CD and is intended for storing video, audio, and data.

Compared to the CD, the storage capacity has been increased. The storage
capacity has been increased by improving the storage density, by using both sides
of the disc and by adding a second storage layer to each side of the disc. Thus,
DVDs support storage sizes from 4.38 GB (single-sided, single layer) to 15.9 GB
(double sided, dual layer) per medium. Compared to the standard CD-ROM, this
is a 25 times increase of the storage capacity.

The standard transfer rate of a DVD drive is 11.08 Mbit/s (1.32 MB/s). This
is sufficient for most video and audio applications. For computer applications,
drives are available that are capable of reading the data at a much higher speed.
Unlike hard disks which use a CAV speed, DVD drives originally read the disk
using a constant linear velocity (CLV) speed. This means that the relative speed
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between the disc medium and the laser is constant. Thus, the number of rotations
per minute increases as the drive approaches the center of the disc. In order to
make the DVD more suitable for use in computer applications that perform ran-
dom accesses for data stored on a DVD disk, drives operating as CAV drives have
been introduced. By operating as a CAV drive, the transfer rate can be improved
and the seek time reduced, particularly close to the outer edge of the disk. To
improve the transfer rate, alternative data layouts have been proposed. P-CAV
(partial constant angular velocity) is a combination of CLV and CAV. Close to the
center of the disk, it is read using CAV, but the drive switches to CLV operation
when it get closer to the edge of the disk. ZCLV (zone constant linear velocity)
divides the disk into several zones. Within each zone the disk is read with CLV
speed. The different zones have a different speed (Sadashige, 2000).

For supporting applications with different storage requirements, a number
of standards have been defined for the DVD format. An overview of the main
DVD formats is given in Table 3.3. Four of these standards define the physical
properties for data storage on the DVD medium (Bell, 1999). For mass distri-
bution of software and multimedia content, the DVD-ROM is the main format.
For applications needing to store data, write-once DVD-R and re-writable DVD-
RW media are available. For applications that require frequent updates of the
data on the disk, DVD-RAM has been developed (Sadashige, 2000). All of the
media formats support a common file system named the Universal Disc Format
(UDF) (Bell, 1999).

Based on the UDF specification, application formats are defined. Currently
the DVD-Video and DVD-Audio formats have been defined for mass distribu-
tion of video and audio (Taylor, 1999). The DVD-Video standard specifies the
video content to be MPEG-2 encoded. For the audio, up to eight tracks of multi-
channel PCM, Dolby Digital, MPEG-2, or DTS (Digital Theater Systems) are sup-
ported (Taylor, 1999). A single-sided, single layer DVD is able to store more than
two hours of high-quality compressed MPEG-2 video with an average data rate
of 5 Mbit/s.

3.4 Digital Tape Technologies

Traditionally, tape has been the medium for storage of huge amounts of data
and data archiving. A number of different technologies are used for tape stor-
age, based on both magnetic and optical storage technologies. In this section we
present the main storage technologies for magnetic tape.

Tape offers the highest storage densities of current storage media. Unfortu-
nately, tape is a sequential access device with access times up to a few minutes.
In addition to having sequential access, if the tape is not already mounted in a
tape drive it has to be transported to the drive and mounted in the drive, which
might add a few more minutes to the access time. Because of this, tape has in
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Figure 3.1 The main tape technologies.

the last years mainly been used as an archival medium. But with the increasing
storage requirements of new applications like digital libraries and video archives,
tape might once again be a storage alternative for providing enough storage at an
affordable price.

Tapes are available in two forms, cartridge and cassette. A cartridge contains
only one reel. When a cartridge is loaded in a tape drive, the tape is mounted
onto a second reel which is part of the drive. A cassette has both reels inside the
tape chassis, making the loading and unloading process less complex (Prabhakar,
Agrawal, Abbadi and Singh, 1996).

Most tape drives offer compression of the data as the data is written to the
tape. For many applications, this can double the amount of data that can be stored
on each tape. Based on this, most tape vendors give performance data for their
drives where they have expected that the drive’s compression is able to double
both the storage capacity and the bandwidth of the drive. Since digital video
normally already is compressed, applications storing digital video on tape will
not get any effect from the tape drive’s built-in compression.

Tapes are categorized by how the tape is written. There are three main cat-
egories of digital tape technology. These are called helical-scan, linear, and trans-
verse.

Helical-scan Tape

A helical-scan tape drive writes vertical or diagonal tracks on the tape. Fig-
ure 3.1(a) shows an example of how diagonal tracks are placed on a helical-scan
tape. Several standards use helical-scan technology. The most well-known are
4mm (DAT), 8mm (video), and 19mm (Hillyer and Silberschatz, 1996c). The pop-
ular analog VHS video cassette also uses helical-scan technology. Tape drives
using this technology usually obtain high data densities and high transfer rates.
The reason is that the head is mounted on a rotating cylinder which scans the tape
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as it passes by.
It has traditionally been believed that tape based on helical-scan technology

has problems when used by applications that require random I/O operations on
a tape, due to wear-out caused by the rotation of the head. This might be a myth,
since there have been studies showing that tape drives based on helical-scan tech-
nology (Exabyte 8505) did not have problems with tapes that had been subject to
more than 10.000 passes (Schuett, Katz and Chervenak, 1997).

Linear Tape

Common for tape drives that are based on linear tape technology is that the data
is written in parallel tracks along the tape. Two main technologies exist that use
parallel tracks on the tape. The classical tapes used by mainframes are called
parallel because all the tracks along the tape are written and read in parallel (see
Figure 3.1(b)). A newer technology for linear tapes is the serpentine technology. A
serpentine tape drive writes one track (or group of tracks) down the tape (forward
direction), then writes the next track (or group of tracks) in the opposite direction
(reverse direction) as seen in Figure 3.1(c).

Today, there exists three main technologies for serpentine drives:

QIC – Quarter Inch Cassette – initially a standard for making inexpensive tape
storage with modest capacity and bandwidth, but during the last years both
the storage capacity and transfer bandwidth have been increased (QIC De-
velopment Standard, 1994). As the name implies the width of the tape is
a quarter of an inch. QIC tapes have both reels inside the cassette. QIC
provides standard tape storage formats covering the range from 60 MB to
140 GB (native) and have transfer rates up to 6 MB/s.

DLT – Digital Linear Tape – is a technology developed by DEC (Digital Equip-
ment Corporation) (Lignos, 1995). It uses a half inch wide tape which is
stored in a cartridge having only one reel. The second reel is a part of the
tape drive. When inserting a DLT tape into the drive, the tape first has to
be mounted onto this reel. DLT tapes exists in the range from 10 GB up to
300 GB native capacity. DLT drives support transfer rates up to 36 MB/s.
The newest tapes and drives in the DLT series are called Super DLTtape.

LTO Linear Tape - Open Technology is a tape technology developed by Hewlett-
Packard, IBM and Seagate (Linear Tape-Open Technology, 1998). The LTO
standard specifies two different technologies, Accelis and Ultrium. Accelis
is intended for transaction-processing applications, while Ultrium is mainly
meant for backup systems. At the moment (2004) only drives and tapes
based on the Ultrium standard are available. Ultrium tapes are available
with native capacity of 200 GB (native) and drives with transfer rates up
to 35 MB/s. The LTO cartridge contains an electronic chip (LTO-CM) that
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maintains information about location of files on the cartridge. By using this
information, loading/unloading the tape and locating files on the tape can
be done more quickly. This chip can also be used by applications to store
application dependent information.

Hillyer and Silberschatz have developed detailed analytical performance mod-
els for two serpentine tape drives. The first performance model is for the DLT 4000
drive (Hillyer and Silberschatz, 1996a). The second model is for an IBM 3570
Magstar MP drive (Hillyer and Silberschatz, 1998), which is a tape drive opti-
mized for random accesses.

Transverse Tape

A transverse tape drive writes the data in tracks that are transverse to the length
of the tape. This is shown in Figure 3.1(d). When data is written, the tape is
stopped, and it is the head that moves sideways writing one track. As one track
is finished, the tape steps forward before writing the next track. Transverse tape
systems are mainly used in systems that perform long-duration recording of low
data rate sensor information (Hillyer and Silberschatz, 1996c).

3.5 Storage Architectures

In the last section of this chapter we give a short introduction to some strategies
for organizing multiple storage devices in order to improve some of the main
properties of the storage system. The first technology we consider is storage de-
vice arrays, where the goal is to increase the bandwidth and the reliability of the
storage system. The second case is hierarchical storage management systems,
which utilize different storage technologies to reduce the storage cost while still
providing fast access to the most frequently accessed data.

3.5.1 Arrays of Storage Devices

According to Moore’s Law, processing capacity is doubled every 18 months. Com-
pared to the processing capacity, transfer rate of external storage devices increases
at a much lower rate (Gray and Shenoy, 2000). This has lead to an increasing mis-
match between internal bandwidth between the processor and the main memory
and the bandwidth of external storage devices.

To improve the I/O bandwidth of storage devices, several strategies have been
proposed. Most of these group multiple storage devices to form an array of stor-
age devices. The goal is that for the application using it, this array of storage
devices will provide a bandwidth close to the aggregate bandwidth of all the de-
vices. The two basic strategies for data layout are mirroring and striping of the
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data. Mirroring increases the transfer rate for reading by storing the data on mul-
tiple disks (Bitton and Gray, 1988). Striping increases the transfer rate for both
reading and writing by distributing the data on all the disks (Salem and Garcia-
Molina, 1986). Unfortunately, these two strategies have some major drawbacks.
Mirroring doubles the cost of the storage system, while striping makes the sys-
tem vulnerable to disk crashes. If one disk fails, the data on all disks becomes
unavailable.

To reduce the problems of basic mirroring and striping, a set of disk array
architectures referred to as RAID (Redundant Arrays of Inexpensive Disks1) has
been proposed. Originally, this set consisted of five disk layout strategies named
RAID level 1 through RAID level 5 (Patterson, Gibson and Katz, 1988). This has
later been extended to seven RAID levels (Chen, Lee, Gibson, Katz and Patter-
son, 1994). With the exception of RAID level 1, which is similar to mirroring,
RAID uses data striping to increase the bandwidth, and parity data to increase
the reliability of the storage system.

The different RAID levels have different performance characteristics and stor-
age costs. There exists systems which combine multiple RAID levels for improv-
ing the performance and reducing the storage cost. On example is the HP Au-
toRAID (Wilkes, Golding, Staelin and Sullivan, 1995). This is a two-level storage
hierarchy implemented inside a single storage array. In the upper level, mirror-
ing of data is used for improving the performance. In the lower level, RAID level
5 is used for providing protection of the data at a lower cost than by mirroring.

For applications like database management systems, the number of accesses
the storage systems is able to serve is more important than the transfer rate. With
the exception of RAID level 1, reading data from the RAID system requires po-
tentially more than one disk to participate in the read operation. For use in ap-
plications that perform a large number of disk operations, alternatives to RAID
have been proposed. One proposed alternative is to avoid striping the data files,
and only stripe the parity data across the disks (Gray, Horst and Walker, 1990).

For improvement of the transfer rate of tertiary storage, similar strategies as
used for disk arrays have been proposed. Striping of data in large tape libraries
has been studied (Drapeau and Katz, 1993a; Drapeau and Katz, 1993b; Golubchik,
Muntz and Watson, 1995). The main conclusion is that for applications which re-
quire sequential access to large amount of data, striping can improve the perfor-
mance of the storage system. For applications that have a more random access
pattern, striping results in poor performance (Chervenak, 1994). To increase the
reliability of tertiary libraries, a similar data layout scheme as RAID level 5 has
been proposed for creating Redundant Arrays of Independent Libraries (Ford,
Morris and Bell, 1996). This has been evaluated using libraries containing optical
disks and for use in a log-structured file system (Ford and Myllymaki, 1996).

1RAID is also commonly said to stand for Redundant Array of Independent Disks.
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Figure 3.2 An example of a hierarchical storage system.

3.5.2 Hierarchical Storage Management

A Hierarchical Storage Management (HSM) system is a storage system that con-
sists of storage devices based on different technologies organized in several lev-
els. The storage devices on the different levels in the storage hierarchy have dif-
ferent performance, capacity and cost. The goal is to combine primary, secondary
and tertiary storage in order to achieve a performance that is close to the perfor-
mance of primary storage at a cost that is close to the cost of tertiary storage.

An example of a HSM system is shown in Figure 3.2. At the highest level in
the hierarchy, RAM is used. RAM is fast, but expensive and non-permanent. The
second level contains magnetic disks. The third level contains near-line storage
which consists tertiary storage in form of optical disks or magnetic tape stored
in library units. The fourth level is referred to as off-line and includes tertiary
storage media that require manual intervention in order to be made available for
the computer system.

The software controlling the HSM system elevates files between the different
levels based on the usage pattern of each file. When a file is accessed, the HSM
system moves the file to the highest level in the storage hierarchy. The file will
remain at this level as long as there is enough space or the user is accessing the
file. When there is need for more storage space at one of the levels, files are moved
down to the next level in the storage hierarchy by using an LRU strategy.



Chapter 4

Server Technologies for Storage and
Delivery of Digital Video

During the last twenty years, a lot of research has been performed on using com-
puters for storage and delivery of digital video. Much of this research has been
related to video servers. Computer based systems that deliver digital video to
users, normally consist of three main components that are involved in the deliv-
ery of the video. The first component is the video server, which is responsible for
storing the video data and delivering the video to the network. The second com-
ponent is the network, which is responsible for transporting the video from the
server to the client. The last component is the client, which is responsible for pre-
senting the video to the user. The purpose of this chapter is to give an overview of
some of the main problem areas within this field. As this thesis is about storage of
video in digital video archives, our focus is on technologies for building high per-
formance video servers that can handle the large amounts of digital video stored
in a digital video archive and the many concurrent users accessing the videos.

The chapter is organized as follows: The first section gives an overview of how
digital video can be delivered from a video server to the clients, and presents the
main challenges for storing and delivering digital video. Then we continue with
an introduction to admission control strategies, which are the algorithms that
handle the clients and client interactions, and that have the overall responsibil-
ity for the resource utilization in the video server. In the following sections, we
present strategies for how to utilize the main memory and the disk based storage
system, in order to maximize the number of clients the video server can handle.
In the last part of the chapter, we give an overview of research done on using
tertiary storage for digital video.
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Figure 4.1 The main components involved during video delivery.

4.1 Delivering Digital Video

We start this chapter with an example showing how a user requests playback
of a video stored in a video archive, and how this video is delivered from the
video archive server to the user. This example shows one possible architecture
for how a video archive server using tertiary storage might be implemented. The
architecture consists of three main components, as illustrated in Figure 4.1:

� The video client. The video client is responsible for initiating the playback
of the video and for controlling the playback if the user wants to pause or
change the playback speed. Protocols like the MPEG-2 DSM-CC (Balabanian
et al., 1996) and the Real Time Streaming Protocol (RTSP) (Schulzrinne, Rao
and Lanphier, 1998) might be used for controlling the video playback. The
client may also support more complex operations like browsing and search-
ing of meta-data for the videos stored in video archive (Hjelsvold, Midt-
straum and Sandstå, 1996).

The client is also responsible for receiving the digital video from the server
and displaying it to the user. This involves decompressing and decoding
the compressed video. The client may also contain a buffer for buffering a
shorter or longer part of the video (Chen and Kandlur, 1996; Pappas and
Christodoulakis, 2000).

� The network. The network is used by the client for sending commands to
the video server and by the video server for sending the digital video to the
client. Compared to most other data types, video delivery is more sensible
to variations in network delays. Video is also challenging for the network
due to the high data rates over a long period of time.

Considerable research has been performed on extending network technolo-
gies to better support digital video. The Internet protocol version 6 has
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been extended with better support for streaming data (Stallings, 1996). New
protocols for real-time transport (RTP) (Schulzrinne, Casner, Frederick and
Jacobson, 2003) and for reserving network resources (bandwidth) (RSVP)
(Zhang, Deering, Estrin, Shenker and Zappala, 1993; Braden, Zhang, Berson,
Herzog and Jamin, 1997) have been added to the IP protocols. The ATM
standard supports video data in general communication networks (McDysan
and Spohn, 1995). In order to support video on existing phone lines, new
digital network standards like ADSL and SDSL have been implemented.
Similar protocols for delivering digital video on cable have been defined
and implemented. To get an overview of some of the research on network
support for digital video, we refer to the proceeding of the NOSSDAV con-
ferences. Further discussion of network related issues is outside the scope
of this thesis.

� The video server. The video server is responsible for storing the digital
video and delivering the requested videos to the clients. The main chal-
lenge when developing a video server system is to be able to deliver as
many video streams as possible without compromising negotiated QoS re-
quirements.

When a user issues a request for a given video, a number of operations takes
place in order to deliver the video to the client. Assuming a server architecture
as shown in Figure 4.1, the following main operations have to be performed to
deliver a video that is currently stored on a tertiary storage medium:

1. Admission Control. When the client sends the request for playback of a
given video to the server, the server has to decide whether this request can
be handled immediately or must be delayed or rejected. The server has to
assure that it has the necessary resources for delivering the video before it
starts the delivery. It is the responsibility of the Admission Control system to
accept new clients and for ensuring that there are enough free resources for
delivering the video. If the admission control decides that there are indeed
enough resources, the video delivery can be initiated. See Section 4.2 for an
overview of some admission control strategies.

2. Tertiary Storage System. Since we in this example assume the video is
stored on tertiary storage, the tertiary storage system is instructed to start
reading the video file(s). There are several possible strategies for delivering
a video from tertiary storage. The video may be delivered “directly” from
the tertiary storage system via a small main memory buffer to the network,
the video can be read in larger chunks from tertiary storage into main mem-
ory and then be delivered from the main memory to the network, or the
video might be read from the tertiary storage and written to disk, and then
be delivered from disk to the client. In order to utilize the bandwidth of the
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tertiary storage system, the last of these alternatives is the most common
solution and will be used in this example. See Section 4.5 for an overview
of use of tertiary storage in video servers.

3. Disk Based Storage System. As soon as the first part of the video is avail-
able on disk (or in main memory), the delivery of video can start1. The
video is normally read as large blocks from disk into a main memory buffer.
In order to ensure that the streaming of the video is not interrupted, the disk
system must deliver a new block of video to the main memory buffer at reg-
ular intervals. See Section 4.4 for an overview of the main issues related to
delivering video from a disk based storage system.

4. Main Memory Buffer. The main memory is used for pre-fetching and buffer-
ing of small parts of the currently delivered videos. The video files are
read from the disk system as large data blocks. From the main memory,
the video is divided into packages suitable for transportation on a network.
These packages are written to the network interface for transportation to
the client. When sending video data, the packages must be sent within a
specified time interval to avoid under-flow or over-flow of the client buffer.
The main memory might also be used for caching larger parts of the videos.
See Section 4.3 for an overview of some of the strategies used for managing
the main memory buffer in a video server.

5. Network Transportation. The network is responsible for transporting the
data packages containing the video from the server to the client. Since video
is sensible to jitter it is important that the data delivery is performed with
only small variations in the network delay (Ferrari, 1990). If a package is
lost, or delivered after a specified time-limit, it is normally no reason for
retransmitting it.

6. Video Presentation. The client is responsible for receiving the video from
the network and displaying the video on the user’s video terminal. This in-
cludes assembling network packages, handling lost or delayed video data,
and decompressing and decoding the compressed video. The client will
normally have a buffer that stores a small part of the video. The size of this
buffer determines how much jitter that can be accepted in the video stream
delivered by the server without the user noticing it.

In this example we have shown the main operations that are performed during
delivery of a video to the user. With the exception of the use of tertiary storage,
most video servers perform these operations during video delivery.

1We assume here that the tertiary storage system is able to deliver the video faster than it is
consumed by the client.
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4.1.1 Workload Characteristics of Video Delivery

Most server based systems like traditional DBMSs and Web servers perform rela-
tively short-lived tasks where the goal is to deliver the answers to client requests
as quickly as possible. For this type of systems, the challenge is to handle as
many concurrent requests as possible with a lowest possible response time. High
throughput and low response time are also important requirements for a video
server. However, compared to most server based systems, there are a number of
factors that make it more challenging to achieve a high utilization of the comput-
ing resources in systems that serve digital video:

� High data rates. Digital video requires data rates in the interval from ap-
proximately 100 kbit/s for low quality video to more than 20 Mbit/s for
high quality HDTV programs. This makes delivery of video a data in-
tensive task. For example, a video server that should be able to deliver
1000 concurrent high quality video streams each having an average data
rate of 5 Mbit/s, has to be capable of delivering a data rate of 5 Gbit/s to
the network. In order to do this, all parts of the video server, from the stor-
age subsystem through main memory and to the network interfaces and the
network itself must be able to handle these kinds of data rates. Complicat-
ing this further is that many video compression algorithms produce video
with a variable bit rate.

� Tight timing requirements. As soon as a user has started playback of a
video, a new video frame has to be presented on the viewers screen every
40 ms (assuming 25 fps PAL video). Thus, the video server must be able
to deliver a new video frame to the user at fixed intervals. If the variation
in time between each frame being delivered becomes too large, it will be
noticed as jitter by the user (Ferrari, 1990). In order to deliver the video as
an isochronous data stream with tight timing requirements, the video server
must be implemented as a system with (soft) real-time properties.

For audio, this requirement is even more important. The user might not
notice if a frame in the video is lost, but if parts of the audio are lost or
delayed, it is easily noticeable. The timing requirements can be relaxed by
using buffering of video and audio in the client, at the cost of increased
response times (Pappas and Christodoulakis, 2000; Allen, 2001).

� Long-lived requests. Depending on the characteristics of the application
the video server is used for, the duration of a request is typically from tens
of seconds for delivery of short video clips up to a few hours for delivery
of movies. This is in contrast with most other server based systems where a
typical request last from a few milliseconds to a few seconds. In addition to
the higher duration of a video request compared to “traditional” systems,
there is another important difference between a video request and a “tradi-
tional” request. A system serving a “traditional” request should normally
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do it as fast as possible. Most users of a video server would not like the
video to be delivered as “fast as possible”, but instead at the video’s correct
speed. Thus, to deliver a two hour video should take two hours, not one
hour and fifty minutes or two hours and ten minutes.

There is also a difference between traditional server based systems and most
video servers in the way the data is delivered. In a traditional server, it is the
client that sends a new request when it requires more data. This is referred
to as a pull strategy. Most video servers use a push strategy (Shenoy, Goyal
and Vin, 1995). After the delivery of a video has started, the client does not
need to send requests for more video data. The server will be responsible
for pushing the data to the client as an isochronous data stream.

� Large data volumes. As shown in Section 2.2, even when the video is com-
pressed it requires large amounts of storage space. For example, a video
server that stores 1000 video titles, each having an average length of two
hours, must manage a storage volume of more than four terabytes when
the videos are compressed as 5 Mbit/s MPEG-2 video.

� Read-only requests. With the exception of the initial storage of a video in
the server, most of the requests for videos are read-only. Very few systems
allow for manipulation of the stored video data. The only changes to the
system are when new videos are added to the system and when existing
videos are removed.

The strict timing requirements and the long lived requests make it more chal-
lenging to achieve optimal use of the available computing resources in a video
server than in a more traditional server. For the video server to be able to guaran-
tee handling requests with this long duration requires considerable planning and
control of the use of the computing resources available within the server.

Fortunately, video and audio also have one property that makes it possible to
increase the utilization of the computing resources. For most video applications,
to loose one video frame is not catastrophic. It might not even be noticeable for
the viewer. This property can be used for allowing more concurrent video streams
to be delivered than what the server actually can guarantee to deliver without loss
of data.

4.1.2 Resource Management

The main challenge when implementing a video server is to make optimal use of
the available resources in order to deliver as many concurrent video streams as
possible while still guaranteeing that the specified QoS requirements are fulfilled.
Given plenty of computing resources, delivery of video is a relatively easy task.
But as for all other server based systems, it is important to be able to get a highest
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possible performance out of the available resources. The challenges come when
the server becomes loaded and there are little free resources.

In a video server, delivery of video consists mainly of transporting data from
the storage system through main memory and onto the network. Figure 4.1 con-
tains an overview of the main resources that are used by a typical video server
when delivering video. The main resources that must be managed by the video
server are:

� Storage space. Most video servers use magnetic disks for storing the video.
Video servers used in large video archives might also use tertiary storage
in addition to the magnetic disks. In order to be able to achieve a high
utilization the storage devices, it might be necessary to have control of the
physical data layout on the storage devices.

� Storage bandwidth. For retrieving video from storage devices and into
main memory, both the bandwidth of the storage devices and the storage
interface (e.g., the SCSI bus) are important.

� Main memory. Most video servers use main memory either for caching
(parts of) videos or as temporary buffer space when reading large blocks of
video from disks and sending the video as smaller packages to the network.

� The CPU is used for running the video server software. The main respon-
sibilities of the video server software are to handle client requests and to
administrate how the other resources in the system are used for delivering
the video. Compared to other server based systems, data transfer to and
from main memory constitute a larger fraction of the total work for a video
server. This work is done by the CPU and by using DMA transfer of data.

� Server internal communication. Delivering digital video requires much in-
ternal transfer of data within the servers. The video has to be transported
from disk and tertiary storage devices into main memory. It has also to
be transported from the main memory to the network devices. This data
transport is performed using the I/O buses (e.g., SCSI and Fiber Chan-
nel) (LoBue, 2002), network adapters and the main memory bus. All of
these can become bottlenecks during video delivery.

� Network bandwidth. This includes both bandwidth for copying data from
main memory to the network interface and bandwidth of the network.

All of these resources are needed for delivering one video stream. Thus, if there
is shortage of one resource, it will hamper one or more of the video streams being
delivered. It does not help to have plenty of one resource, e.g., bandwidth to the
storage system, if another resource is over-utilized. For a video server to make
optimal use of these resources, it is necessary that the operating system provides
support for efficiently use of the resources (Steinmetz, 1995; Plagemann, Goebel,
Halvorsen and Anshus, 2000).
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4.1.3 Video Server Architectures

The video server illustrated in Figure 4.1 consists of a single machine that is deliv-
ering the video. This is just one of several possible architectures used for building
video servers. Most video server architectures can be divided into either being
centralized or distributed.

Centralized Video Servers

A centralized video server stores all the videos in a centralized location. The
server delivers the video streams directly to the user by use of unicast, multi-
cast, or broadcast networks. Centralized video servers can further be grouped by
whether they consist of a single machine or multiple machines.

� Single machine. As the name indicates, the video server consists of a single
machine that is responsible for storing and delivering all the videos. One
example of a single machine video server is the Fellini multimedia storage
server (Martin, Narayanan, Özden, Rastogi and Silberschatz, 1996).

� Multiple machines. A video servers consisting of multiple machines is of-
ten referred to as a parallel video server. In a video server containing mul-
tiple machines, there are two main alternatives for how the video is deliv-
ered. In the simplest configuration, one of the machines stores the entire
video and is responsible for delivering it to the client. An alternative con-
figuration is to distribute the video on all (or a subset) of the machines. All
machines takes part in the delivery of the video. A major challenge in a
parallel video server is to achieve a good load balancing. We discuss this
further in Section 4.4. An example of a parallel video server is the Tiger
video file server (Bolosky, Barrera III, Draves, Fitzgerald, Gibson, Jones,
Levi, Myhrvold and Rashid, 1996). The Elvira II video archive server pre-
sented in Appendix A is another parallel video server built on a cluster of
independent workstations.

Distributed Video Servers

A distributed video server consists of multiple servers that are distributed across
a network. The main purpose of building a distributed video server is to reduce
the amount of network transport, and to reduce the cost of the network infras-
tructure. Most distributed video server systems are hierarchical. The original of
each video is stored in one or a few root servers. The other servers are cashing
copies of a subset of the videos (Nussbaumer, Patel, Schaffa and Sterbenz, 1995)
or parts of the videos (Chan and Tobagi, 2001). The cost savings emerge from
being able to store the most frequently used videos closer to the clients. Many of
the proposed strategies for video delivery use multicast for distributing videos to
cache servers or directly to the clients (Aggarwal, Wolf and Yu, 1996b). To reduce
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response time, several strategies have been proposed for caching the initial part of
each video in proxy servers while using multicasting for delivering the main part
of the videos (Sen, Rexford and Towsley, 1999; Griwodz, Zink, Liepert, On and
Steinmetz, 2000; Bradshaw, Wang, Sen, Gao, Kurose, Shenoy and Towsley, 2001).
An alternative topology to using an hierarchical structure is peer-to-peer systems.
The main drawback of peer-to-peer systems is that it is difficult to achieve cen-
tralized control of both content and resources, and to maintain digital rights of
the content.

The focus of this chapter is on technologies for efficiently storing and deliv-
ering video in a centralized video server. Still, most of the strategies presented
in this chapter are suitable for use in distributed video server systems since each
server in a distributed system also has similar performance requirements with
regards to storing and delivering videos.

4.1.4 Classification of Video Servers

There are multiple ways to classify video servers. One strategy is to classify video
servers based on the amount of control the user has on the delivery of the video
she wants to watch (Gelman, Kobrinski, Smoot and Weinstein, 1991; Little and
Venkatesh, 1995). Using this as the criterion, most video servers can be divided
into either Broadcast, Near-Video-On-Demand, or True-Video-On-Demand servers.
Some video servers may cover multiple of these classifications.

Broadcast Servers

A video server using broadcast for delivering the videos is typically used when
there is a limited number of videos that must be delivered according to a sched-
uled program. Examples of applications that may utilize broadcast for delivering
the video are educational institutions that send a lecture at a given time or hotels
that have set of films that are started at regular intervals throughout the day.

The broadcast can be limited to a local area network or sent to a larger part of
the Internet by using protocols like IP Multicast or IP Simulcast (Furht, Westwater
and Ice, 1998). The main advantage of using a broadcast is that a video server
with limited computing resources can deliver video to a high number of users.
The cost per delivered video can be kept very low. The drawback is that the
user has no or limited control of the video playback. One example of a multicast
strategy for video servers is presented in (Xu, 2001). By reducing the amount
of time between each broadcast of a video and including a buffer in the client,
it is possible to provide limited user control of the playback (Tantaoui, Hua and
Sheu, 2002).
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Near-Video-On-Demand Servers

Near-Video-On-Demand (N-VOD) servers offer some functionality for the users
to control the video playback. Most N-VOD servers limit this functionality to
allow the users to request which movie to watch, to pause and to resume the
playback from the same or a different position within the video. Each time the
user requests a new video or wants to resume the playback of the current video,
she has to expect to wait some period before the playback of the video starts.

The reason for offering this limited functionality is to be able to increase the
number of viewers served by the video server. This is achieved by serving mul-
tiple viewers with a single video stream. The support for resume playback after
a pause or from a different position in the video is achieved by having the video
server delivering multiple video streams containing the same video where each is
delayed by a fixed or variable amount of time. Each time a user requests playback
to resume, she will be served by the first following video stream. In Section 4.2.1
we present strategies that can be used by N-VOD video servers. These strategies
group multiple viewers in order to reduce the resource consumption per viewer
and to increase the total number of users that can be handled by the video server.

True-Video-On-Demand Servers

True-Video-On-Demand (T-VOD) servers offer the users full control of the video
playback. The server supports the functionality offered by a standard VCR or
DVD player. The user can pause and resume the playback from any position
within the video, and issue fast forward and fast rewind commands at different
speeds.

In a T-VOD server, each user is served independently. This means that com-
pared to a broadcast or N-VOD server, the resource consumption per user will be
higher. The much better support for control of the video playback increases the
challenges on the video server to make optimal use of the resources.

4.2 Admission Control and Client Scheduling

One of the main challenges in a video server is to administrate client requests.
These requests are either a request for starting playback of a new video or to
perform a VCR operation on a currently played video stream. When a request for
starting playback of a new video arrives, the server has to decide if this request
can be granted and when the playback should be started. When the server makes
this decision, the goal is to be able to handle as many clients as possible, but
granting access to a new client should not reduce the quality of the video streams
already delivered. The strategies used for making these decisions are referred to
Admission Control and Video Client Scheduling.
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The main resources used by a video server for delivering video to a client were
presented in Section 4.1.2. If any of these resources are over-utilized, the user may
observe this as irregularities in the delivered video. Thus, in order to achieve
continuously delivery of the video streams without interruptions, the following
must be done (Sitaram and Dan, 2000, Chapter 4):

1. Reservation of the necessary resources on all server and network compo-
nents that take part in the delivery of a video stream.

2. Each component must have an appropriate scheduling strategy for its re-
sources in order to achieve the timing requirements of the video streams.

The set of resources that must be reserved for guaranteeing continuously de-
livery of a video stream is often referred to as a logical channel (Dan, Sitaram and
Shahabuddin, 1994). To allocate logical channels for new requests is non-trivial,
since this involves multiple components in the server and the network that have
very different behavior. In addition, different requests for a video stream may
have different QoS requirements, both including physical properties of the video
like average and peak bandwidth, and user specified requirements like acceptable
delay on startup, response time on VCR commands and tolerable loss of data.

Factors that make it complicated to estimate how much resources that must
be reserved for a given video stream are:

� VCR operations. When the user issues an operation like fast-forward, the
video server must deliver the video at a higher speed. The simple solu-
tion to this is just to send the video data at a higher speed to the user.
Unfortunately, this requires more resources than this stream has allocated.
To avoid that VCR operations like fast forward and fast rewind require
more resources than normal playback, different strategies for reducing the
bandwidth have been proposed. Examples of such strategies are dropping
frames or changing to a more highly compressed version of the video.

� Variable Bit Rate (VBR) video. Depending on the compression strategy for
the video, the compressed video requires either a variable bit rate (VBR) or
a constant bit rate (CBR). The challenge with VBR video is that the peak bit
rate may be considerable higher than the average bit rate. To satisfy the QoS
requirements, the logical channel must have enough allocated resources to
handle the peak bandwidth (Vogt, 1995).

� Variations in storage system performance. When the storage system con-
sists of secondary storage (magnetic disks) and possible tertiary storage
(tape, optical disks) the performance of the storage system may vary de-
pending on the physical placement of the video on the storage device. Thus,
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it may not be possible to use the average response time and average band-
width when allocating resources to video streams if the server should guar-
antee a given performance also during periods where the performance of
the storage devices are below average.

Deterministic strategies for admission control must take all these factors into
account when deciding whether a new request can be handled or not. To guar-
antee that all currently delivered streams get the necessary resources, resources
must be allocated to handle the worst case scenarios where all video streams have
the highest consumption of resources during a lowest possible performance of
the storage system. Using such strategies lead to low average utilization of the
resources.

To increase the number of concurrent video streams and the utilization of the
computing resources, more optimistic admission control strategies have been pro-
posed. The observation-based admission control algorithm (Vin, Goyal, Goyal and
Goyal, 1994a) uses the current status for the resources on the server to determine
if the server has enough free resources to admit a request for a new video stream.

The deterministic algorithms provide strict performance guarantees while the
observation-based algorithm gives no guarantees about the quality of delivered
video. To achieve a much higher utilization than deterministic admission con-
trol algorithms while still being able to give statistical guarantees about the ser-
vice quality, statistical admission control strategies have been proposed (Vin, Goyal,
Goyal and Goyal, 1994b). These algorithms take into account both bit rate vari-
ations of the video streams and variation in the access time for retrieval of data
from the storage system. By using statistical estimates for the total resource con-
sumption by the currently delivered video instead of worst case estimates, statis-
tical admission control algorithms are able to achieve a higher utilization of the
video server than deterministic algorithms.

4.2.1 Resource Sharing and Merging of Clients

So far we have assumed that each client is allocated resources that are used solely
for this client’s video stream. The admission control strategies presented this far
will limit the number of clients that can be served to the number of video streams
(or logical channels) that the server can deliver. To increase the number of clients
the server can handle, multiple clients must be grouped together and served by
one logical channel. In this subsection, we present three strategies for how this
can be achieved.

Batching

A method for increasing the number of clients beyond the number of streams
the server can deliver is to use batching of clients. By batching multiple client
requests for the same video, a larger number of clients can be served. In order to
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batch clients, it is necessary that multiple clients request the same video within an
acceptable amount of time. The main drawback with batching is that in order to
increase the probability for being able to batch two or more clients, it is necessary
to delay the start of the video playback.

Multiple batching strategies have been proposed. The simplest model for
batching is to use a FCFS (first-come-first-served) strategy when selecting which
client that should be allowed to start playback. If there are other clients wait-
ing for the same video, they are also served by the same logical channel (Dan
et al., 1994). In order to increase the number of clients served, the Maximum
Queue Length (MQL) strategy selects the video with the highest number of waiting
clients when there are available resources for starting a new video (Dan, Sitaram
and Shahabuddin, 1996). The MQL strategy priorities delivery of popular videos.
Clients requesting less popular videos will experience higher response times and
might be delayed infinite. In order to increase the fairness of the MQL strat-
egy, Aggarwal, Wolf and Yu (1996a) have proposed the Maximum Factored Queue
Length (MFQ) strategy. This strategy selects the video that has the highest factored
queue length as the next video. The factored queue length is computed by giving
each video a weight that is inversely proportional with the popularity of the video.
Thus, less popular videos will have a higher weight than more popular videos.

In a video server, videos will have different popularities. Some batching al-
gorithms partition the videos into different groups based on the videos’ popular-
ity. The FCFS-n algorithm pre-allocates a set of channels for the n most popular
videos (Dan et al., 1996). The number of pre-allocated channels is usually higher
than n. The pre-allocated channels are used for starting playback of the most
popular videos at regular intervals. The channels not pre-allocated for the most
popular videos are used for serving requests for the less popular videos. These
requests are scheduled using a FCFS strategy. The Group-Guaranteed Server Capac-
ity (GGSC) strategy divides the videos into multiple groups, where each group
consists of videos that have nearly equal expected batch size (Tsiolis and Ver-
non, 1997). Each group is then assigned a number of logical channels. Within a
group, FCFS is used for scheduling requests. This algorithm makes it possible
to give estimates for the maximum time a client requesting a given video has to
wait before the playback begins. Being able to give an estimate on the maximum
waiting time reduces the probability for a waiting client to leave before playback
starts.

One difficulty with batching multiple clients occurs when one of the clients
issues a VCR command. The client must then be removed from the logical chan-
nel. If the VCR command is to resume after a pause or a fast-forward or fast-
rewind, the user expects this to happen relatively immediately. Unfortunately, all
resources that were allocated to this video are still in use by the other clients in
the batch. Dan, Shahabuddin, Sitaram and Towsley (1995c) propose to reserve
a set of logical channels to handle clients that issue VCR commands. This set is
referred to as contingency channels. When a client wants playback to resume, a
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channel is allocated from the set of contingency channels.

Caching

The main problem with batching is that all clients that are to be served as one
batch have to wait until they get a free channel. Further, when the video has
started, the clients have to watch the video continuously if they should be served
by the same channel. By caching parts of the video either in the server or in the
client, some of the drawbacks of batching can be reduced.

Techniques that use server caching, store parts of the most popular videos or
entire videos in main memory. The parts that are stored in main memory can
then be used for serving clients without having to use storage bandwidth. Inter-
val caching is one example of a buffering strategy (Dan, Dias, Mukherjee, Sitaram
and Tewari, 1995a). The idea is to cache enough video in main memory to cover
the size of a batch interval. By doing this, it is possible to allow new clients that
arrive just after a batch has started to join this batch. It is also possible to use
this for handling VCR operations like small pauses and reposition as long as the
position to resume from is within a batch interval that is buffered in main mem-
ory. This form for caching in the server reduces the disk bandwidth requirement
to the storage system. The cost of these strategies is that the required amount of
main memory is increased. These strategies do not reduce the need for network
bandwidth.

Buffering parts of the video in the client can be used for handling VCR oper-
ations and thus reduce the load on the server when a client issues a VCR opera-
tion. The obvious solution is to store the already played video in main memory
(or on a disk) and to continue to receive the video stream if the user issues a
pause. This relatively simple strategy can support both fast rewind, reposition to
an earlier position in the video and resume after pause without the server even
having to notice it. A more complex strategy is the Pyramid scheme proposed
by Viswanathan and Imielinski (1996). This requires that multiple clients want
to watch the same video and that the videos are sent by using a network sup-
porting broadcast. The Pyramid algorithm partitions the video into contiguous
segments of geometrically increasing sizes. Each of the video segments are sent
on a separate channel. The size of the first segment is relatively short. Since this
segment is sent repeatedly on one channel, the maximum time a client has to
wait is the length of this segment. As soon as the client has finished playback
of the first segment it switches to the next channel where the second segment is
streamed. The main advantage of this scheme is that a high number of clients
can be served with a limited number of channels and still achieve a relatively low
startup latency. The drawback is that the clients have to be able to receive video
on multiple concurrent streams and buffer a substantial part of the video. An im-
proved version of the Pyramid scheme that reduces both the storage requirement
in the client and the startup latency is presented in (Aggarwal et al., 1996b).
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Rate Adaptation

Rate adaption is a strategy for merging clients while avoiding the high startup
delay of the batching strategies or the high memory requirements of the caching
strategies. Rate adaption is a technique that tries to merge video streams by ad-
justing the display rates (Golubchik, Lui and Muntz, 1996). This is based on the
observation that it is possible to change the rate of a video (and the correspond-
ing audio) by 2–3 percent without the viewer noticing it. Rate adaption is also
referred to as adaptive piggy-backing (Golubchik et al., 1996).

The basic strategy of rate adaption is that when the first request for a video
is received, the delivery is started immediately. If the next request for the same
video is sufficient close to the first, it is started immediately, but at a slightly
higher speed. When the second video has caught up with the first video, they
are merged and from then on served as a single stream. Thus, before the two
videos are merged, they are served by two channels, after the merging they are
served by one channel. Golubchik et al. (1996) present several strategies for how
to merge streams by changing the speed of the videos. VCR operations can be
handled by giving the client a new channel for the duration of the VCR operation.
After the client resumes to normal playback, this video can again be merged with
another video stream by either increasing or reducing the speed of it for some
time. A similar strategy is used by the Split and Merge (SAM) protocol (Liao and
Li, 1997).

In order to deliver the same videos in multiple speeds, it is necessary to either
have extra software or hardware that do on-line rate adaption of the video and
audio as it is sent to the user, or to have the video and audio stored on multiple
versions with slightly different display rates. This increases the cost of the video
server compared to a server that uses pure batching of clients. Krishnan and Little
(1997) have proposed a solution, which uses a special data placement and disk
scheduling strategy that supports two different rates based on a single storage
format.

4.3 Buffer and Memory Management

Most video servers use main memory as buffer for the storage system. Delivering
the video directly from the disks to the network would result in low utilization of
the disk bandwidth. In order to efficiently utilize the disks, the video is read from
the storage system into main memory using relatively large blocks. From main
memory, the video is then at regular intervals delivered to the network in smaller
data units suitable for transport on the network. The main memory buffer is also
used for ensuring that the video is delivered as an isochronous data stream. By
having the currently delivered part of the video in memory, this can be used for
avoiding jitter and for smoothing out bit rate variations in VBR video and disk
variations.
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Using memory as a buffer for the storage system is not new. Particularly for
use in database management systems (Effelsberg and Haerder, 1984), file systems
and operating systems, main memory has been used for caching parts of the disk-
based data. Compared to secondary storage, main memory is expensive. As a
consequence, the main memory buffer will have limited space for storing video
data. The main advantages of main memory are the very short access times and
the high bandwidth, making it capable of delivering data to many concurrent
video streams. In order to utilize the main memory, the primary objective for
a buffer management strategy is to serve as many requests as possible from the
main memory buffer.

Most of the buffer management strategies can be divided into one of two main
categories based on how the buffer space is divided between currently delivered
videos (Dan et al., 1995a):

1. Buffering. Each video stream has allocated a given amount of buffer space
that is only used by this video stream. This buffer space is used for pre-
fetching and buffering a small number of disk segments. As soon as the
video in one buffer slot is delivered to the network, the buffer slot is made
available for reading in the next disk segment.

2. Caching. The main memory is organized as a global buffer cache that is
shared between all videos. In addition to be used as buffer for pre-fetching
blocks from disk, the main memory is used for caching parts of the videos.
The purpose of caching parts of videos in memory is to make it possible to
deliver the video to multiple users without having to read it from disk. If
the video server is able to deliver videos from the main memory cache, this
may reduce the cost of the storage system.

We present each of these categories in more detail in the rest of this section.

4.3.1 Buffering Strategies

Buffering is used for increasing the disk utilization and thus reduce the cost of
the storage system2. The basic idea of buffering is that each currently delivered
video stream has allocated a buffer in main memory where data from the storage
system is written, and where data is read from and sent on the network to the
client. The buffer used by each stream can either consists of a fixed or a variable
number of buffer blocks. Typically, the buffer consists of at least two blocks per
video stream. These are used for double buffering. The video is delivered from one
of the buffer blocks while the storage system writes to the other buffer block. The
size of each buffer block is the same as the amount of disk data read in one disk
operation. Since the video is delivered as an isochronous stream to the client, it is
important to avoid underflow in the buffer.

2Buffering is also commonly referred to as read-ahead buffering or pre-fetching.
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There is a close relationship between the utilization of the disk bandwidth, the
size of the buffer per stream, the cost per delivered stream, and the probability for
jitter:

� Increasing the utilization of the disks reduces the cost per delivered video
stream, but increases the probability of not having the video data in buffer
memory when it should be sent to the user. The user will observe this as
jitter (loss of frames or disturbances in the video and audio).

� The probability of jitter can be reduced by increasing the size of the buffer,
but this increases the cost of main memory per video stream.

Thus, by increasing the amount of read-ahead buffer allocated for each stream,
it is possible to increase the utilization of the disks (Chang and Garcia-Molina,
1997a). For a system with a specified QoS level regarding jitter, it is possible
to determine the optimal configuration for disk utilization and buffer size that
gives the lowest cost (Dan et al., 1995a). To reduce the amount of buffer space
required, Garcia-Martinez, Fernandez-Conde and Vina (2000) propose to allocate
buffer space per storage device instead of per client. This requires a round-based
disk scheduling strategy and that the client is able to receive all data retrieved
during one round as one bursty transfer.

The amount of buffer per stream also influences the startup cost when starting
delivery of a new video stream and the response time when doing VCR opera-
tions. Each time a new video delivery starts or there is a reposition of the play-
back, the buffer has to be at least partially filled up before the playback can start.
Thus, a large buffer per stream will normally give a higher startup cost and longer
response times.

4.3.2 Caching Strategies

Traditional caching strategies aim at keeping the hot set of data objects in the
cache. In order to determine what is the hot set, these strategies are based on
how applications access the data or hints from the applications. Examples of
traditional caching strategies are LRU, CLOCK, and DBMIN (Chou and DeWitt,
1985).

Compared to the data cached by applications like databases and operating
systems, videos are much larger. Using traditional caching strategies for caching
the hottest videos in main memory would either require a very large cache or
result in a very limited number of videos in the cache. One possible solution to
this problem is to divide the videos into smaller units, e.g., blocks and use these as
basis for caching. Unfortunately, due to the sequential access pattern of videos,
traditional caching strategies perform bad also when the caching unit is of this
size. As soon as the content of a block has been sent to the viewer, it is unlikely
that this block will be accessed soon.
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Figure 4.2 Illustration of how to compute the distance of video streams as
defined by the DISTANCE algorithm (Özden et al., 1996a).

For caching of videos, new caching strategies have been proposed that in-
clude and take advantage of the sequential access pattern of videos. Most of
these strategies are based on using knowledge about the relationship between
concurrently delivered streams of the same video. Just as for traditional caching
strategies, caching strategies for video must take into account both when to place
a part of a video in the cache and when to replace a part of a video already stored
in the cache. The caching strategies must also be integrated or interact with the
overall admission control used by the server (see Section 4.2). The admission con-
trol strategy must know whether a video can be delivered from the cache or not
in order to know the resource consumption for the video. It must also be able to
handle that a video currently delivered from the cache no longer finds its data in
the cache.

In this section we give a short introduction to three caching strategies that
have been proposed for use in video servers:

� BASIC is the first of two caching strategies proposed by Özden, Rastogi
and Silberschatz (1996a). BASIC uses a very simple approach. When a new
buffer slot is needed for a video, BASIC selects the buffer slot containing
video that will not be accessed for the longest period of time by any of the
currently delivered video streams. This strategy performs very close to an
optimal caching strategy, but the computational cost of the algorithm is very
high since for each new buffer allocation, all buffer slots must be compared
against all currently delivered video streams.

� DISTANCE (Özden et al., 1996a) uses, as the name indicates, the distance
between concurrent video streams delivering the same video as criteria for
deciding which buffer slot in the cache to reuse. The distance, di, of video
stream vi is measured as the number of buffer slots between this stream and
the first following video stream, vi+1. This is illustrated in Figure 4.2.

The DISTANCE algorithm is round based. Used buffers are returned to the
free pool on the end of each round. When freeing used buffers, the video
streams are sorted on increasing distance value. Buffers from the video with
the shortest distance value are freed first and buffers from the video with
the highest distance value are freed last. Allocation of buffers occurs in the
opposite order. When a stream needs a free buffer, the buffer which was
freed most recently is allocated. In this way, buffers freed by a video stream
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Figure 4.3 Illustration of how the General Interval Caching strategy works. The
figure is based on figure found in (Dan and Sitaram, 1997).

that is followed closely by another video stream have less probability for
being re-allocated than buffers freed by a video stream with no following
video stream or followed by a video stream at a greater distance.

Compared to the BASIC algorithm, the DISTANCE algorithm has a much
lower computational cost. The distance value for a video stream only has to
be recomputed when there is a change in the playback of this video stream
(e.g., a pause or a reposition) or when the playback is done with a speed
different from normal playback speed.

Caching strategies like BASIC and DISTANCE work best for long videos where
multiple clients access the same video. They require that at least two clients are
playing the same video in order to have parts of the video cached. For a video
server serving small video clips or a mix of long and short videos, it is less likely
that there are multiple clients accessing the short video clip. Thus, these caching
strategies will either perform badly or disfavor short video clips.

� General Interval Caching (GIC) (Dan and Sitaram, 1997) is a caching strat-
egy that supports a wider workload than BASIC and DISTANCE. It is based
on the same principle as DISTANCE. What the DISTANCE algorithm refers
to as the distance between two video streams (see Figure 4.2), the GIC al-
gorithms refers to as an interval. Just as the DISTANCE algorithm attempts
to cache the video between video streams that are following closely in dis-
tance, the GIC algorithm caches the shortest intervals.

The main extension of GIC compared to DISTANCE is the way it includes
short videos. This is illustrated in Figure 4.3. For each video, the GIC algo-
rithm remembers when the last client finished. When a new client requests
playback of a video that no other clients are accessing, an anticipated inter-
val (Dan and Sitaram, 1997) is created between the new client and where the
last client would have been if the video had been longer (see video stream s5
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and s6 in Figure 4.3). If this anticipated interval is short enough to deserve a
place in the cache, the entire video is stored in the cache. An important dif-
ference between normal intervals and anticipated intervals is that the nor-
mal interval moves along the video as the playback progresses, while for an
anticipated interval, the entire video will be in the cache as long as the client
is playing the video.

These three buffer management strategies presented here assume sequential play-
back of the videos with little or no user interaction.

For supporting video delivery in more interactive applications, buffer man-
agement strategies that takes the user interaction into account have been pro-
posed. One of these strategies is the L/MRP (least/most relevant for presentation)
buffer management strategy (Moser, Kraiß and Klas, 1995). This strategy assigns
a relevance value to each presentation unit3. Typically, the frames that are about
to be shown to users will have a high relevance value while frames which have
been shown to the user will gradually get a lower value. The relevance value is
the basis for pre-fetching and replacing data in the buffer. Presentation units with
a high relevance value that are not already in memory will be pre-fetched into
main memory, while the presentation units with the lowest relevance value will
be replaced. Several extensions to L/MRP have been developed. Q–L/MRP is
an extension to L/MRP that supports multiple concurrent users and dynamically
adaption to the disk and network I/O (Halvorsen, Goebel and Plagemann, 1998).
Another extension is MPEG–L/MRP (Boll, Heinlein, Klas and Wandel, 2000) that
aims at reducing the response time of user interactions during video playback.

In this section, we have presented some examples of caching strategies. Com-
mon for all of the caching strategies is that they try to optimize the amount of
sharing of the video data that is stored in the cache in order to increase the num-
ber of videos that can be served by the video server and reduce the cost per deliv-
ered video. How much data to pre-fetch for each client and the choice of caching
strategy depends on the application’s access pattern and the amount of sharing
of data between clients.

4.4 Storage System Management

A video server’s storage subsystem is responsible for storage of video data and
for retrieval of video data from the storage devices. The main issues when design-
ing the storage system are organization of the storage devices, data placement, resource
reservation, and data delivery. The storage system should also be able to handle
and recover from hardware failures without making the videos unavailable. The
overall goal is to have a storage subsystem that makes optimal use of the avail-

3In the paper this is referred to as a Continuous Object Presentation Unit (COPU) (Moser et
al., 1995). A COPU is typically one video frame.
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able resources, both storage space and bandwidth, while still assuring that the
QoS criteria are fulfilled.

From the storage subsystem’s point of view, delivering video data has some
unique characteristics compared to delivering more traditional data:

1. Real-time data access. When the video server requests the storage system
to deliver some video data, it normally needs to have these data available
in main memory within a given time limit in order to avoid interrupts in
the video stream sent to the user. If the storage system is not able to retrieve
the data within the time limit, the request can in many cases just as well be
dropped.

2. Sequential data access. Most viewers watch the videos with little user in-
teraction. Because of this, the access pattern to video files will be mainly
sequential.

One important implication is that unless there are multiple viewers for the
same video that are close enough in time, the video data read from the stor-
age system has very little probability of being reused.

3. Periodic data access. Most video servers read the video data from a main
memory buffer and deliver it to the user as an isochronous stream. At reg-
ular time intervals, it is necessary to fill the main memory buffer by read-
ing the next part of the video from the storage system to the main memory
buffer. This results in a periodic access pattern for the video files.

These differences in how video data and more traditional data are accessed
have made it necessary to develop new storage architectures and algorithms for
accessing video data in order to optimize the utilization of the storage system.
There are two main issues when implementing a storage system for digital video.
The first is how the storage system should be organized and how video data
should be placed on the different storage devices. The second issue is strate-
gies for retrieval of video data from the storage system. We cover both of these
issues in the remainder of this section. For a more detailed survey we refer
to (Halvorsen, Griwodz, Lund, Goebel and Plagemann, 2003a).

Resource Reservation and Scheduling of Video Retrievals

In Section 4.2, we gave an introduction to how the admission control and client
scheduling algorithms were responsible for deciding whether a new request could
be granted or not, and when the delivery should start. As part of the admission
control, the necessary resources should be reserved in the storage subsystem for
delivering the video.

When designing the storage system of a video server, it is important to take
into account how the admission control strategy allocates and reserves resources
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Figure 4.4 Video server containing multiple nodes and multiple storage de-
vices.

for the logical channels from both the storage system, the buffer management
system and the network system. After the admission control has allowed the
playback to start for a given video, it is the responsibility of the storage system to
guarantee that the video data is retrieved from the storage devices at the required
rate and within the time limits of when the data has to be present in main memory.

Storage Organization and Data Placement

For a video server, the strategy for optimal data placement may involve several
levels. In Figure 4.4 we show an example of a video server that contains multiple
nodes where each node has multiple storage devices. A storage strategy for this
server must consider all of the following levels:

� Server. For a parallel or distributed video server, which consists of multiple
nodes, the data placement strategy must decide where each video should
be stored. This can either be to store it on one node, a subset of the nodes,
or all of the nodes. A node is normally one computer.

� Node. Each node or computer within a video server has typically multiple
storage devices. The storage strategy must decide whether a video should
be stored on one or multiple of the storage devices.

� Storage Device. The storage strategy must decide how a video (or video
fragment) should be stored within one storage device.

We discuss strategies for each of these areas in the following. Since the strate-
gies for deciding which machine(s) within a server and which storage device
within a machine are based on the same algorithms, these are presented together.
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Most video servers use magnetic disks as their main storage. Because of this, we
focus on the use of magnetic disks in this presentation.

4.4.1 Magnetic Disks in Video Servers

In Chapter 3 we presented the storage technologies that are most likely to be
used by a video server. In order to optimize the use of the storage devices, it is
necessary that the storage subsystem utilizes information about the performance
characteristics for the different storage devices. In this subsection we present
strategies for optimizing the use of magnetic disks in systems that store and de-
liver digital video.

Disk Layout

When storing video on disk, it has to be broken into logical disk blocks. A logical
disk block is the amount of video data that will be read during one data transfer
from disk to main memory. To increase the number of video streams that can be
served from a disk, the server should try to minimize the relative overhead due
to seek time and rotational latency by using relatively large block sizes. For video
servers, the size of a logical disk block is typically in the order from 64 KB to 1 MB.

From the storage system’s point of view, there exists two different types of
videos. These are Constant Bit Rate video (CBR) and Variable Bit Rate video (VBR).
For the storage system, CBR video is much easier to handle, since the amount
of resources each video requires is constant and known in advance. VBR video
is more difficult, since the amount of video the storage system must deliver per
time unit is variable. VBR video has also an extra challenge when deciding the
physical layout on disk. A VBR video can be stored in either Constant Data Length
(CDL) blocks or Constant Time Length (CTL) blocks (Vin, Rao and Goyal, 1995). If
CDL blocks are used, the video is stored in blocks of constant size. If CTL blocks
are used, the logical disk blocks will have variable size. Each block will contain a
fixed length portion of the video, e.g., 0.5 seconds.

Disk Layout for Multi-zone Disks

Most of the early research on layout of video data assumed that disks either had
a constant transfer rate, or used the average transfer rate of the disks in the disk
models. With the introduction of multi-zone disks (see Section 3.2), this is no
longer a valid assumptions. For example, for a Seagate ST31200 disk, the transfer
rate of the outermost zone is approximately 80 percent higher than the transfer
rater of the innermost zone (Ghandeharizadeh, Kim, Shahabi and Zimmermann,
1996). In order to be able to take advantage of the increased transfer rate of the
outer zones on a disk, the data placement strategy should take into account that
the transfer rate is different for different zones.
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Ghandeharizadeh et al. (1996) propose two strategies called FIXB and VARB
for increasing the utilization of multi-zone disks. The basis for both of these
strategies is to divide the video into respectively fixed size (FIXB) and variable
sized (VARB) blocks. The blocks are then allocated to the disk by storing the first
block in the first disk zone, the following block in the next zone and so on in until
reaching the last disk zone. The process is then repeated by starting on the outer-
most zone. The disk is read in the same way. During a scan from the outermost
to the innermost zone, in each zone exactly one block for each currently delivered
video is read. For a Seagate ST31200 disk, the number of concurrent videos that
can be delivered is increased by 40 percent when utilizing that the disk has zones
compared to using a disk model that assumes the bandwidth of the innermost
zone (Ghandeharizadeh et al., 1996). The drawbacks of this allocation strategy
is that it only supports constant bit rate video, it wastes relatively much of the
storage space and has high startup latencies.

An alternative strategy for utilizing multi-zone disks is Track-Pairing (Birk,
1995). This strategy supports both constant and variable bit rate videos and uti-
lizes the storage space better compared to FIXB and VARB. Track-Pairing divides
the disk into two parts, where the first part contains the outermost tracks and
the second part contains the innermost tracks. For a disk containing totally Nt

tracks, tracks are paired by grouping track i from the outermost part and track
Nt � i from the innermost part. When allocating a video to the disk, the video
is allocated to track pairs by writing the first block to one or more tracks from the
outermost part and the next block to the corresponding tracks form the innermost
part of the disk. This process is repeated until the entire video is allocated to disk.

The Microsoft Tiger video server (Bolosky et al., 1996) is an example of a video
server that utilize the multi-zone disk in how video data is stored. Each disk is
partitioned into two partitions. The outer part of the disks, where the transfer rate
is highest, is used for storing the primary version of the videos while the inner
part of the disks is used for storing backup copies of the videos.

Disk Scheduling

Traditional disk scheduling algorithms like SSTF (Shortest Seek Time First) and
SCAN do not work well for video data since they do not take into account the
deadlines of when the requests have to be finished (Reddy and Wyllie, 1994).
Real-time scheduling algorithms like the deadline driven scheduling algorithm (also
known as the Earliest-Deadline-First (EDF) algorithm) (Liu and Layland, 1973)
support requests with deadlines, but do not take into account the physical layout
of a hard disk. As a result, by using traditional real-time scheduling algorithms,
the disk performance would be poor. In order to have algorithms that take both
the geometry of the disk and the real-time properties into account, algorithms
like SCAN-EDF (Reddy and Wyllie, 1993) have been proposed for use in video
systems.
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Within video server research, round based disk scheduling algorithms have
been the most popular (Gemmell, Vin, Kandlur, Rangan and Rowe, 1995; Gem-
mell, 1996). Round based algorithms require that the videos are stored as Constant
Time Length (CTL) blocks on the disk. The playback time of each block is called
the round length. The disk scheduler groups all requests into a round. During one
round, the disk has to service one request for each video that is delivered to avoid
interrupts in the playback. Thus, the round length is an upper limit on the time
the storage system can use for deliver at least one block for each of the videos. In
round based algorithms, the time it takes to retrieve all data that is needed for a
round, is referred to as the service time.

Within one round, different scheduling algorithms can be used. The different
videos can for example be served using a round-robin strategy or a SCAN algo-
rithm. The round-robin strategy gives lower start-up latencies each time the user
issues a VCR operation and requires less main memory buffer due to the more
regular time interval between two succeeding read operations within a video.
SCAN provides better disk utilization due to lower seek overhead at the cost of
higher start-up latencies and more main memory buffer. The Group Sweeping
Scheduling (GSS) algorithm (Yu, Chen and Kandlur, 1993) is a compromise be-
tween round-robin algorithms and SCAN. This algorithm assigns the currently
delivered videos into groups. The different groups are scheduled using a round-
robin strategy. With each group, SCAN is used for scheduling the requests. Com-
mon for all round based algorithms is that they work well for constant bit rate
(CBR) videos. For variable bit rate (VBR) video it is more difficult to achieve effi-
cient utilization of the disks.

Some multimedia servers might also store other media types in the server that
have different timing requirements. Rompogiannakis, Nerjes, Muth, Paterakis,
Triantafillou and Weikum (1998) and Wijayaratne and Reddy (2000) have pro-
posed disk scheduling strategies that in addition to support periodic, soft real-
time requests for video data, also support best effort scheduling for traditional
data. Cello is a two-level scheduling strategy (Shenoy and Vin, 2002), which con-
sists of a class-independent scheduler that allocates disk bandwidth to the appli-
cations and a class-specific scheduler that do the actual scheduling of the requests
to the disks. APEX is a mixed-media scheduler that uses deadlines, while at the
same time is round-based (Lund and Goebel, 2003). By batching requests to the
disk, the disk utilization is increased.

4.4.2 Storage Organization

In this section we present some of the main strategies used for allocating videos
to storage devices. A storage system usually consists of multiple storage devices.
Each of the storage devices has a given storage capacity and a maximum data
transfer rate. The main objective for a storage strategy is to be able to maximize
the number of video streams that can be delivered.
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The allocation strategies fall into two main groups. The first group of allo-
cation strategies stores a complete copy of the video on the storage device. The
second group distributes the videos across multiple storage devices. Most of the
strategies presented in this section can be used both for allocating videos to a set
of storage devices or to a set of servers.

Video Allocation Strategies

When a set of videos are to be stored on a set of disks (or other storage devices),
it is important to carefully allocate the videos to the disks in order to achieve
a good load balance when accessing the disks. If this is not achieved, during
periods with high load some disks will be over-utilized, while other disks will
be underutilized. If one or more disks are about to become over-utilized, the
admission control strategy has to reject new requests for videos stored on these
disks, even if the system still have free I/O resources on most of the other disks.

One proposed strategy uses the popularity of each video for assigning the
videos to storage devices (Little and Venkatesh, 1995). Based on access data for
each video during a previous time period, the probability of access (popularity)
for each video can be computed. These access probabilities are then used for as-
signing videos to disks. In order to minimize the probability of having to reject
user requests, the videos are assigned to disk such that each disk has approxi-
mately the same probability of being accessed. Videos with high probability for
being accessed might be replicated on multiple disks.

If the popularity of the videos changes, the access probabilities have to be re-
computed and the videos have to be reallocated to the disks. This means that
some videos must be moved from one disk to another disk, some videos will
have one of its copies deleted and some videos might get one more copy. This re-
allocation can be done during periods with low load, e.g., during the night (Little
and Venkatesh, 1995).

The popularity-based assignment strategy proposed by Little and Venkatesh
(1995) does not take into account that videos might have different storage re-
quirement due to varying length and that the video server might consist of differ-
ent types of disks. Dan and Sitaram (1995) have proposed an allocation strategy
called Bandwidth-to-space ratio (BSR) that takes these factors into account. Each
storage device is limited by the number of concurrent video streams it can de-
liver (bandwidth) and the amount of video it can store (space). This is referred to
as the bandwidth to space ratio of the storage device. Similarly, with an estimated
probability for being accessed, each video object can also be characterized by the
expected bandwidth and storage space it will require. Based on BSR numbers
for both storage devices and the video objects, the BSR policy gives the number
of replicas needed for each video and the storage device each video should be
stored on. The BSR strategy can both be used for initial placement of videos and
for changing the placement when the expected usage for a video changes. If the
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Figure 4.5 Striping of the first twelve blocks of video across all disks in a
parallel video server.

expected demand for a video is changed, the policy can be used for dynamically
changing the number of replicas of the video or to reallocate the video to better
utilize the bandwidth and storage space of the storage devices.

The two strategies presented this far do static allocation of videos to storage
devices (disks) based on expected access probabilities. If the access probabilities
change, the strategies can be used to recompute which videos that must be repli-
cated, deleted or moved to another disk. There are also strategies that do dynamic
reallocation of videos. These strategies are better at handling short term changes
in the load against different storage devices or videos.

One example of a strategy that do dynamic reallocation of videos is Dynamic
Policy of Segment Replication (DPSR) (Dan, Kienzle and Sitaram, 1995b). DPSR di-
vides each video into a small number of segments. DPSR monitors the load on each
segment, i.e., the number of requests for the segment. If the load on a segment is
high, the video this segment belongs to is candidate for being replicated on one
extra disk in order to achieve better load balance. To make the replication pro-
cess as cheap as possible it is done as part of the video delivery to the user. The
first time the following segments of the video are read as part of a delivery, the
video data is written to a disk with free resources (both storage space and band-
width). By dividing the video into segments and by dynamically monitoring the
load on each segment, the DPSR policy can quickly adjust to changes in the load
on different videos and achieve better load balancing.

Striping

An alternative strategy to store a complete copy of the video on one storage de-
vice, is to distribute the video evenly across multiple disks. This is referred to as
striping of the video (Özden, Rastogi and Silberschatz, 1996b). The videos are di-
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vided into contiguous data units. These data units are distributed among the
disks using a round-robin strategy. The size of the contiguous data unit that
is stored on a single disk is referred to as the striping unit (Salem and Garcia-
Molina, 1986).

The goal of using striping is to distribute the workload uniformly across the
disks in order to achieve high utilization of the disks. This can help in reducing
the total cost of the server. Other advantages are that this strategy does not rely
on knowledge of access probabilities. Each video can be delivered to many users
without having to replicate the video on multiple disks.

For a video server consisting of only one computer, striping is normally done
by striping all videos on all disks. In a video server containing multiple machines,
multiple strategies for striping exists. A video might be striped on the disks of
only one of the machines, it might be striped across all disks of all machines, or
it might be striped across all the machines. In the last configuration, the stripe
units can be stored on one of the disks on the machine, or be further divided into
smaller units and striped across the multiple disks on the machine. An example
showing how a video is striped across all disks in a video server is shown in
Figure 4.5.

One of the important decisions to make when deciding on a striping strategy
is to determine the size of the stripe unit. There exist two major strategies for
selecting the size of the stripe unit (Özden et al., 1996b):

1. Fine-grained striping uses a striping unit that is normally a bit, a byte or a
sector. With such small striping units, all disks must work in parallel to
deliver video data for each stream. This is similar to the allocation strategies
used by RAID level 2 and level 3 (Chen et al., 1994).

2. Course-grained striping uses striping units that are much larger. Typical sizes
could be from 64 KB to 1 MB. With striping units of this size, only one disk
at the time will participate in the delivery of a video stream.

Course-grained striping retrieves larger amount of data per disk access, which
reduces the overhead for positioning of the disk head and increases the utiliza-
tion of the disk bandwidth. Thus, the performance of course-grained striping
outperforms fine-grained striping (Özden et al., 1996b).

When using course-grained striping, the optimal amount of data to be re-
trieved during one disk access must be determined. During one disk access, one
stripe unit will normally be read from the disk and to main memory. Using large
stripe units increase the utilization of the disks. Unfortunately, having a large
stripe unit also have some drawbacks. For each video that is delivered, it must
be room for storing at least one stripe unit in main memory. Thus, increasing
the size of the stripe unit also increases the need for more main memory. Larger
stripe units will also increase the average response time when a user requests a
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video to be deliverer and when she issues VCR operations like fast forward and
backward.

One of the most referenced striping strategies is Staggered striping (Berson,
Ghandeharizadeh, Muntz and Ju, 1994). Staggered striping is a striping strat-
egy that supports videos with different data rates and videos having higher data
rates than a single disk can support. In this strategy, the video is segmented into
parts, where each part is stored on one disk or striped over a few disks if a single
disk can not handle the bandwidth. This strategy is mainly useful for videos with
a very high bandwidth, e.g., uncompressed video.

Despite the ability to achieve high disk utilization by using striping, striping
also has some problems:

� Most striping strategies assume that all videos have the same data rate.
Since striping requires that each disk servers the currently delivered video
streams for a given amount of time, mixing videos with different data rates
normally lead to a lower utilization of the disk bandwidth.

� Most striping strategies do not support VBR video well. To handle VBR
videos, either the disk utilization will be lower or a much higher amount of
main memory buffer must be reserved in order to handle peaks in the data
rate for the videos.

� The complexity of supporting multiple types of disks is high. Striping nor-
mally requires that all disks have the same performance data. If the videos
are striped across all disks:

– With disks with different bandwidth, the slowest disk limits the total
number of videos that can be delivered.

– With disks with different size, the smallest disk limits the amount of
data that can be stored on all disks.

Several solutions to this problem have been proposed. The disks can be
divided into multiple striping groups, where the disks within one striping
group have similar specifications (Dan et al., 1995b). Weighted striping al-
locates more data to the fastest disks (Wang and Du, 1997). Disk merg-
ing, staggered grouping, and disk grouping assign the physical disks into log-
ical disks where the logical disks have similar performance (Zimmermann
and Ghandeharizadeh, 1997). Common for most of these strategies is that
they are only able to utilize the bandwidth or the storage space of the disks.
Resource-based striping is a striping strategy which is able to utilize both the
bandwidth and storage space (Ding and Huang, 2003). It uses information
about access probability of the different videos to stripe the videos on all or
a sub-set of the disks.
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� Reconfiguration of the server is complex. Adding new disks or server nodes
might require all videos to be reallocated. This problem can also be reduces
by using multiple striping groups (Dan et al., 1995b).

� The consequence of a disk failure can be very dramatic. If all videos are
striped across all disks, the failure of one disk results in unavailability of all
videos (Berson, Golubchik and Muntz, 1995). This problem can be reduced
by having multiple striping groups or eliminated by storing parity data or
replicating data on multiple disks. The Tiger video server is an example of
a striping video server that is replicating the video data on multiple disks
to increase the availability (Bolosky et al., 1996).

Some of these problems with striping are caused by the uniform layout of video
and that all the disks read in synchronized cycles, where the length of the cycle
is determined by using worst case I/O times (Santos, Muntz and Ribeiro-Neto,
2000). Thus in a video server using striping, most of the disks are likely to be
idle during the last part of a cycle. Due to this problem with striping, alternative
allocation strategies commonly referred to as Random Data Allocation have been
proposed.

Random Data Allocation

As an alternative to striping, several papers suggest to use random data allocation
in order to improve the performance and overcome some of the limitations of
striping (Tewari, Mukherjee, Dias and Vin, 1996; Korst, 1997; Birk, 1997; Santos
et al., 2000). Compared to striping, random data allocation applies a very simple
strategy for allocating blocks to the disks. Each new block of video to be stored
in the server is written to a random free position on a random disk. Strategies for
reading video data can be done by using any of the traditional disk scheduling
algorithms like SCAN or FIFO (Santos et al., 2000).

Since each video stream does not have its own slot in a striping cycle, but pos-
sibly have to compete with all other streams about a given disk, and since there is
no deterministic load balancing for the disk accesses, systems using random data
allocation can only provide statistical guarantees for delivering the video data in
time. To reduce the probability of missing a deadline, some of the systems use
replication of data (Korst, 1997; Birk, 1997; Santos et al., 2000). For example, the
strategy presented by Santos et al. (2000) replicates a small fraction of the data
blocks on multiple disks. When a replicated block is requested, the request is
directed to the least-loaded disk that has a copy of the block.

One implemented video server that uses random data allocation is the RIO
multimedia storage server (Santos and Muntz, 1998). Experiments using RIO
have shown that random data allocation outperforms striping when delivering
VBR video and performs comparable or better when delivering CBR video (Santos
et al., 2000).
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Figure 4.6 Architecture of a tertiary library unit containing four tertiary me-
dia drives.

4.5 Using Tertiary Storage for Digital Video

Chapter 3 gave an overview of the main tertiary storage technologies. In this
section we focus on issues related to how to efficiently use tertiary storage for
storage and retrieval of digital video. A tertiary storage system normally consists
of one or more tertiary library units. Each library unit contains tertiary drives, a
robot mechanism, and storage media. A generic architecture containing the main
components of a library unit is given in Figure 4.6. The main resources of tertiary
storage systems are:

� Tertiary Storage Media.4 These are used for storing the digital video. When
they are not mounted in a drive, they are stored in the library unit’s shelf.

� Tertiary Media Drives. The tertiary media drives are responsible for read-
ing (and writing) the storage media.

� Robots. The robot mechanism is responsible for transporting storage media
between the shelf and the tertiary drives.

� I/O buses. Video data read from the storage media is transported to a host
computer’s main memory or a disk based storage system using a storage
bus. Multiple standards exist for storage interfaces and buses (LoBue, 2002).

4These are often referred to as Removable Storage Media (RSM).
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When there is a request for a video stored on one of the storage media, and
the medium is not already present in one of the drives, it has to be transported
from the shelf to an available drive. The drive will mount the storage medium and
read the video data from the medium. As the drive reads the video, the data is
transported to a host computer for further delivery to the client. After the video
is read, the medium is normally unmounted and transported back to the shelf.

Most of the proposed solutions for improving the performance of the tertiary
storage system utilize one or more of the following strategies:

� Scheduling. When there are multiple concurrent requests for video se-
quences, the utilization of the tertiary drives and the robots can be increased
by intelligent scheduling of the requests.

� Data placement. By carefully choosing how the video sequences are allo-
cated to storage media and to library units, the cost of retrieving them can be
reduced by minimizing the access time for the video sequence on the stor-
age medium, by reducing the number of load/unload operations, and by
achieving better load balancing. In order to do clever data placement, it is
necessary to know the access probability for the different video sequences.
We study several allocation strategies in Chapter 13.

� Data replication. Replicating video sequences or parts of video sequences
provides more than one access path to a given video sequences. This can be
used for reducing the consequences of media that become hot spots in the
storage system, and for improving the load balancing across both tertiary
drives and library units.

� Caching. By using a cache based on secondary storage, both the load on
the tertiary storage system and the response time of the most frequently
accessed video sequences can be reduced.

Most of the studies of using tertiary storage for video have used an architec-
ture similar to the one shown in Figure 4.6 where the number of storage media is
much higher than the number of media drives. There are also some projects that
have proposed to use as many media drives as there are storage media (Shastri,
Rangan and Sampath-Kumar, 1997; Chervenak, 1998; Tsao, 2001). This simplifies
the storage system since there is no longer need for having robots for transport-
ing media to and from drives, at the cost of a much higher number of drives. One
video server that stores the media permanently in the drives is proposed by Shas-
tri et al. (1997). Due to the low cost of mass produced DVD drives they argue that
using one DVD drive per DVD medium is of comparable cost to magnetic disks.

We start this section by discussing how accesses to a single medium can be
optimized by use of scheduling. We continue with a presentation of techniques
for optimizing concurrent requests to storage media that must compete for a lim-
ited number of drives and presents strategies for allocating video data to storage
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media. In the final part of this section, we present projects that have evaluated
use of tertiary storage for storing digital video.

4.5.1 Modeling and Scheduling of a Single Tertiary Medium

While a lot of work has been done on modeling and scheduling of random ac-
cesses on magnetic disks, less research has been performed for optimizing ac-
cesses to tertiary storage media. This subsection gives an overview of some of the
proposed models and scheduling algorithms for tertiary storage media. The fo-
cus is on two of the most used tertiary storage media, optical disks and magnetic
tapes.

Optical Disks

In order to improve the performance of hard disk based storage systems, model-
ing and scheduling have been studied extensively. Section 4.4 gave an overview
of some of the main strategies for optimizing video delivery from hard disks. Un-
like hard disks, many optical disk drives are constant linear velocity (CLV) drives.
Thus, the disk models and scheduling algorithms developed for hard disks do
not necessarily work well for optical disks.

An overview of optical storage media and DVD in particular was given in
Section 3.3. For storage of video data, CD and DVD drives are the most widely
used. Initially, both CD and DVD were CLV drives, but with the increased use
of these in computers and particularly in applications requiring random access to
data, there are also CD and DVD drives that are performing as CAV drives. To
improve the transfer rate alternative data layout formats like P-CAV and ZCLV
have been implemented (Sadashige, 2000).

General optical disks. In order to estimate the cost of retrieving data and for
scheduling the requests, it is necessary to have a model of the performance of
the disk drives. An early performance model of CLV optical drives is proposed
by Christodoulakis and Ford (1988). Both an exact model for CLV drives and a
model based on approximating the CLV drive as a CAV drive are proposed. A
more general analytical model for disks is presented in (Triantafillou et al., 2002).
By instrumenting the general model, a wide variety of disk technologies can be
modeled. The model supports both CAV and CLV disks, as well as zoned disks,
and disks that operate as both CLV and CAV depending on the position on the
disk.

Lijding (2003) proposes an analytical model for optical disks. This model ap-
proximates the data layout on the disk by using concentric circles instead of a
spiral. The model uses physical data about the geometry of the disk to provide
a mapping from logical byte addresses to physical positions on the disk. To esti-
mate the time needed to access data on a disk, an analytical model of the behavior
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of drives are presented. This model supports both CLV and CAV drives. For each
drive type, the model must be instrumented with data about the drive like rota-
tion speed, time to insert and mount the disk, time to accelerate the disk, and time
to stop and eject a disk from the drive. The model has been validated by using
two different CD-ROM drive models, one CLV and one CAV drive (Lijding, 2003).

This optical drive model is used for estimating the cost of retrieving multi-
media data and for scheduling multiple requests for multimedia data on a sin-
gle medium. A scheduling strategy called Latest Deadline Last (LDL) is pro-
posed (Lijding, 2003). All requests have an assigned deadline for when they have
to be retrieved from the disk. This deadline is used for sorting the requests. If
multiple requests have the same deadline, they are ordered based on a SCAN
algorithm. Unlike most other disk scheduling algorithms for retrieval of video
data, the entire video object is read in one operation. There is no multiplexing
between different video streams. The LDL algorithm is similar to the EDF-SCAN
algorithm (Reddy and Wyllie, 1993).

CD-ROM. Shastri, Rajaraman, Jamadagni, Rangan and Sampath-Kumar (1996a)
present a performance model for CD-ROM drives. This model provides estimates
for the seek time of requests to data stored on a CD-ROM. In (Shastri, Rangan, Ra-
jaraman, Pittet and Kumar, 1996b), this model is used for evaluating the C-SCAN
(Circular Scan) algorithm in a video-on-demand server using CD-ROMs as the
main video storage. The performance and buffer requirements of using the C-
SCAN algorithm for serving multiple video streams from a single CD-ROM is
evaluated. The CD-ROMs are permanently stored in the CD-ROM drive.

A similar approach is used by Tsao, Huang, Lin, Liou and Huang (1997) for
delivering video from CD-ROM. Their target is to use CD-ROMs as the main
storage for a near video-on-demand server. In order to increase the number of
streams that can be delivered from a CD-ROM drive, they investigate data place-
ment strategies for reducing the amount of time the drive spends for seeking.
Their solution is to re-order the blocks of the video streams so that the video
blocks that are to be delivered during the same time period (service round) for all
channels are grouped together and can be read continuously. The proposed data
layout only supports CBR video and is only useful in a near video-on-demand
server. In (Tsao, 2001) the data layout strategy has been extended to support VBR
video.

DVD. Due to the much higher storage capacity and transfer rate provided by
DVD, it is better suited for being used in a video storage system. A performance
model for seek times of a DVD is presented in (Shastri et al., 1997). This model is
used for evaluating use of DVD-ROM in a video server. The video server consists
of multiple DVD drives each containing one DVD disk. The video is streamed
directly from the DVD drive to the user, and the purpose is to serve multiple con-
current streams from each DVD drive. In our study of tertiary storage technolo-
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gies for use in video archives, we use the performance model presented in (Shastri
et al., 1997) for estimating seek times for DVDs.

Magnetic Tape

An overview of the main digital tape technologies was given in Section 3.4. Due
to the large differences in the data layout on tapes based on different tape tech-
nologies, it is difficult to make access-time models for data stored on tape that
cover more than one of the technologies. Most of the proposed models are tai-
lored for only one drive or drives based on the same technology.

Hillyer and Silberschatz present a detailed model for seek times5 of a Quan-
tum DLT 4000 drive (Hillyer and Silberschatz, 1996a). The DLT 4000 drive is
based on serpentine technology and uses key points along each track for locating
a given block. Each track contains 13 key points. The proposed model uses the
addresses of the key points for deciding how the drive will navigate on the tape
to get to a given position. The model consists of a piecewise-linear function for
sections between the key points. This function consists of 8 major cases and 9 ad-
ditional subcases for estimating the seek time between two locations on a tape.
The proposed model is able to estimate the seek time between any two locations
with an error of less than 2 seconds for more than 99 percent of all seeks. The
major drawback with this model is that each tape must be characterized by find-
ing the location of all the key points on the tape. This characterization requires
tremendous amounts of analysis. To characterize a single tape takes approxi-
mately 12 hours of accesses to the tape. In Chapter 6, we extend the work done
by Hillyer and Silberschatz and propose a more general model for serpentine tape
drives that requires substantially less time for charactering the individual tapes.

The seek time model in (Hillyer and Silberschatz, 1996a) is used for evalu-
ating scheduling algorithms for concurrent accesses to a tape. In (Hillyer and
Silberschatz, 1996b), several scheduling algorithms are presented and evaluated.
Since we use these algorithms later in this thesis, we provide a short overview of
these algorithms here:

� READ (read the entire tape). The entire tape is read from the beginning to
the end.

� FIFO (first in, first out). Read the data from the tape in the order presented
to it by the application, i.e., without doing any scheduling of the requests.

� OPT (the optimal order). By using the seek-time function, the cost of all
possible permutations of the requests are evaluated.

� SORT (sort on segment number). The requests are sorted by the logical
address they have on the tape.

5In the paper, the seek time is referred to as the locate time of a request.
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� SLTF (shortest locate time first). The request having the shortest seek time
is served first. This process is repeated until all requests are included in the
schedule.

� SCAN (elevator algorithm). The requests are sorted based on physical po-
sition on the tape. The tape is scanned twice. On the forward scan, all
requests on the forward tracks are read. On the reverse scan, all requests on
the reverse tracks are read. The reading is done one section at a time.

� WEAVE. The scheduling is based on following a predefined relative order-
ing of the sections on the tape. The ordering of the sections is an approxi-
mation to the path SLTF would produce.

� LOSS. LOSS is a greedy algorithm for providing solutions to the asymmet-
ric traveling salesman problem (Cruyssen and Rijckaert, 1978).

Based on the performed experiments, the conclusions is that OPT is the best al-
gorithm for up to about ten requests. For larger number of requests, OPT is too
costly to compute, and LOSS should be used. If there are more than 1500 requests,
the fastest way to read all of them, is to read the entire tape. In Chapter 7, we
propose a new scheduling algorithm, which we compare against the algorithms
suggested by Hillyer and Silberschatz.

Hillyer and Silberschatz (1998) extend the study of modeling and scheduling
of requests to serpentine tape to use an IBM Magstar MP tape drive. This drive
uses a modified serpentine layout designed for fast random access. Due to a
much simpler seek function for this drive, the SCAN and SLTF algorithms per-
form close to an optimal scheduler. In our video archive simulator, we use the
seek time model presented in (Hillyer and Silberschatz, 1998) for simulating the
IBM Magstar MP tape drive. In Section 9.3.1, we present more detailed informa-
tion about this drive and the performance model.

An alternative strategy to scheduling of requests is to do intelligent data place-
ment on the tape. For serpentine tape, Dashti and Shahabi (2000) have suggested
an allocation strategy called Wrap ARound Placement (WARP). This strategy uti-
lize the serpentine layout pattern to place data objects onto tracks on the tape,
so that each object starts on the beginning of a forward track and ends on the
end of a reverse track. Each object occupies at least two tracks on the tape. As a
consequence of this, the strategy works best for medium to large sized data ob-
jects. This strategy minimizes the initial seek time for an object after loading a
tape and reduces the rewind time after having read the object. The main disad-
vantage of WARP is that it wastes storage space. Using an IBM 3590 tape drive,
up to 5 times improvement in access time as compared to other data placement
techniques have be observed (Dashti and Shahabi, 2000).

Tape drives are implemented using a wide array of technologies. In (Johnson
and Miller, 1998b), the performance of six different tape drives are evaluated.
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Both low and high performance drives, serpentine and helical scan drives, and
cartridge and cassette tapes are included in the evaluation. For each of these
drives, mount time, seek times from both beginning and the middle of the tape,
transfer rate and unmount time are measured and presented. For some of the
operations and drives, analytical models are suggested for the performance. A
simple piece-wise linear regression model is suggested for estimating seek times
on serpentine tape drives. For evaluating the performance of new tape drives,
they propose a benchmark model. An overview of this benchmark is presented
in (Johnson and Miller, 1998a). For linear tape, Li and Orji (1996) have studied
efficient scheduling of multiple requests to a single tape.

4.5.2 Scheduling of Tertiary Media

In a library unit there are many storage media, multiple drives and one robot
mechanism. The drives, the robot, and even the storage media might become the
bottleneck that limits the performance of the storage system. To make optimal
use of the resources, it is necessary to schedule the requests for data objects stored
on the storage media. In the previous subsection we presented some scheduling
strategies for scheduling concurrent requests to one storage media. In this subsec-
tion we present work on scheduling algorithms that schedule concurrent requests
for data objects to multiple media. Such a scheduling strategy must determine the
order for when to load and unload the storage media in a drive and which of the
potentially many requests that should be served during this load cycle.

There are several criteria that can be used for optimization. The scheduler can
for instance optimize on average wait time or on throughput. Most scheduling
strategies can be classified as either real-time or non real-time. A real-time sched-
uler supports guarantees for executing requests within a negotiated time limit,
while a non real-time scheduler will only focus on optimizing for instance the
throughput of the storage system.

Schedulers for requests to video data stored in a tertiary storage system can
be categorized as either periodic or aperiodic. Most of the scheduling strategies
for retrieving video data from hard disk presented in Section 4.4 are periodic.
A periodic scheduler will serve one video for a given amount of time and then
switch to the next video, whereas an aperiodic scheduler will read the entire video
or a large part of it as one operation.

Periodic Schedulers

Lau and Lui (1997) propose two scheduling algorithms, round-robin and least-slack
for scheduling of retrieval of video from tape. These algorithms break the re-
quests into many tasks, where each task is served separately. Each task is as-
signed a time slice period, which includes time for switching tape in a drive,
read the video data and rewind the tape. The main advantages of using these
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strategies are that the average response time can be reduced since each tape drive
serves multiple videos instead of just one at the time, and if a request is canceled
after it has been started, a smaller amount of video data is read from the tape. It
also leads to better utilization of the disk cache and the tape drives. If the disk
cache is full, the tape drives have to wait for a free buffer. Using these strategies,
each video requires less space in the disk cache. The main disadvantages of these
strategies are a much higher number of tape switches, which might lead to the
robot become the bottleneck, and more wasted time by the drives for seeking and
rewinding.

A similar scheduling strategy called rounds is proposed by Golubchik and Ra-
jendran (1998). The videos are stored as pages of constant size. The pages are
distributed randomly over the media, i.e., to retrieve one page requires a tape
switch. The main improvement over the scheduling strategies proposed in (Lau
and Lui, 1997) is that video streams with different bandwidth and sizes are sup-
ported.

Lijding, Hanssen and Jansen (2002a) propose a scheduling strategy called JEQS
(jukebox early quantum scheduler). Using early quantum task scheduling (Jansen,
Hanssen and Lijding, 2003), the initial filling of the main memory buffer can be
scheduled at an earliest possible time, while the following tasks are scheduled in a
normal periodic way. The purpose is to achieve a lower initial response time. The
authors claim that this is the first periodic scheduler that take resource-contention
problems of the robot and media into account, and thus the only period sched-
uler that can guarantee that the deadlines are met. One of the most interesting
findings in their evaluation is a comparison of JEQS against an aperiodic sched-
uler. The authors claim that due to the many costly media switches and lower
resource utilization, using any periodic scheduler leads to higher response times
than using an aperiodic scheduler.

Aperiodic Schedulers for Tertiary Drives

An aperiodic scheduler does not switch between multiple videos. It completes
the current job before it switches to the next task. This reduces the number of
media switches, but may lead to higher start up times for arriving requests since
currently scheduled requests must complete before a new request can be started.
We start with an overview of some scheduling strategies that only consider the
media drives when performing the scheduling.

Prabhakar, Agrawal, Abbadi and Singh (1997) have studied the problem of
scheduling I/O requests for robotic libraries containing tape drives by finding
the optimal order of inserting the tapes into the drives. The scheduling strategy
is static and assumes that all requests are issued before the scheduling starts. The
goal is to reduce the total time used by the library to execute all requests. Their
main finding is that it is beneficial to read all requests on a medium before switch-
ing to the next medium, since this minimizes the number of media switches. They
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also show that it is beneficial to schedule concurrent requests to the same tape.
They do not take fairness into account.

In (Prabhakar, Agrawal and Abbadi, 2003), the study of optimal scheduling
of I/O requests is continued. In order to improve the average waiting time, they
extend the minimum switching scheduler proposed in (Prabhakar et al., 1997)
to include an heuristic on the order of loading the storage media into drives.
By sorting the media on the number of requests, and starting with the medium
with the highest number of requests, they show that this scheduling strategy per-
forms close to an optimal scheduling strategy. They validate that the minimum
switching strategy is optimal by showing that introducing extra media switches
increases the average waiting time. For optical disks, this was always the case.
For tape, they found that in a very few cases, the average waiting time could be
reduced by introducing an extra tape switch.

Moon and Kang (2001) has done a similar study as in (Prabhakar et al., 2003).
They evaluate several heuristics for scheduling the order of tertiary media to
drives. Compared to the work in (Prabhakar et al., 1997; Prabhakar et al., 2003),
they perform dynamic scheduling by allowing new requests to arrive after the
initial scheduling has been performed. Each time all requests for one medium
has been executed, re-scheduling is performed. The two main strategies stud-
ied are MNQ (Maximum Number of Queries) and MPT (Maximum Processing
Time). Each time a drive is free, the medium with respectively the highest num-
ber of requests or highest estimated processing time is selected. They show that
MNQ results in the lowest average response time and the highest throughput.

Triantafillou and Georgiadis (1999) propose a hierarchical scheduling algo-
rithm called CLUST consisting of two levels. Their goal is to have an efficient
scheduling strategy that do not suffer from starvation. The upper level algorithm
selects which medium to next be inserted in an available drive. A modified ver-
sion of a round-robin strategy is used where it is possible for a storage medium
with many requests to be scheduled multiple times during a round. Each time a
tape is selected by the upper level scheduling algorithm, the first N requests are
extracted and put in a queue for this drive. The algorithm used for the lower level
is OPT (the optimal scheduler), which is responsible for scheduling the requests
that are placed in a drive’s queue. Compared to the previous presented schedul-
ing strategies, CLUST only schedules the N first requests for each media in order
to avoid starvation.

Aperiodic Schedulers for Drives and Robots

The aperiodic schedulers presented this far have only included the tertiary media
drives in the scheduling model. They do not include scheduling of the robot
mechanism. This may lead to conflicts when multiple media should be moved
between the shelf and drives at the same time. Potentially, this may lead to lower
throughput and not being able to retrieve the video data within the estimated
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time. In the remainder of this subsection we present some scheduling strategies
that include the robot mechanism when doing the scheduling.

Lau and Lui (1996) study scheduling and cache replacement policies in a mul-
timedia server. Two alternative periodic scheduling strategies are evaluated: ag-
gressive and conservative. The aggressive scheduling strategy schedules each job as
early as possible while the conservative strategy schedules and dispatches each
job as late as possible. The main application of this work is video-on-demand
applications. The video files are divided into large pages. When a user has
requested a video file, the pages are retrieved from tertiary storage and stored
in a disk cache. Experiments in (Lau and Lui, 1996) show that the aggressive
scheduling strategy makes better use of the tertiary storage resources, but leads
to a higher page miss ratio. The conservative strategy leads to low utilization
of the tertiary storage resources and leads to high response times when the load
increases.

The Relief algorithm is proposed by (Georgiadis, Triantafillou and Faloutsos,
2002). This algorithm aims at improving the performance by minimizing the av-
erage start up time. It uses an aging mechanism to ensure fairness and to avoid
starvation of requests. For each request, the relief ratio is computed as the amount
of time the requests have been waiting divided by the amount of time it will
take to serve the request6. The request with the highest relief ratio is selected
for the next free drive. Thus, requests that have been waiting for long time or
have a short service time, will be selected. The algorithm incorporates support
for multicasting. If there are multiple requests for the same video, the sum of
the wait time is used for computing the relief ratio. Experiments show that Re-
lief has a low reject ratio and achieve a higher throughput than Bypass schedul-
ing (Christodoulakis, Triantafillou and Zioga, 1997) and Maximum Queue Length
scheduling (Dan et al., 1996).

More and Choudhary (2000) study scheduling of queries for data objects stored
on multiple tapes. The goal is to minimize the response time of the queries. The
scheduling strategy models the scheduling problem as a two-machine flow-shop.
They study two cases. The first is when the size of the requested data is small.
In this case they assume the robot will be the bottle neck due to frequent tape
switches. The proposed scheduling strategy for this case is to schedule the jobs in
decreasing order of their execution time. The second case is when the size of the
requested data is large. In this case, the robot is not a bottleneck. For this case,
they propose a heuristic based on scheduling the shortest jobs first.

Lijding (2003) proposes a real-time scheduler called Promote-IT. This scheduler
supports complex requests for data stored on multiple tertiary storage media. For
each such request, the scheduler gives a guarantee for which time the data will
be ready in a disk cache. To be able to give time guarantees, the scheduler de-
pends on having a detailed model of the performance of the hardware, both the
robot mechanism and the drives. As most of the other aperiodic schedulers pre-

6It is assumed that each tape only have one video.
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sented here, Promote-IT is based on a minimum switching model. The scheduler
separates scheduling and dispatching. The scheduler determines the time limits for
when the requests must be finished. The dispatcher may execute the requests
earlier than scheduled as long as this does not break the deadline of any other
request. In this way, the resource utilization and performance can be improved.

4.5.3 Allocation of Data to Storage Media

An alternative approach for improving the performance of a tertiary storage sys-
tem is to carefully allocate the data objects to storage media. Christodoulakis et al.
(1997) propose an analytical model for assigning data objects to disks and tapes
in tertiary storage systems. For disk based systems, they show that in a system
containing only one media drive, the optimal placement of data objects is to or-
der the objects by access probability and then allocate the objects with the highest
access probability to the first disk and so on. This optimizes the probability of
being able to serve multiple requests each time a disk is loaded into a drive, and
thus reduces the average access time. In the paper, they show how this strategy
can be extended to systems with multiple disk drives under the assumption that
the least popular disk is selected for replacement each time a new disk needs to be
loaded into a free drive. This strategy minimizes the number of disk exchanges,
but it is not likely to make optimal use of the disk drives. In Chapter 13, we show
that the drive containing the most popular videos may become the resource that
limits the performance when using this strategy.

For allocation of data objects to tape, Christodoulakis et al. (1997) only con-
sider the seek and rewind times of the tape in the evaluation. The time consumed
by the robot mechanism and for mounting the tape in the drive is not taken into
account when computing the access cost. The model further assumes that the
seek time on a tape is proportional to the distance between any two positions on
the tape. Thus, this model is not useful for optimally placing data objects on ser-
pentine tape. Optimal placement for two cases are studied. For tape drives that
always rewind the tape to the beginning of the tape after being used, the optimal
placement is to distribute the most popular data objects on the beginning of the
tapes. For tape drives that support multiple unload zones, the optimal placement
strategy is to distribute the most popular data objects on the middle of the tapes
and then use an organ-pipe placement strategy based on access probability for
the remaining data objects.

One problem when delivering video from tape is the mismatch between the
transfer rate of the tape drive and the consume rate for the video. The straight-
forward solution to this mismatch is to use either main memory or magnetic disk
as buffer. However, both main memory and disk bandwidth may be scarce re-
sources in a video storage server. Triantafillou and Papadakis (1997; 2001) pro-
pose a data layout scheme for storing video on tape that reduces the need for
main memory buffer and temporary disk buffer and at the same time manages to
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utilize the bandwidth of the tertiary drives. The main problem with this strategy,
is that it makes it hard to support VCR operations and to optimize the use of the
system in cases where multiple users are requesting the same video.

Hillyer, Rastogi and Silberschatz (1999) study placement strategies for allocat-
ing data objects to tapes in a tertiary library containing one drive. Both strate-
gies for non-replicated and replicated data is studied. A scheduling algorithm
referred to as the envelop-extension algorithm is proposed. This algorithm takes
into account that some of the data objects is replicated on multiple tapes. For the
non-replicated case, their study shows that the hot data should be stored on one
or as few tapes as possible. They show that by replicating some of the hottest
data objects, the throughput can be improved. In the case of replicated data, they
show that the replicated data should be placed at the end of the tape.

Nemoto and Kitsuregawa (1999) have implemented and evaluated two strate-
gies for handling uneven load on the tertiary storage system due to a skewed
access pattern. These strategies are able to handle that the access distribution
changes. The first, hot declustering, is a strategy that migrates storage media be-
tween library units when the load on the different library units are uneven. The
second strategy, hot replication, is using idle drive resources for replicating the
most popular data objects. During the initial write of a tape, the tape is not com-
pletely filled. The storage space on the end of the tape is used for storing replicas
of hot data objects. This increases the probability of being able to retrieve multi-
ple objects during a single tape load. It also gives the system alternative media to
use when a replicated data object is requested. As the popularity of the replicated
objects changes, they can be overwritten with other more popular data objects.

4.5.4 Use of Magnetic Disk in Tertiary Storage Systems

Due to high latency of the tertiary storage system, the high cost of tertiary band-
width, and the mismatch between transfer rate of the tertiary drives and the band-
width of the video, many systems use a cache consisting of magnetic disks for
streaming the video to the users or for caching the most frequently accessed video
sequences. Tertiary storage systems for video differ in how the video is delivered
to the user. Most of the systems can be divided into either direct-streaming where
the video data is delivered directly from the tertiary storage device to the user,
fully staging where the data is completely stored in secondary storage before the
streaming to the user is started, or they use pipelining (Ghandeharizadeh, Dashti
and Shahabi, 1995) or stage-streaming (Chan and Tobagi, 2003) where the tertiary
storage system stages the data to secondary storage while at the same time the
data is streamed to the user from primary or secondary storage.

Kienzle, Dan, Sitaram and Tetzlaff (1995) evaluates three strategies for how
videos in a video server can be stored and delivered. The first strategy, disk play,
stores the video on hard disk. The second strategy, direct mode, stores the video
on tertiary storage and delivers the video directly form the tertiary drive to the
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user. The last strategy, staging mode, stores the video on tertiary storage, but uses
hard disks for staging the video data and streaming the video to the user. The
model uses the sum of the storage cost and the delivery cost to determine which
of these strategies should be used for each video. Their study show that data
placement decisions depend on the access probability of the videos. Frequently
accesses videos should be stored on hard disk, while less popular videos should
be stored using tertiary storage. To deliver the video directly from a tertiary drive
or to use staging depends on the the ratio between the transfer rate of the tertiary
drive and the data rate of the video. If the transfer rate of the tertiary drive is
much higher than the data rate of the video, the videos should be staged to hard
disks. Otherwise, the video should be streamed directly from the tertiary drive.
A similar model for determining where in the storage hierarchy a video should be
place is presented in (Doǧanata and Tantawi, 1994; Doǧanata and Tantawi, 1996).
An algorithm that dynamically chooses between staging and direct delivery from
the tertiary storage devices is proposed by Pang (1997).

Chan and Tobagi (1999) present a model of a hierarchical storage system that
supports video-on-demand. The system consists of a video cache based on mag-
netic disks and a tertiary storage system. In order to support user interaction of
the playback, the video has to be completely transferred from the tertiary storage
system to magnetic disks before playback can be started. This increases the initial
start-up delay observed by the users. By use of analysis and simulations, they de-
velop an analytical model for the performance of the storage system. This model
can be used for determining the amount of storage and bandwidth required for
the secondary and tertiary level given requirements for start-up delay and user
load. Compared to the model of the tertiary storage system we present in this
thesis, the model in (Chan and Tobagi, 1999) is very simple. The tertiary stor-
age system is characterized only by the aggregate bandwidth of all the tertiary
drives. It is assumed that the bandwidth can be used efficiently, e.g., all drives
can be used for retrieving one video. The requests to both the secondary level
and tertiary level are executed in a FCFS order, i.e., no scheduling of the requests
are performed.

In (Chan and Tobagi, 2003) alternatives to completely stage the video in sec-
ondary storage before delivering the video to the user is studied. The same
model as in (Chan and Tobagi, 1999) is used for evaluating the strategies. The
first staging strategy is stage-streaming, which is similar to the pipelining strategy
presented in (Ghandeharizadeh et al., 1995). Videos retrieved from tertiary stor-
age are streamed to the user at the same time as they are written to the secondary
storage. The advantages of using stage-streaming is lower initial start-up delay
observed by the user and reduced tertiary bandwidth requirements. The reason
for this is that for the fully staged case, all tertiary drives should be used in par-
allel, while the stage-streaming strategy performs best when independent drives
are used for the delivery. The seconds strategy is stage-streaming with trail-deletion.
The video data is deleted from secondary storage as soon as it has been streamed
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to the user. The authors shows that this reduces the secondary storage require-
ments substantially with some cost on increased tertiary bandwidth due to no
reuse of video data from the secondary storage.

In (Chan and Tobagi, 1999; Chan and Tobagi, 2003), LRU is used as the re-
placement policy for the disk cache. Several other replacement strategies have
been proposed. (Ghandeharizadeh and Shahabi, 1994) propose the PIRATE re-
placement policy for management of videos stored on disk. The goal is to mini-
mize the average response time when a user requests a video. This is ensured by
having sufficient data from the first part of the videos on disk.

Lau and Lui (1996) evaluate two replacement strategies for a disk cache. Both
strategies use the access probability of the videos. The first strategy, Least Fre-
quently Used (LFU), replaces the last page of the video sequence having the least
access probability. The second strategy, Longest Expected Access Time (LEAT), uses
the distribution of the requests for the individual videos to compute the expected
access time of the pages. The page with the largest expected access time is selected
as victim. The two replacement strategies are evaluated and shown to perform
better than using a LRU strategy.

Cha, Lee, Oh and Ha (2001) evaluates a caching strategy that includes multi-
ple criteria for selecting which pages to replace. The videos are partitioned into
three groups. First, pages belonging to videos that are currently in use are not
replaced. Second, completely cached videos are not replaced. Third, pages that
belong to videos that are only partially cached, are considered for replacement.
For selecting which block to replace first, the cache distance is computed as the time
it will take to play back the video. The last block of the video with the largest cache
distance is selected as victim. If no victim is found, one of the completely cached
videos are selected as victim by using a LRU strategy.

4.5.5 Evaluation of Tertiary Storage for Video Servers

Chervenak (1994) evaluates the performance and cost of using secondary stor-
age (magnetic disks) and tertiary storage (tape and optical disks) in a movie-on-
demand service. A video server based on disk farms with videos stored on a
single disk or striped across multiple disks are simulated and compared against a
video server where most of the videos are stored on tertiary storage. The tertiary
storage system consists of a library containing tape drives or a jukebox contain-
ing optical disk drives. The load used in the simulations is requests for full-length
movies, where the access distribution to the movies is based on Zipf’s Law. For
the disk based configurations, replication of the videos are also studied. In the
evaluation, the main criteria for evaluating the system is the number of video
streams the system is able to deliver and the cost per stream.

The main conclusions from studying disk-based video servers is that a video
server using striping of the videos outperforms a video server where each movie
is stored on a single disk (Chervenak, Patterson and Katz, 1995). When evaluat-
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ing the use of tertiary storage for delivering movies, the main conclusion is that
current tertiary technologies are not able to deliver the required number of video
streams for the movie-on-demand service that is considered in the study. Fur-
ther, due to the low number of streams, the cost per stream becomes very high
compared to using hard disks for delivering the videos. Based on this, the author
concludes that with the load and access distribution used in the study, it is better
to use magnetic disks for storing all the videos instead of using tertiary storage
for part of the videos. The author also shows that with a more skewed access dis-
tribution than the standard Zipf distribution, it becomes feasible to use tertiary
storage for a large parts of the videos (Chervenak, 1994).

In this thesis, we evaluate use of magnetic tape and optical disks for storing
video. Unlike the comparison done by (Chervenak, 1994), we use both cost per
stream and storage cost given throughput or response time requirements when
comparing the different storage technologies. Our focus is more on a general
video archive than a movie-on-demand service. The cost of storing the video
data may be more important than the cost of retrieving the video sequences. The
workload will in general be more varied for video archives compared to a movie-
on-demand service.

In (Chervenak, 1998), the evaluation of using tertiary storage is extended to
include DVD. Unlike the evaluation of optical disks in (Chervenak, 1994), there
is no use of a robot mechanism. Each DVD disk has its own DVD drive. This is
the same strategy as used in (Shastri et al., 1997). Two different storage strategies
are simulated, one-movie-per-disk and striping. Also replication of the videos
are evaluated by using the access distribution to determine the number of copies
of each video. The conclusions are the same as when evaluating magnetic disks
(Chervenak et al., 1995). Striping out-performs having a single movie on each
disk. For the one-movie-per-disk strategy, replication based on the access distri-
bution improves the performance, while for striping replication has little effect.

4.5.6 Video Servers using Tertiary Storage

In this section we presents some examples of video servers that use tertiary stor-
age as their main video storage. One of the first implemented video servers
using tertiary storage was the The Berkeley Distributed Video-On-Demand sys-
tem (Federighi and Rowe, 1994; Brubeck and Rowe, 1996). It consists of archive
servers that have the original copy of the videos and video file servers that are
located closer to the clients. The archive servers utilize a hierarchical storage sys-
tem for storing the videos. The video file servers is used for caching videos and
streaming the video to the users. The users connect to the closest video file server.
If this contains a copy of the video, playback can start immediately. Otherwise,
the video file server will request a copy of it from one of the archive servers.

Shastri et al. (1997) presents a design and performance analysis of a video-
on-demand server that uses RAM, magnetic disks, and DVD disks for storing
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the videos. The videos are allocated to one of the three storage types based on
access probability. There is no use of caching. Each DVD is stored permanently
in a DVD drive, thus there are as many drives as there are disks. The video is
streamed directly from the DVD drive to the user. A similar architecture for a near
video-on-demand server based on using CD-ROM drives as the main storage is
proposed in (Tsao et al., 1997). The CD-ROM media are fixed in the drives and the
video is delivered directly from the drives without staging it on hard disks. The
focus of their research is on data placement strategies for the video on the drives
in order to increase the number of clients that can be server from one drive. The
proposed data layout strategy do only support CBR video. In (Tsao, 2001) the
data placement strategy is extended to also support VBR video.

Cha, Lee and Oh (2002) study a video server that is based on a magneto-optical
disk jukebox as the main video store. A disk cache is used for storing the most
popular videos and part of currently delivered videos. All video delivery is per-
formed from the disk cache. When delivering a video stored on tertiary storage,
the first part is read from the magneto-optical disk into the disk cache before
streaming is started. During the streaming of the video from the disk, at periodic
interval more of the video is read from the tertiary storage system and written
to the cache. For doing the reading from tertiary storage, a periodic scheduler is
used. The disk cache is page based. The replacement strategy for the disk cache
uses the cache distance as criterion for replacing a page the. The cache distance
is defined as the amount of time until the page possibly will be reused by any
stream (Cha et al., 2001). Only pages belonging to videos which are currently not
is use are possible victims. The video server has been implemented, and (Cha
et al., 2002) contains an evaluation of the performance of the video server, the
scheduling strategy and the cache replacement strategy.



Chapter 5

Use of Tertiary Storage in Digital
Video Archives

Avoid Quantitative Experiments:

� If you’ve got good intuition, who needs experiments?

� Why give grist for critics’ mill?

� Takes too long to measure

David Patterson
in How to Have a Bad Career in Research/Academia

(Patterson, 1997)

The main focus of research in the area of storage and delivery of digital video has
been on supporting video-on-demand like applications. These applications are
characterized by a large number of users accessing a limited number of videos.
The videos are usually played back with little user interaction. The main agenda
of this research has been to support as many users as possible at a smallest possi-
ble cost per delivered video.

In digital video archives the research agenda is different. The most important
goal is to safely store and make available huge amounts of digital video at a rea-
sonable storage cost. A typical owner of a video archive can be a broadcasting
corporation storing their own production of video footage. A video archive like
this will contain much more video data than a video-on-demand service, typ-
ically tens of thousands hours of video. The number of users may be limited
compared to a video-on-demand service. A typical user may be a journalist or
a researcher seeking for video sequences related to some topic of interest. The
archive may also be available to a wider audience, for instance by making it ac-
cessible on the Internet. The usage pattern will likely be very different from the
typical video-on-demand user. The users of the video archive will be more ac-
tive, both in the use of VCR operations, and in the number of requests issued
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to the video archive (Kozuch, Wolf and Wolfe, 2000). As opposed to the two
hours of mostly uninterrupted video playback requested by a typical video-on-
demand user, a user of a video archive will typically query a meta database after
interesting topics, e.g., all news stories related to the Nobel Peace Price, and then
request the archive to deliver the corresponding video sequences (Hjelsvold et
al., 1996). This request can be for multiple video sequences, where each of the re-
quested video sequences typically will be much shorter than a full-length movie.
For many video archives, most of these video sequences will be very seldomly
accessed. The access distribution for the video sequences is likely to be very
skewed. There might be a set of video sequences that are frequently accessed,
but the majority of the video sequences may be more or less randomly accessed.

Storing high quality digital video is storage space intensive. Thus, the cost
of storing the video will be important. Due to the large amounts of video that
typically will be stored in a digital video archive, keeping all the videos online on
magnetic disks will be too expensive for many applications. To reduce the cost
of the archive, alternative less costly storage media has to be considered. Tertiary
storage media is the main alternative. By using tertiary storage, the cost can be
reduced to a fraction of the cost of magnetic disks. Tertiary storage media also
have a higher storage density, which reduces the physical space necessary for
the video archive. Further, when the tertiary media are not in use, they do not
consume electric power or produce heat. Unfortunately, tertiary storage has one
major drawback compared to magnetic disks. The access time for data stored on
the medium can be several magnitudes higher. For an interactively used video
archive, this might be a major problem.

Having decided to use tertiary storage in order to reduce the cost of the video
archive, the challenge is to ensure optimal use of the storage system in order to
increase the performance, while still offer an acceptable service to the users of
the archive. As presented in Section 4.5, a typical tertiary storage system consists
of library units containing multiple storage media, a robot and a limited number
of tertiary drives. When a user requests a video sequence stored on a medium
that is not mounted in a drive, the user has to wait until a drive becomes avail-
able, the current medium is unloaded from the drive, and the requested medium
is transported to the drive and mounted in the drive. This operation may take
tens of seconds. If magnetic tape is chosen as the storage technology, the time
needed to locate the video sequence on the tape is typically in the range from 10
to 100 seconds. To improve the performance of a tertiary storage system, one can
improve the efficiency of bringing storage media to and from the drives, improve
the efficiency for locating the requested video data on the medium, or improve
the transfer of the video data from the tertiary medium to the user.

In this thesis, we focus on two main issues related to the performance of a ter-
tiary storage system used for storing and retrieving video data. The first issue is
how the access time for video sequences stored on magnetic tape can be reduced.
The second issue is the use of different tertiary storage technologies in a digital video
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archive. Both random access (DVD) and sequential (magnetic tape) storage tech-
nologies are studied. In the study, we evaluate the performance and cost of the
different technologies and investigate how access distributions and allocation strate-
gies influence on the performance. In the last part of the study, we evaluate the
effect of using magnetic disks for caching the most frequently used video sequences.

In the remainder of this chapter, we present the architecture for the video
archive system and the tertiary storage technologies that are studied, and give
an overview of the problems we address in this thesis.

5.1 Architecture for a Digital Video Archive System

Managing large amounts of digital video requires a storage system that is capable
of storing the huge amounts of video data and that has a sufficiently high transfer
capacity to deliver the requested video sequences. In this section, we present the
architecture for the video archive system studied in this thesis, as shown in Fig-
ure 5.1. The architecture of the video archive system builds on the architecture of
the Elvira II video archive server presented in Appendix A. A more detailed de-
scription of the video archive system can be found in Chapter 9 where we present
a simulator for the video archive system.

The video archive system consists of two main parts, a video cache and a ter-
tiary storage system. The video cache consists of magnetic disks. It is responsible
for storing the most frequently accessed video sequences. The video cache should
be under control of a video server management system responsible for respond-
ing to requests (VCR commands) issued by the user and for streaming the video
to the user. The tertiary storage system consists of a set of library units. Each
library unit contains a number of media drives, a robot mechanism with one or
a few robot arms, and a media store (shelf) capable of storing a given number of
storage media. The robots execute requests for transporting media between the
media store and the drives.

The requested videos are streamed from the video cache to the user. No videos
are delivered directly from the tertiary storage system to the user. The main rea-
son for this design decision is to be able to optimize the use of the tertiary me-
dia drives. The tertiary media drives typically have a much higher transfer rate
than the delivery rate of the video. Delivering the video from the tertiary media
drive directly to the user would occupy the drive for a longer time than neces-
sary (Ghandeharizadeh et al., 1995). The drawback of delivering all videos from
the video cache is that videos retrieved from tertiary storage first have to be writ-
ten to the video cache, and then read from the cache and streamed to the user.
This requires extra disk bandwidth since the video has to be both written to and
read from disk. This also leads to extra copying of video data on the internal
memory and I/O buses. For the user, this extra delay should not be noticeable
since the video cache can start delivering the video as soon as the first block con-
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Figure 5.1 Architecture of a video archive system consisting of a disk based
video cache and a tertiary storage system.

taining video data is available in main memory or written to disks. The video
content in the video cache is replaced using an LRU strategy.

The users of the video archive issue requests for one or several video se-
quences. If the requested video sequence is available in the video cache, it is
immediately ready for delivery. If not, the user has to wait for the video to be
fetched from tertiary storage. A scheduler is responsible for optimizing the use
of the tertiary storage system. This scheduler manages a request queue for each
of the storage media in the tertiary storage system that has pending requests. As
soon as the robot has loaded the medium into a drive, the scheduler starts exe-
cuting the requests. For DVDs the seek time is small compared to the transfer
time of a video request, and the requests are executed in the order they arrive.
For tapes, the seek time is much higher. To optimize the usage of the tape drives,
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the requests are rescheduled in order to reduce the total time used for seeking.
For optimizing the use of tape drives, a new scheduling algorithm is developed
as part of this work. As soon as a drive starts to deliver the video to the video
cache, the user is notified that the video is ready for playback.

The focus of this research is on using tertiary storage in a video archive sys-
tem. Still, the video cache will be an important part of such a video archive. As
presented in Chapter 4, much research has been performed on technologies and
strategies for making highly efficient disk based storage systems for digital video.
In most of the work we assume that the video cache can handle both the video
delivery to the users and the writing of video data transferred from the tertiary
storage system. In Section 14.5, we present a more detailed model of a disk-based
video cache and discuss the resources needed for delivering the videos to users.

5.2 Tertiary Storage Technologies

The tertiary storage media we use in our experiments are magnetic tape and
recordable DVD. Compared to magnetic disks, the main advantages of magnetic
tape and DVD are cost and storage density. For magnetic disk, the storage cost is
about 0.004 dollar per MB1 (2004), while for magnetic tape and recordable DVD
the cost of the medium is about 0.0005 dollar per MB1 (2004). A high-end disk
drive stores about 100–150 GB (2004). A magnetic tape stores the same amount of
data at a fraction of the price and storage volume. For video archives that require
vast amounts of data storage, these two factors can be of sufficient importance to
make tertiary storage become the best solution for the storage system.

Magnetic tape is today the most used storage medium in tertiary storage sys-
tems. As discussed in Section 3.4, several technologies exist, differentiating on
how the data is stored on the tape. Common for all tapes is the sequential access
to the data, leading to rather long seek times for accessing the data. Depending
on the type of tape, the average seek time varies from about ten seconds up to
more than a minute. The transfer rate of high-end tape drives is comparable to
magnetic disks.

When using magnetic tape in a video archive, the long seek times of the tapes
will be very costly with respect to both throughput and response time. In this
thesis, we study how to optimize the performance when using magnetic tape for
storing video sequences (and general data objects). The goal of the first part of
this study is to minimize the average access time for video sequences stored on
magnetic tape. The work is performed by using the Tandberg MLR1 tape drive,
which is based on serpentine tape technology. Our contributions from this work
are a detailed access-time model for serpentine tape drives and a new scheduling
algorithm for optimization of concurrent accesses to the tape.

1The corresponding numbers in 1998 were 0.05 dollar per MB for magnetic disk and 0.005 dol-
lar per MB for tape and recordable DVD.
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The other main storage technology used in tertiary libraries is optical disks.
The main advantage of optical disks compared to tape, is the much better perfor-
mance of random accesses, leading to seek times of a few hundred milliseconds.
With an exception for CD-ROM, the main drawback of optical disks compared to
magnetic tape, has been the higher storage cost. With the introduction of record-
able DVDs, the cost of using optical disks for mass storage in tertiary libraries has
been reduced. As shown in Section 3.3, DVDs are available in several standards
and storage sizes supporting different storage requirements.

5.3 Research Topics

In this section, we give an overview of the main problems we investigate in this
thesis. All of these are related to use of tertiary storage in systems storing digital
video. The issues we address are use of serpentine tape for storage and retrieval
of multimedia data, evaluation of tertiary storage technologies for storing and
retrieval of digital video, the effect access distributions and allocation strategies
have on the performance of a video archive, and the effect of using a disk cache for
caching the most frequently used videos. Each of these problems are introduced
in this section and studied further in the following chapters.

5.3.1 Retrieval of Multimedia Data from Serpentine Tape

Retrieving data items like images and video sequences from magnetic tape is time
consuming due to the sequential access of the tape, and can be time critical par-
ticularly in interactive applications where the user has to wait for the requested
data to be retrieved. The problem we investigate is how to efficiently execute
requests for data objects stored on serpentine tape. The problem can be divided
into two parts as illustrated in Figure 5.2. The first problem that must be solved
is to develop a model of the time to retrieve data objects stored on the tape. This
access-time model can then be used for scheduling concurrent accesses to the
tape.

Model for Access Times for Serpentine Tape

The data layout used by serpentine tape drives results in a complex relationship
between the logical address used by applications and the physical position on the
tape. This makes it challenging to develop a model for access times of requests
for data objects on a serpentine tape. As illustrated in the upper part of Figure 5.2,
the first problem that must be solved is to be able to map the logical address of
objects to the physical position on the tape. The second part of this problem is to
determine cost functions for the seek time for seeks between all positions on the
tape and for the time it takes to read the requested object. The access-time model
is presented in Chapter 6.
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Figure 5.2 Overview of the two main issues needed to be solved in order to
efficiently retrieve video sequences from a serpentine tape.

Scheduling of Concurrent Accesses to Serpentine Tape

When multiple users are accessing a tape simultaneously, or when one user wants
to retrieve multiple objects from the tape, careful scheduling of the requests can
reduce the total time to retrieve the requested video sequences. We study how
retrieval of concurrent requests for data objects stored on a single serpentine tape
can be optimized by the use of a scheduler. An example of the order for retriev-
ing multiple data objects is given in the lower part of Figure 5.2. The goal is to
reduce the initial latency, the average access time and total time for retrieving the
requested objects. The proposed scheduling strategy is evaluated for retrieval of
images and video sequences stored on tape. The new scheduler for serpentine
tape is presented in Chapter 7, while Chapter 8 contains the evaluation of using
serpentine tape for storage and retrieval of multimedia data.

5.3.2 Tertiary Storage Technologies for Storing and Retrieving
Digital Video

Different tertiary storage technologies have different properties and performance
characteristics. In this part of the study, we evaluate three different tertiary stor-
age technologies for use in library units used for storing and retrieving video
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data. The goal is to investigate properties of the different storage technologies, to
study the performance that can be achieved by using the different storage tech-
nologies, and to determine the factors that limit the performance under different
load scenarios. The technologies are compared using throughput, response time,
and cost as the main criteria. In addition to evaluate the performance that can be
achieved using the three tertiary storage technologies, we evaluate how improve-
ment of the main operations performed by the tertiary storage devices influence
the performance.

The tertiary storage technologies used in the evaluation are Tandberg MLR1,
which is a traditional tape drive based on serpentine tape technology, IBM 3570
Magstar MP, which is a serpentine tape drive optimized for random I/O requests,
and a 2X DVD drive. To perform the study, a simulator for a video archive system
based on the architecture presented in this chapter is designed and implemented.
The design of the simulator is presented in Chapter 9, while the results from the
evaluation of the tertiary storage technologies are presented in Chapter 10 and 11.

5.3.3 Access Distributions and Allocation Strategies

In a video archive, the video sequences are likely to have different access prob-
abilities. For instance, in a news archive, the news items from the last week are
likely to be much more accessed than the news items from the same week a year
ago. As a consequence, the tertiary storage system will contain both frequently
accessed video sequences and video sequences that are hardly ever accessed. We
study two issues related to having different access probabilities for the video se-
quences:

1. Access distributions. In a video archive where some video sequences are
more more popular than other, the storage media containing these video se-
quences will be used much more frequently than storage media containing
only less popular video sequences. We evaluate the effect different access
distributions for the video sequences have on the performance of a tertiary
storage system (Chapter 12).

2. Allocation strategies. When retrieving video sequences from tertiary stor-
age, the two main costs are to move the storage medium from the shelf to
the drive and to perform the seek operation. We study if knowledge about
access distribution can be used to cleverly allocate the most popular video
sequences to storage media and library units in such a way that the number
of media exchanges or the average seek time can be reduced (Chapter 13).

Both studies are performed using magnetic tape and DVD storage and for dif-
ferent configurations and user loads. The video archive simulator is used for
performing the experiments.
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5.3.4 Caching in a Video Archive based on Tertiary Storage

A storage system for video based on tertiary storage only will have relatively
high response times and a limited transfer rate. In order to reduce the average
response time and to be able to serve more requests for video sequences without
increasing the cost substantially, one solution is to cache the most popular video
sequences using a disk cache.

We study the effects on the performance and cost of a video archive of using a
disk cache. Introducing a disk cache may increase the cost of the storage system,
but it may also reduce the need for costly tertiary bandwidth. We study how the
optimal size of the disk cache can be found given specified performance criteria
and evaluate the relationship between the size of the disk cache and the number
of tertiary drives. The effect of different access distributions and allocation strate-
gies are also studied in the context of using a disk cache. The results are presented
in Chapter 14.
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Chapter 6

Access-Time Model for Serpentine
Tape Drives

First, we must understand the tertiary devices we are using... Second, we must determine
how to maximize the performance of individual operations.

Michael J. Carey, Laura Haas and Miron Livny
in Tapes Hold Data, Too: Challenges of Tuples on Tertiary Store

ACM SIGMOD 1993 (Carey, Haas and Livny, 1993)

In modern computing, magnetic tape has mainly been used by applications that
access data on the tape sequentially. Today however, there is a growing interest
in building computer applications that store vast amounts of digital data, while
still wanting relatively fast random access to the stored data. Due to its high stor-
age density and low cost, magnetic tape can be a relevant storage technology to
consider for such systems. The main limitation of magnetic tape is the very long
access time, which can easily reach several minutes in unfavorable situations.

Hillyer and Silberschatz (1996b) have shown that the access times of serpen-
tine tape drives can often be substantially reduced by use of a scheduler, which
reorganizes the retrieval order of the tape requests. In order to do intelligent re-
organizing, such a scheduler must be able to compute fairly accurate estimates
of access times. Because of the complex data layout on a serpentine tape, this is
not a trivial task. Hillyer and Silberschatz have solved this problem for the Quan-
tum DLT 4000 drive (Hillyer and Silberschatz, 1996a) and the IBM 3570 Magstar
drive (Hillyer and Silberschatz, 1998), by use of two complex, tailor-made models,
which require tremendous amounts of analysis for each individual tape cartridge.
A much simpler model using a piece-wise linear regression model to estimate
seek times is suggested by (Johnson and Miller, 1998b).

In this chapter, we present a general access-time model for a serpentine tape
drive. This model consists of three main parts. First, we establish a way to esti-
mate the physical position on a tape, given a logical block address. Second, we
partition the seek space into eight disjoint seek classes, with regard to the work
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that is incurred on the tape drive. For each seek class, we provide analytic cost
functions to compute the seek time. Third, we provide a way to compute an es-
timate for the transfer time of a given data request. The access-time model is
designed to balance the need of accuracy against the need of fast characterization
of tapes. We provide several algorithms that achieve such characterization at a
fairly low cost. The accuracy of the proposed access-time model is validated by
measurements on the Tandberg MLR1 and the Quantum DLT 2000 tape drives.
In the next chapter we show that the achieved accuracy is sufficient to facilitate
efficient scheduling of random retrievals from tape. All experiments presented in
this and the following chapters were performed using two Tandberg MLR1 tape
drives and one Quantum DLT 2000 tape drive connected to a Fast SCSI-2 bus on
a SparcStation 20 workstation.

The content of this chapter has been published in the paper “Low-cost access
time model for serpentine tape drives” presented at the 16th IEEE Symposium on
Mass Storage Systems/7th NASA Goddard Conference on Mass Storage Systems
and Technologies, held in San Diego, California, USA, March 1999 (Sandstå and
Midtstraum, 1999b).

6.1 Performance Characteristics of a Serpentine Tape
Drive

The main technologies for digital tape were introduced in Section 3.4. Contrary
to helical scan and parallel tape drives, serpentine drives do not provide a direct
relationship between logical block addresses and physical positions on the tape,
making it much harder to estimate the access times. To gain understanding of
the behavior of a serpentine tape drive, we have used the Tandberg MLR1 tape
drive (Tandberg Data, 1996). This drive uses serpentine data layout and is based
on the 13 GB QIC standard (QIC Development Standard, 1994), making it possible
to store 13 GB per tape (without compression). The drive can deliver (read/write)
a maximum sustained data rate of 1.5 MB/s to/from the host computer. Each tape
has 72 logical tracks, 36 in the forward direction and 36 in the reverse direction.

To determine the characteristics for the Tandberg MLR1, we ran several exper-
iments on the tape drive. First, the tapes were written with fixed length logical
data blocks of 32 KB. The number of blocks on each tape varied from 398000 to
400100 blocks. The average write time for a block was 22 milliseconds. To write
a full tape takes approximately 2.5 hours. By performing seeks on the tape, we
found the access time for one block to vary between 1 and 126 seconds. For seeks
starting on the beginning of the tape, the average seek time is 65 seconds. For
seeks between two random positions on the tape, the average seek time is 45 sec-
onds.

Figure 6.1 shows the seek and rewind times for the first four tracks of a tape.
The x-axis contains the logical address of data blocks on the tape, and the y-axis
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Figure 6.1 Seek and rewind times for the first tracks on a MLR1 tape.

gives the number of milliseconds it takes to seek from the start of the tape to each
of the data blocks. For every sixteenth logical block address, we measured the
time needed to seek from the beginning of the tape to the block, and the time to
rewind back to the beginning of the tape. From the figure, we see that for forward
tracks, the curves for seek and rewind times overlap and are both straight. For
reverse tracks the curve for seek times has a sawtooth pattern, while the curve for
rewind times is straight.

To explain the sawtooth pattern, we note that each ’tooth’ is a straight line cov-
ering about 200 logical blocks. The reason for this pattern on the reverse tracks is
that these tracks have to be read in the opposite direction of the forward tracks.
When the tape drive tries to locate a position on a reverse track, starting from the
beginning of the tape, it first has to seek past the sought block, and then start read-
ing in the read direction until it has found the sought block. Figure 6.1 indicates
that the tape drive uses a set of predetermined points to decide where to stop
the seek in forward direction, and start seeking in the opposite direction. These
points correspond to the first block in each sawtooth. Hillyer and Silberschatz
(1996a) experienced similar sawtooth patterns for the Quantum DLT 4000 drive.
They defined the points where the seek time has a large dip from one sawtooth
to the next as the key points of the tape. Figure 6.2 shows the serpentine layout
of the first tracks on a tape with the key points included. But opposite to what
we found, they also experienced sawtooth patterns along the forward tracks. The
reason is that the DLT 4000 uses one speed (seek speed) for locating the key point,
and a slower speed (read speed) for locating the sought block between two key
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Figure 6.2 The serpentine layout of the first tracks on a tape with key points.

points. The Tandberg MLR1 drive uses the same speed for both seeking and read-
ing. This suggests that there will be key points along the forward tracks too, and
by plotting seek times for seek operations starting on a different position than the
beginning of the tape, we find the sawtooth pattern on the forward tracks.

6.2 Access-Time Model

The access time is the time it takes from the point when a memory device starts
execution of an operation, until the data is available to the entity requesting the
data, i.e., the sum of the seek time and the transfer time for the data. For tape
operations, there is not much that can be done with the transfer time. As soon
as the drive starts reading data from the tape, it will continue reading with a
constant transfer rate until it reaches the end of the requested data region. Thus,
the transfer time will be proportional to the size of the requested data. Contrary,
seek time is essentially wasted time, and should be reduced as much as possible.
As a consequence, the main focus of our access-time model is on how to model
seek times, since this part of the access time is non-trivial to model, and provides
opportunities for substantial optimization of the total access time.

In the presentation of the model, we assume that the tape contains fixed sized
blocks. Further, we assume the tape is mounted in the tape drive and positioned
at logical block address L0 when an I/O request arrives. Such an I/O request con-
sists of the logical block address of the first block requested, L1, and the number
of consecutive blocks to be read, N. The purpose of the access-time model is to
estimate the time the tape drive will use to re-position the tape from the current
logical position L0, to the logical start position L1, plus the transfer time for the N
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Figure 6.3 Mapping from logical block addresses to physical positions on the
tape. The bullets along the physical tape are the key points of the tape.

blocks:

accessTime(L0; L1;N)= seekTime(L0; L1)+ trans f erTime(L1;N)

Hillyer and Silberschatz (1996a) have proposed an access-time model for the
Quantum DLT 4000 drive, which relies on locating the address of each key point
on the entire tape. This gives a very accurate model, but requires about twelve
hours of processing for each tape. To avoid such problems, we propose a model,
which does not depend on knowledge of the exact location of each key point. Our
model is based on the following strategy:

1. We estimate the physical position of each logical block on the tape, by using
the logical address of the first block of each track.

2. We estimate the seek time between two physical tape positions by parti-
tioning the possible seeks into disjunct seek classes. For each seek class, we
provide a cost function to estimate the cost of the seeks in the class.

3. We estimate the transfer time as the time it takes for the drive to transport
the read area of the tape past the drive’s read head, plus the time it takes to
make the necessary track changes.

6.2.1 Estimating Physical Tape Positions for Logical Addresses

Applications access data stored on tapes by using logical block addresses. To be
able to establish a cost model for seek and transfer times, we have to find the
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Figure 6.4 Example of a serpentine tape with the key points marked on the
tracks, and possible seek patterns for five data requests.

physical tape positions for the logical block addresses. A physical position on
a serpentine tape is given by the track number and the physical distance from the
beginning of the tape, (trackno; tapepos). Figure 6.3 shows some examples of how
the logical blocks on the first tracks on a tape are mapped to the physical tape.

To establish the mapping from logical block addresses (L) to physical tape
positions (p), we use the logical block address of the first block on each track. In
this discussion, we assume we have these track addresses available. We will later
explain how these addresses can be found. Given these track addresses, it is easy
to make a function track(L) which returns the track number for any given logical
address. Further, assuming the track addresses are stored in the array trStart[],
we find the physical distance from the start of the tape as:

tapepos(L) =

8><
>:

L�trStart[track(L)]
trStart[track(L)+1]�trStart[track(L)] if track(L) is even

1� L�trStart[track(L)]
trStart[track(L)+1]�trStart[track(L)] if track(L) is odd

(6.1)

This function returns the tape position as a number between 0 and 1. The
reason for dividing by the length of the track is, as we will show later, that the
length of the tracks vary within a tape.

6.2.2 Estimating Seek Times

Figure 6.4 shows five examples of possible seeks. When a seek starts, the tape
drive is positioned at a forward track. For seek number 1, we have to change
neither track nor winding direction. Seek number 2 is an example of a seek where
we have to change both track and winding direction. For seek number 3, 4, and
5, the tape drive has to seek beyond the start of the requested data area to locate
the closest key point. This results in a longer winding distance than the physical
distance.
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Figure 6.5 Model used to partition seeks into eight seek classes. It is im-
portant to note that this figure is seen from the position the tape drive’s
read/write head has on the tape when the seek starts.

Given the current physical position of the tape drive and the physical position
of the start of the requested data item, the model must estimate the time needed
by the drive to wind to this position. There are four variables which influence the
seek time:

1. the physical distance between the two tape positions,

2. time to change track,

3. time to change winding direction,

4. time to locate the closest preceding key point of the requested data block.

In the remainder of this subsection, we establish an analytical model for how
these four cost variables influence the seek time. Every possible seek will be par-
titioned into one of eight disjunct seek classes based on how the cost variables
influences that particular seek. Figure 6.5 shows how the seeks are partitioned
into one of the seek classes based on the relative location (seek distance, track
changes and winding direction) of the sought block compared to the physical
start position of the seek. Table 6.1 contains an overview of which cost variables
influence each of the seek classes.

Physical Tape Distance

As seen in the previous section, the seek time between two logical block addresses
is dominated by the time to wind the tape from the physical start position to the
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Seek Dist- Track Winding Locating key point

class ance change direction Sometimes Always

1 X
2 X X X
3 X X X
4 X X
5 X X X X
6 X X X X
7 X X X
8 X X X

Table 6.1 The different cost variables which influences each of the eight seek
classes of the cost model.
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Figure 6.6 Plot of seek times (in seconds) due to tape winding between po-
sitions on the first four tracks on a tape. The seek times are computed using
Equation 6.2.
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Case Description Cost

a. Seeks forward on the same or a co-directional track
(e.g., seek 1 in Figure 6.4)

0 � tturn

b. Changes to an anti-directional track (e.g., seek 2 and 3
in Figure 6.4)

1 � tturn

c. Seeks backwards on the same or a co-directional track
(e.g., seek 4 in Figure 6.4)

2 � tturn

Table 6.2 Overview of the number of times the drive has to change winding
direction during a seek operation.

requested position on the tape. As can be seen in Figure 6.1, the time usage is
mostly proportional to the physical distance. Thus, in the model we estimate the
seek time due to tape winding between two physical tape positions as:

tseek(pstart; pstop) = twind j pstop � pstart j (6.2)

where the physical positions pstart and pstop are found using Equation 6.1 and twind

is the time the drive uses to wind the tape from the beginning of the tape to the
end of the tape. Figure 6.6 contains a plot of how the seek time due to winding of
the tape varies for seeks between logical addresses on the first tracks of a tape.

When the physical distance between the start position and the requested posi-
tion is large, this function gives a good approximation of the total seek time. For
shorter seek distances, the other cost variables have to be included in the model.

Change of Track and Winding Direction

To improve the model, we include the cost of track changes and change of wind-
ing direction. Each time the drive has to change from one track to another, we
add the track change cost ttc. There are two reasons for approximating this cost
with the constant ttc. First, the cost of a track change is mainly a result of hav-
ing to reposition the tape head and adjust it to a new servo track, not from the
physical distance the head has to be moved. Second, the drive changes between
logical tracks which do not necessarily correspond to the physical movement of
the drive’s tape head.

Similarly, we add the cost tturn every time the drive has to change winding
direction. Assuming the drive just has finished reading a block (i.e., it is winding
in one direction), when it receives a new seek command, the drive has to change
winding direction zero, one or two times depending on the relative location of the
requested block compared to the current physical tape location. An overview of
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Seek class Probability Cost of locating key point

1, 4, 7 0 0
2, 5, 8 1 lkeytwind

3 1� d
lkey

(lkey � d)twind+ 2tturn

6 1� d
lkey

(lkey � d)twind

Table 6.3 Cost of locating the key point for the different seek classes.

when the drive has to change winding direction and the associated cost is given
in Table 6.2.

This far we have included in the seek time the costs that would incur if the
drive was able to seek directly from one position to another without having to go
through a key point. Unfortunately, in some cases, locating the closest key point
incurs extra seek time.

Locating Key Points

Each time the drive has to seek beyond the start of the requested data area to
locate the key point, as in seek number 3, 4, and 5 in Figure 6.4, this results in
a longer winding distance than the physical distance between the start position
and the requested block. This extra seek distance depends on the distance be-
tween the requested block and the closest key point. The most accurate method
for estimating this distance will be to use the key points as done by Hillyer and
Silberschatz (1996a). Unfortunately, the required instrumentation is too costly for
most applications. In our approach, we include the average cost of locating the
closest key point. Since we do not locate the key points, an important thing to
note is that there will be seeks where we do not know in advance whether the
seek to the key point will incur extra seek distance or not. Fortunately, this will
only occur for seeks which are shorter than the distance between two key points.
An example is seek 5 in Figure 6.4. If the closest key point for seek 5 is between
the start position and block 5, the drive can wind directly to the block, if not it has
to rewind until it gets to the key point, then change winding direction and read
until it has reached block 5.

As mentioned earlier, all seeks can be partitioned into eight seek classes as
shown in Figure 6.5. Table 6.3 shows how the seek times in each seek class will
be influenced by locating the key point. For seeks in seek class 2, 5, and 8 (see
for example seek 3 and 4 in Figure 6.4), the average extra cost for locating the
key point will be the cost of seeking the length of the distance between two key
points, lkey (half the distance between two key points to locate the key point, and
the same distance to get back to the requested data block). For seeks in seek class
3 and 6 (see for example seek 5 in Figure 6.4), the formula for the cost will be
more complicated since there only is a certain probability that the seek time will
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a)

b)

Start position

d

l key
Extra seek
distance

Figure 6.7 The two possible seek patterns for seeks in seek class 3. a) There
is a key point between the start position and the sought block, and no extra
seek distance is needed for locating the key point. b) There is no key point
between the start position and the sought block, and the tape drive has to
rewind to locate the key point. The extra seek distance needed to locate the
key point is marked on the figure.

be influenced by having to locate the key point. This is illustrated in Figure 6.7
for seeks in seek class 3. If there exists a key point between the start position for
the seek and the requested data block (case a) in the figure), no extra cost will
occur. If there is no key point between the start position and the requested data
block, the tape drive has to rewind to the closest key point preceding the block as
shown in case b) in Figure 6.7. The situation is similar for seeks in seek class 6.
The probability of having to seek extra distance to locate the preceding key point
depends on the physical distance between the current position and the requested
data block, P(extra cost) = 1� d

lkey
. The extra distance the drive will have to seek

is lkey � d. For seeks in seek class 3, the drive will also have to change winding
direction twice.

The complete cost functions for all seek classes are given in Table 6.4. These
are found by adding the cost for each of the cost variables that influence each seek
class (see Table 6.1). In each of the cost functions we have included a constant, t̂i,
to account for extra delays due to for example startup delays of the mechanical
operations in the drive.

6.2.3 Estimating Transfer Times

Estimating the transfer time of a tape access is much easier than estimating the
seek time, because the drive reads the tape at a constant data rate. Only when
the drive has to change track during the reading of the data segment (as in seek 2
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Class Seek time cost function

1 twindd+ t̂1
2 (d+ lkey)twind+ 2tturn+ t̂2

3
d2
�lkey d+lkey

2

lkey
twind+ 2(1 � d

lkey
)tturn+ ttc+ t̂3

4 twindd+ ttc+ t̂4
5 (d+ lkey)twind+ 2tturn+ ttc+ t̂5

6
d2
�lkey d+lkey

2

lkey
twind+ tturn+ ttc+ t̂6

7 twindd+ tturn+ ttc+ t̂7
8 (d+ lkey)twind+ ttc+ t̂8

Table 6.4 Cost functions for the eight seek classes in the model. In the for-
mulas the seek distance is given as d =j pstart � pstop j. lkey is the physical
distance between two key points given as a fraction of the total tape length.
tturn and ttc is the amount of time it takes to change winding direction and
change tracks. twind is the total winding time for a track.

in Figure 6.4), the model has to include the cost of a track change in the transfer
time. For a request for N blocks starting at logical block address L1, the transfer
time is given by:

trans f erTime(L1;N) = N
twind

trStart[track(L1)+ 1]� trStart[track(L1)]
+ (track(L1 +N)� track(L1)) ttc read

It is worth noting, that the constant ttc read is different from the constant ttc used in
the seek time functions. The track change during a read operation always occurs
on the end of a track, it always changes to the next track and the drive has to
determine the start of the data area on the next track.

6.2.4 Instrumenting the Model to be Used with the Tandberg
MLR1 Drive

To use the model for a given serpentine drive type, we have to determine values
for the constants used by the model. The seek time functions given in Table 6.4
depend only on the physical seek distance. For all seek classes, except for class
3 and 6, the variable part of the functions is proportional to the physical seek
distance between the start and end positions. Thus, for these classes the seek time
function will be of the form �+ �(j pstart � pstop j)twind. So instead of determining
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Values for

Seek class Cost function � �

1 �1+ �1(j pstart � pstop j)twind �1 = 0:814 �1 = 0:984
2 �2+ �2(j pstart � pstop j)twind �2 = 8:805 �2 = 0:983
3 �3+ �3(j pstart � pstop j)twind �3 = 8:285 �3 = �0:573
4 �4+ �4(j pstart � pstop j)twind �4 = 1:036 �4 = 0:975
5 �5+ �5(j pstart � pstop j)twind �5 = 8:636 �5 = 0:979
6 �6+ �6(j pstart � pstop j)twind �6 = 7:633 �6 = 0:307
7 �7+ �7(j pstart � pstop j)twind �7 = 2:068 �7 = 0:975
8 �8+ �8(j pstart � pstop j)twind �8 = 7:760 �8 = 0:979

Table 6.5 Cost functions for the eight seek classes, with corresponding con-
stants determined for the Tandberg MLR1 drive. These functions return the
estimated seek time for a given seek. twind is the total winding time for a
track. For a Tandberg MLR1, this takes 120 seconds.

values for the constants tturn and ttc, which would be hard to get exact values for,
we determine the constants � and � for each seek class. For seek class 3 and 6,
the seek time is not a linear function of the physical seek distance. Still, since
these functions are for very short seeks, we can approximate these with a linear
function without much loss of accuracy. By doing this, the seek time functions in
Table 6.4 can be written as shown in the second column of Table 6.5.

In order to use the model with the Tandberg MLR1 drive we have established
values for the constants by practical use of the drive. The constants were found by
performing 2000 seeks on three different tapes. The seek positions were selected
such that the number of seeks of each seek class was approximately the same.
We measured the seek time for each seek, and determined the constants for the
seek time functions in each seek class by using linear regression. The resulting
constants are given in the third and fourth column of Table 6.5.

To estimate transfer times for the MLR1 we have to determine the constants
twind and ttc read. twind is the time the tape drive needs to wind from the start of the
tape to the end of the tape. For the Tandberg MLR1, the manufacturer states that
the maximum rewind time is 120 seconds. This is consistent with our experiences,
as we have measured maximum rewind times between 119.9 and 121.2 seconds.

To estimate the time used to change from one track to the next during contin-
uous reading, we measured the time used by the drive to read 32 MB data seg-
ments from the three tapes. By computing the difference in transfer time between
those data segments which included a track change during the read operation,
and those which did not, we found the average value for ttc read to be 2.9 seconds.
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6.3 Characterizing Individual Tapes

In the previous section, we explained how to estimate the physical position of each
logical block address. This mapping requires knowledge of the logical address of
the first block on each track. In this section we present four strategies for esti-
mating/finding these track addresses. It should be obvious that the better the
estimate of the track addresses is, the more exact will the estimated access times
be.

The first of the strategies is generic, and can be used for all MLR1 tapes. The
three other strategies improve the accuracy of the estimated track addresses by
characterizing each individual tape.

Average Tape-Length

The first strategy assumes that each tape has the same number of data blocks,
and that the data blocks are evenly distributed on all the tracks. Unfortunately,
the number of blocks per tape varies rather much. For the tapes we have used,
the number of blocks written has been between 398082 and 400055 blocks per
tape. The average number of blocks per tape has been 398637, giving an average
value of 5537 blocks per track. We use this as the first approximation of the track
addresses. Since it is based on an average tape, we call the strategy Average Tape-
Length.

The problem with the average tape-length strategy is that the estimates for
physical positions get worse as we get farther out on the tape. The reason is that
we do not know the exact number of blocks per track, and the error in each track
length is added as we increase the track number. To make a model without this
drifting problem, we need to characterize each individual tape. The straightfor-
ward way to characterize a tape completely would be to perform a seek from the
start of the tape to each block on the tape. Unfortunately, this is not feasible, since
it would take more than a year to perform this for a single tape. Another way to
improve the accuracy of the model is to find better estimates for the number of
blocks per track on each tape.

Exact Tape-Length

A first approximation of the number of blocks per track can be found by dividing
the exact number of blocks written to the tape by the number of tracks on the
tape. This can only be done if the entire tape is filled up by fixed sized blocks. We
call this strategy Exact tape-length.

To further improve the model, we can try to identify the address of the first
block on each track. These addresses will vary from tape to tape, due to varying
numbers of bad blocks and blocks skipped during writing of the tape. We have
tested two different strategies for estimating the start address of each track. The



6.4 Validation of the Model 105

first strategy is based on the write times of the tape, while the second strategy
finds the end of the tracks by performing read operations on the tape.

Write-Turn

If we have control of the writing of the tape, and the tape is written block by
block, we can measure the writing time for each block. Writing a 32 KB block to
the tape takes on average 22 milliseconds, but every time the tape reaches the end
of a track, the tape drive has to stop the tape motion before it can start writing in
the opposite direction. By studying the writing times, we have found this change
of direction to take about three seconds for the Tandberg MLR1 drive. We use
this to get a rather accurate estimate for the start address of each track. Since
most tape drives use a write buffer, the addresses found during analysis of the
write times have to be adjusted to compensate for this buffer. The reason is that
the write times will stay at the average write time after we have reached the end
of a track until the write buffer is full. We call this strategy Write-Turn.

Read-Turn

If the tape is already written by someone else, or by an application which does
not let us have access to the write times for each data block, we can locate the end
of the tracks by performing read operations on the tape. One way to do this is to
position the tape head on a block close to the end of a track and then start reading
contiguous blocks while measuring the read time of each block. As long as the
drive reads blocks from the current track, the time for reading one block should
be about 20 milliseconds. When the drive reaches the end of the track, it has to
change read direction. This change of direction takes about five seconds, and is
easily detectable by measuring the time to read each of the blocks. We can use
this to detect the block address of the first block on a track.

To reduce the total time it takes to find the end of the tracks, we do this only
for the 36 reverse tracks. This saves us from a complete wind/rewind of the tape
and from the work of locating the end of the 36 forward tracks.

6.4 Validation of the Model

In this section we validate the model by comparing access times estimated by
the model to measurements of access times on tape drives. We also compare the
accuracy of the model that can be achieved using the four different strategies for
characterizing the tapes presented in the previous section. The access times were
obtained by measuring the time used from the moment that the computer sent a
request for a 32 KB block to the tape drive, until the block was available in main
memory. On the completion of one request, a new request was executed without
any pause.
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Average error [seconds]

Strategy All Tape 1 Tape 2 Tape 3

Average tape-length 10.0 s 11.5 s 11.1 s 7.49 s
Exact tape-length 6.21 s 12.2 s 4.50 s 1.92 s
Write-turn 1.69 s 1.74 s 1.85 s 1.49 s
Read-turn 1.71 s 1.74 s 1.86 s 1.54 s

Table 6.6 Results from testing the model on a Tandberg MLR1 drive using
the Average Tape-length, Exact tape-length, Write-Turn, and Read-Turn al-
gorithms for instrumenting the model. The table contains the average differ-
ence between measured and estimated access times for 2000 random block
accesses.

6.4.1 Validation using Tandberg MLR1

Three tapes, which were not used during instrumentation of the model constants,
were used in the validation of the model. These were filled with 32 KB data
blocks. During the writing of the tapes, we logged the write time for each block.
From the log of write times, we got the exact number of blocks on each tape,
and by analyzing the write times with the Write-Turn strategy we found the start
address of each track. We also ran the Read-Turn algorithm on each of the tapes to
find the start address of each forward track.

To compare access times estimated by the model with measured access times
using the Tandberg MLR1 drive, we performed 2000 random block accesses on
each of the three tapes. For each access, we measured the access time and com-
pared it to the corresponding access time estimated by the model. Table 6.6 con-
tains the average difference between the measured and estimated access times for
each of the four strategies for characterizing the tapes.

Before we comment on these numbers, it is worth noting that without a tape
model all that can be said about the access times is that they are in the interval
from 1 to 126 seconds with an average of 45 seconds. By studying the table, we
see that the model performs worst when we use the Average Tape-Length strat-
egy, with an average difference between estimated and measured access times
of 10 seconds. This is as expected, since the varying tape sizes lead to bad esti-
mates for the start address of each track. As a result the estimated seek times will
drift away from the measured seek times as we get further out on the tape. An
example can be seen in Figure 6.8. Figure 6.8(a) shows a plot of measured and
estimated seek times for seeks starting at the beginning of the tape to every 20th
block on two tracks on the tape, together with the difference. Figure 6.8(b) con-
tains a similar plot for the same two tracks when we use a fixed position about
1/3 out on the tape as the start position for the seeks. These two figures show
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Figure 6.8 Measured and estimated seek times for accesses to data blocks on
two tracks using the tape model instrumented by the Average Tape-Length.

that the estimated access times do not model the measured seek times very well.
The reason is the use of fixed, average track length in the model.

As Table 6.6 shows, the results are much better when we use one of the three
strategies which characterize each tape. We also note that the two strategies
which estimate the length of the individual tracks perform better than the strat-
egy where we use a constant track length based on the total length of the tape.
The reason is that even though the Exact Tape-Length strategy gives a correct esti-
mate for the average track length, the track lengths can vary within a tape. As a
result, the average difference between estimated and measured access times can
vary rather much from tape to tape when using the Exact Tape-Length, e.g., com-
pare the results for tape 1 and tape 3 in Table 6.6.

If we compare the two strategies for detecting the ends of the tracks, we
see that they perform almost identically, with the Write-Turn strategy perform-
ing slightly better. In our experiments, the average difference between estimated
and measured access times for random accesses was 1.7 seconds when using the
Write-Turn strategy for finding the track addresses. There are two reasons why
the results when using the Write-Turn strategy differ from the results when us-
ing the Read-Turn strategy. First, when using Read-Turn, we only localize half of
the track addresses. Second, the strategies may not make the exact same decision
about what is the first block on each track, due to the use of a buffer during the
writing of the tape. In Figure 6.9(a), we have plotted the measured and estimated
seek times for seeks starting at the beginning of the tape together with the dif-
ference for the same two tracks as shown in Figure 6.8(a) using the Write-Turn
strategy. This time we observe that the two curves overlap much better, leading
to better estimates. Figure 6.9(b) shows the corresponding curves for seeks start-
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Figure 6.9 Measured and estimated seek times for two tracks using the tape
model instrumented by the Write-Turn algorithm.

ing at a fixed position 1/3 out on the tape. This figure should be compared to
Figure 6.8(b).

In Figure 6.10(a) we have plotted the distribution of the difference between es-
timated and measured accesses times for random accesses when using the Write-
Turn strategy. This figure shows that most of the estimated access times are within
5 seconds from the measured access times. Figure 6.10(b) compares the distri-
bution of the difference between estimated and measured times for three of the
strategies. For Write-Turn, 90 percent of the measured access times are within
5 seconds from the estimated access times, while for Average Tape-Length this has
increased to almost 25 seconds. A more detailed example illustrating the differ-
ence between estimated and measured seek times for each of the seek classes are
included in Appendix B.

6.4.2 Validation using Quantum DLT 2000

The model was developed using the Tandberg MLR1 drive. To evaluate how the
model performs for a different tape drive, we tested it using a Quantum DLT 2000
drive (Digital, 1992). This is one of the earliest of the high capacity drives of
the DLT series. One cartridge is able to store 10 GB of data without the use of
compression. The physical data layout on the tape is similar to the Tandberg
MLR1 drive. Both drives use tapes that are 366 meters long. The width of the tape
used by the DLT drive is twice the width of a MLR1 tape (a half inch compared
to a quarter inch). The number of physical data tracks is 128, where two physical
tracks are grouped into one logical track, giving 64 logical data tracks.

In Figure 6.11, we have plotted the seek and rewind times for seeks from the
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Figure 6.10 a) Distribution of the difference between measured and estimated
access times for random accesses by using the tape model instrumented by
the Write-Turn algorithm. b) Cumulative distribution of the differences be-
tween measured and estimated times for random accesses for the Average
Tape-Length, Exact Tape-Length and Write-turn strategy.

start of the tape to every twentieth position along the first four tracks on one
tape. Comparing this figure to Figure 6.1, the main pattern is the same with some
important differences. First, for the DLT 2000 drive we see the sawtooth pattern
on the forward tracks too. The reason is that the drive operates with two different
speeds for transporting the tape past the read/write head. It uses a high speed to
seek to the nearest key point, and then reads the tape with a lower speed. Second,
there are fewer key points along each track on a DLT 2000 tape than on a MLR1
tape. The DLT 2000 has about nine key points on each track, compared to about
26 for the MLR1. Third, in the figure we see that the seek times to positions on
the reverse tracks are much higher than the corresponding rewind times. The
reason might be that the drive actually seeks further down the tape than the first
key point past the sought position before it turns the winding direction. Similar
behavior is found for the DLT 4000 drive as explained in (Hillyer and Silberschatz,
1996a).

Just as for the MLR1, we found the constants for the cost functions in Table 6.7
by performing seek operations on three tapes, and using linear regression on the
seek times within each of the seek classes to determine the constants. For the
Quantum DLT 2000 drive, it takes 94 seconds to wind the tape from one end to
the other, and thus we use this as the value for twind in the model. To estimate
transfer times, we also need the time to change tracks during read operations. We
found this to be ttc read = 3:5 seconds.

To evaluate the access-time model for the DLT 2000 drive, we characterized
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Figure 6.11 Seek and rewind times for the first four tracks on a DLT 2000
tape.

three other tapes by using each of the strategies for characterizing tapes presented
in the previous section. By running 2000 random block accesses on these three
tapes, and comparing the measured access times with the access times estimated
by the model, we got the average difference as given in Table 6.8. These results
should be compared to the results given in Table 6.6 for the MLR1 drive.

As can be seen from the table, the average error is about four times higher for
the DLT 2000 drive than for the MLR1 drive when using the Write-Turn and the
Read-Turn algorithms for characterizing the tapes. There are three main reasons
for this. First, the model was developed for the Tandberg MLR1. While they are
both serpentine tape drives, one of the conclusions from studying Figure 6.11 was
that the DLT 2000 behaves somewhat differently when locating tape positions.
Second, fewer key points on each track result in a longer distance between the
key points. This will add to the average error for seeks where the cost functions
include extra costs to locate the closest key point (i.e., all seek classes except 1, 4
and 7 in Table 6.4). Third, the use of one speed for seeking, and a lower speed for
reading, increases the average error for all seeks.

Of the three reasons for the larger errors mentioned above, it should be easy
to improve the model to handle different seek and read speeds while still main-
taining a generic model. The other two points are more difficult to improve. To
include the difference in behavior when locating tape positions between MLR1
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Values for constants

Seek class Cost function � �

1 �1+ �1(j pstart � pstop j)twind �1 = 4:601 �1 = 1:051
2 �2+ �2(j pstart � pstop j)twind �2 = 26:877 �2 = 1:089
3 �3+ �3(j pstart � pstop j)twind �3 = 32:101 �3 =�0:139
4 �4+ �4(j pstart � pstop j)twind �4 = 13:126 �4 = 0:894
5 �5+ �5(j pstart � pstop j)twind �5 = 27:069 �5 = 1:044
6 �6+ �6(j pstart � pstop j)twind �6 = 31:070 �6 = 0:0210
7 �7+ �7(j pstart � pstop j)twind �7 = 14:456 �7 = 0:859
8 �8+ �8(j pstart � pstop j)twind �8 = 29:652 �8 = 1:018

Table 6.7 Cost functions for the eight seek classes, with corresponding con-
stants determined for the Quantum DLT 2000 drive. These functions returns
the estimated seek time for a given seek. twind is the total winding time for a
track. For a Quantum DLT 2000 drive this takes 94 seconds.

and DLT 2000 into the model, would make it more complex and less generic. To
reduce the effect of the longer distance between key points would require us to
include the positions of key points into the model, and worse, it would make the
characterization process much more time consuming.

The average access time for a DLT 2000 is about 60 seconds. Compared to not
using an access-time model, being able to estimate access times with an average
error of about 7 seconds is still a large improvement. Thus although the model
was developed using a MLR1 drive, it is also useful for other serpentine tape
drives.

6.4.3 Cost of Establishing the Model

It is important to be aware of the cost of achieving the better results by using
the model. The cost of establishing the serpentine tape model is low. The cost
functions for each of the eight seek classes in Table 6.4, can be established once
for each tape drive type. Finding the start addresses of the tracks has to be done
once for each tape because these vary from tape to tape. The Exact tape-length
strategy only requires that we get the total length of the tape when it is written.
The Write-Turn strategy requires that we are able to measure the writing times of
the blocks on the tape. If these writing times are available, the cost of finding the
track addresses is virtually zero. The Read-Turn algorithm requires that each tape
is run through the process of finding the end of the tracks before the model can
be used. On average, we have measured the time usage for the algorithm to be
about 13 minutes per tape. This is still worth the extra cost because of the much
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Average error [seconds]

Strategy All Tape 1 Tape 2 Tape 3
Average tape-length 24.0 s 24.9 s 24.0 s 23.0 s
Exact tape-length 13.8 s 8.69 s 7.27 s 25.5 s
Write-turn 6.84 s 6.39 s 6.59 s 7.54 s
Read-turn 6.89 s 6.64 s 6.83 s 7.20 s

Table 6.8 Results from testing the model on a Quantum DLT 2000 drive us-
ing the Average Tape-length, Exact Tape-length, Write-Turn, and Read-Turn
algorithms for instrumenting the model. The table contains the average dif-
ference between measured and estimated access times for 2000 random block
accesses.

better estimates provided by the model.
The implementation of the model consists of about 400 lines of C++ code. For

each characterized tape, we must store the track addresses, i.e., one integer per
track when using the Write-Turn and Read-Turn strategies, or the total length of
the tape when using the Exact tape-length strategy.

6.5 Conclusions

In this chapter we have presented an access-time model for serpentine tape drives.
By studying the behavior of a Tandberg MLR1 tape drive, we have partitioned ev-
ery possible seek into one of eight distinct seek classes. This partition is based on
which operations the drive has to perform in order to go from the current posi-
tion it has on the tape, to the physical position of the requested data block. For
each of these cases, we have established cost functions. These cost functions use
physical tape positions for estimating access times. To map from logical block
addresses used by applications, to physical positions, the model uses estimates
for the logical address of the first data block on each track.

Experiments show that the length of each track varies between tapes and
within a single tape. As a result, to improve the accuracy of the estimated ac-
cess times, it is necessary to characterize each tape by estimating the address of
the first block on each track. The chapter presents several algorithms with vary-
ing costs to perform this characterization. By using the best characterization al-
gorithm, Write-Turn, the model is able to estimate access times with an average
difference between estimated and measured times of 1.7 seconds for the Tandberg
MLR1 drive.

The proposed model balances the need of accuracy with the time needed to
characterize each individual tape. One of the strengths of the model is the low
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cost of characterizing individual tapes. If we have control of the writing of the
tape, the cost of performing the characterization of the tape is virtually zero by
using the Write-Turn strategy. If we are not able to log the writing of the tape,
the address of the first block on each track can be found by using the Read-Turn
strategy. The Read-Turn algorithm uses 13 minutes compared to twelve hours for
the algorithms suggested by Hillyer and Silberschatz (1996a).

Although the model is made using a specific tape drive, it is generic enough
to be easily adjusted to other serpentine tape drives. This is shown by testing and
evaluating the model using a Quantum DLT 2000 drive. In the next chapter, we
use this model as basis for scheduling of random accesses against a tape.

To improve the model, the key points have to be included in the model. As
shown by Hillyer and Silberschatz (1996a), it is too time consuming to locate these
for each tape. It would take even more time to do this on the Tandberg MLR1,
since this drive has about twice as many key points per track as the Quantum
DLT 4000. If we were to include the key points in the model, information about
the location of the key points has to be made available to applications by the
producer of the tape drive.
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Chapter 7

Scheduling of Random I/O Accesses
to Serpentine Tape

A few decades ago, magnetic tape was actively used in data processing. Input
(program and data) as well as the results from the processing were stored on tape.
The use of the tape was highly optimized as most of the processing was done
as batch jobs, which read and wrote the tape sequentially. Since then, magnetic
disks have taken over as the premier storage medium for program and data. The
main advantage of disks over tape is the shorter random access latency, a few
milliseconds rather than tens of seconds. The main advantages of magnetic tape
are lower storage cost and higher storage density. For emerging applications, like
scientific databases, digital image databases and video archives, which require
vast amounts of data storage, these two factors can be of sufficient importance to
make magnetic tape a possible choice.

When applications have a non-sequential access pattern to data stored on
tapes, it is of foremost importance to minimize the random access delay and
thereby maximize the utilization of the tape drives. When more than one data
item is requested on a single tape, this can be achieved by careful scheduling of the
concurrent I/O requests against the tape drive. While a lot of work has been done
on scheduling of random accesses on magnetic disks, little research have been
performed for serpentine tape. A very notable exception is the work by Hillyer
and Silberschatz(1996b; 1998), which evaluates several algorithms for schedul-
ing of random I/O requests on serpentine tape. The scheduling algorithms are
evaluated using Quantum DLT 4000 and IBM 3570 Magstar MP tape drives.

In this chapter we study the problem of scheduling random I/O requests for
serpentine tape drives. Scheduling of I/O requests requires an access-time model
for the storage device. The access-time model presented in the previous chap-
ter is evaluated by scheduling I/O requests with a number of known scheduling
algorithms. We propose a new scheduling algorithm, Multi-Pass Scan Star (MP-
Scan*), which makes efficient utilization of the streaming capability of serpentine
tape, while avoiding the pitfalls of naive multi-pass scan algorithms and greedy



116 Scheduling of Random I/O Accesses to Serpentine Tape

algorithms like Shortest Locate Time First. Using the access time model, the per-
formance of MPScan* and several other scheduling algorithms are simulated, and
the results are validated by measurements using Tandberg MLR1 and Quantum
DLT 2000 tape drives.

The content of this chapter has been published in the paper “Improving the
access time performance of serpentine tape drives” presented at the 15th Inter-
national Conference on Data Engineering, held in Sydney, Australia, March 1999
(Sandstå and Midtstraum, 1999a).

7.1 Scheduling Algorithms

When a tape cartridge is mounted into a tape drive, several users may have is-
sued any number of I/O requests for data on this single tape. The problem of
scheduling such random access I/O requests for a serpentine tape drive can be
stated as follows:

Given a list of I/O requests and an initial tape position, the goal is to produce
a possibly reorganized list, containing the same requests, which will result
in a minimum total access time when the requests are executed in this new
order.

In this section, we first describe a number of known scheduling algorithms
and then propose a novel algorithm, Multi-Pass Scan Star (MPScan*), which makes
clever utilization of the streaming capability of the tape drives. To clarify the dis-
cussion, we have classified the algorithms based on the degree to which they take
the physical geometry of the tape into consideration.

7.1.1 Zero-dimensional Algorithms

These algorithms perform the “scheduling” of the I/O requests without any con-
sideration of the physical properties of the tape.

READ. The tape is read sequentially until all requests are served. On a Tand-
berg MLR1 tape drive it takes about two and a half hour to read an entire tape.

FIFO. The requests are read in the order in which they are found in the initial
schedule, without any attempts to optimize the execution order. This is the obvi-
ous method to schedule I/O requests for storage devices in cases where one does
not have any knowledge of the properties of the device.

SORT. The requests are re-organized such that they are executed in order of
increasing logical addresses.
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7.1.2 One-dimensional Algorithms

In this class we find the algorithms that take into account the physical positions
(longitudinal dimension) of the requests on the tape, but neglect to take into con-
sideration that requests to close positions, but on different tracks, might incur
relatively high seek times.

SCAN. All requests are executed in a single scan back and forth the entire tape
– this algorithm is similar to the well known elevator algorithm used for disks.
The requests are partitioned into two sets based on the read direction of the cor-
responding track. The requests in each set are sorted on physical tape position. If
we assume that the tape drive is positioned at the beginning of the tape, SCAN
reads all the requests on forward tracks as it scans through the tape, and then all
the requests on reverse tracks as it scans back to the start of the tape. The com-
plexity of this algorithm is O(n log n), where n is the number of requests in the
schedule.

7.1.3 Two-dimensional Algorithms

The algorithms in this class take into account both the physical tape distance be-
tween two tape blocks (longitudinal dimension) and the cost of changing between
tracks (latitudinal dimension).

OPT. This is the optimal scheduler which always (if the access-time model is ex-
act) gives the shortest possible total execution time. The problem with this algo-
rithm is that it reduces the scheduling problem to the familiar Traveling Salesman
Problem, which is known to have an exponential time complexity for computing
the optimal solution. Because of this, OPT is hardly useful for schedules contain-
ing more than ten requests.

LOSS. LOSS is an heuristic for solving the Asymmetric Traveling Salesman Prob-
lem (Cruyssen and Rijckaert, 1978). It solves the same problem as the OPT sched-
uler, but in linear time. The reason for including this scheduling algorithm, is
to compare our scheduling strategies with the work by Hillyer and Silberschatz
(1996b).

SLTF. Shortest Locate Time First (Hillyer and Silberschatz, 1996b), starting on
the start position of the drive, it first selects the request with the least seek cost
(locate time) as the next tape operation to be performed. It then selects the re-
maining request with the least seek cost from the new current position. This step
is repeated until all requests are scheduled. The cost of this algorithm is O(n2).
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Start position

End position

Figure 7.1 A MPScan schedule resulting in two full scans of the tape.

MPScan. Multi-Pass Scan, just like the SCAN algorithm, is an elevator algo-
rithm, but this algorithm allows multiple passes of the tape. The main problem
with the SCAN algorithm is that it does not take into account the cost of track
changes. As a result, the tape drive might have to rewind to find the closest key
point, when the next request in the schedule is physically close to the current tape
position. MPScan avoids such interruptions of the streaming by careful selection
of the next request to be included in the schedule. At each step in the produc-
tion of the schedule, the algorithm considers only the requests which are further
down the current track and the requests on co-directional tracks which are more
than the key point distance further down these tracks. These are the requests in
tape regions 1 and 4 as shown in Figure 6.5, relative to the current position. The
physically closest of these requests is chosen as the next request to be included
into the schedule. When no more requests are fulfilling the requirements for be-
ing included in a scan, a scan in the opposite direction is started. This strategy
guarantees that the tape drive does not have to rewind when seeking to the next
request in the schedule, at the cost of possibly having to make multiple passes
through the tape. The complexity of the MPScan algorithm is O(n2).

An example, which shows how MPScan schedules 11 requests in two full
scans of the tape, is given in Figure 7.1.

7.1.4 Multi-Pass Scan Star

Multi-Pass Scan Star, or just MPScan*, is an improved algorithm based on the
MPScan algorithm. In schedules produced by MPScan, the number of requests
per scan tends to decrease in the last scans of the schedule. The MPScan algorithm
is too greedy, and selects the next request to be included in the schedule only by
minimizing the cost that this single request will incur on the final schedule. As
more requests are scheduled, fewer request are candidates for being scheduled
next, and the seek times for each request will increase, leading to rather long
seeks in the last part of the schedule. The MPScan* algorithm avoids these long
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Schedule = MPScan(Request_list) // produce initial MPScan schedule

N = number of scans in Schedule

MinCost = cost_of(Schedule)

Final_Schedule = Schedule

while ( N > 1 ) {

remove last scan of requests from Schedule.

while (some request r in last scan) {

compute insertion cost for all possible positions to

insert r into the Schedule.

insert r where the insertion cost is least.

remove r from last scan.

}

if (cost_of(Schedule) < MinCost) {

MinCost = cost_of(Schedule)

Final_Schedule = Schedule // best schedule so far

}

N = N - 1;

}

Figure 7.2 Pseudo code for the MPScan* algorithm. The cost of function
estimates the execution cost of the schedule on a tape drive.

seeks at the end of a MPScan schedule by reducing the number of scans in the
schedule and inserting the affected requests into the remaining scans.

The pseudo code for MPScan* is given in Figure 7.2. The algorithm starts by
creating an initial schedule, using the MPScan algorithm. It then proceeds by
reducing the number of scans that the tape drive has to perform, by repeatedly
removing the last scan from the schedule. For each of the requests in the removed
scan, an insertion cost is computed for all positions where the request can be in-
serted into the remaining schedule. The insertion cost is the extra seek time that the
drive will use if a request, rz, is inserted into the schedule between two other re-
quests, rx and ry. Figure 7.3 illustrates how the insertion cost is computed. Each of
the requests is inserted into the remaining schedule at the position with the least
insertion cost. This process is repeated by removing the next last scan from the
schedule, until the schedule consists of only one scan. For each scan removed, the
total seek time cost of the new schedule is computed. Finally, the schedule with
the least total seek time cost is chosen as the result of the algorithm. The worst
case complexity of the MPScan* algorithm is O(n3).

Figure 7.4 shows the result of applying MPScan* to the same I/O requests as
used for MPScan in Figure 7.1. As shown, the number of full scans of the tape
is reduced from two to one by inserting the requests of the last scan into the first
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Figure 7.3 The insertion cost for inserting request rz between request rx and
request ry is computed as crxrz + crzry � crxry .

Start position

End position

Figure 7.4 The MPScan schedule in Figure 7.1 reduced to one scan by using
the MPScan* algorithm. New seeks introduced in the schedule are marked
with dotted arrows.

scan, possibly leading to a shorter total execution time.

7.2 Simulations

The algorithms presented in the previous section have been implemented. This
section presents results from simulation of the algorithms. The reason for sim-
ulating the algorithms is to be able to compare the properties of the different
algorithms using the access-time model presented in the previous chapter. In the
next section the simulation results will be validated by comparing them to results
from execution of schedules on real tape drives.

To instrument the access-time model, we have used the Tandberg MLR1 drive
as the target drive. All simulations were performed on a set of request lists con-
taining from one to 2048 requests. Each request was for one 32 KB block on the
tape. The block addresses were drawn from a uniform distribution in the inter-
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Figure 7.5 Total time for performing a request list for different request list
sizes.

val [0::MaxBlocksOnTapei. For schedules of length from 1 to 192 requests, we
used 100,000 different request lists, for longer schedules we gradually reduced
the number of list from 25,000 request lists for 256 requests per schedule, to 500
request lists for schedules of 2048 requests. For the OPT algorithm, the largest re-
quest lists contained 12 requests, and was run only 100 times due to the high CPU
usage. All simulations started with the tape drive positioned at the beginning of
the tape.

Figure 7.5 shows estimated execution times for the different schedule lengths
using the different scheduling algorithms. The corresponding average access
times per request are presented in Figure 7.6. As can be seen from Figure 7.6, with
only one request there is nothing that can be done to improve the performance,
and in average the access time for one tape request will be 63 seconds. If we do
no scheduling of the requests (i.e., using the FIFO strategy) the average seek time
stabilizes on 45 seconds. This can be greatly reduced by using one of the bet-
ter scheduling algorithms. For schedules with less than 12 requests, the curves
for OPT, SLTF and MPScan* overlap and any of them can be used. For longer
schedules, it is not feasible to use the OPT algorithm. As long as the length of
the schedule is less than 1000 requests, MPScan* produces the best schedules. For
schedule lengths from 1000 requests to 2100 requests, LOSS is marginally better
than MPScan*. For even longer schedules, the READ strategy gives the shortest
total execution time for performing the schedule.
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Figure 7.6 Average access time for each I/O request using different schedul-
ing algorithms and for different problem sizes.

7.2.1 CPU Cost

The simulations were run on a SparcStation 20 workstation with a 125 MHz Hy-
perSparc processor. Each run of the algorithms was timed, and the average times
used to compute the different schedules are presented in Figure 7.7. If we disre-
gard the OPT scheduler, LOSS and MPScan* are the only schedulers which use
more than five seconds for computing the long schedules. Still, the higher CPU
time usage of MPScan* and LOSS is much less than the reduction in total execu-
tion time achieved by use of these schedulers. Unfortunately, due to this higher
CPU time usage, the initial latency for retrieving the first data object from the tape
will be longer. This can be a problem for some applications. For MPScan*, this
problem is readily solved by starting the execution of the first few requests in the
first scan, as soon as the initial MPScan step of the algorithm has finished.

7.3 Experiments and Discussion

To validate the results from the simulations, we have run schedules of varying
problem sizes produced by the different schedulers on a Tandberg MLR1 tape
drive. As for the simulations, the tape drive was positioned at the beginning of
the tape before the first tape operation was started, and each request was for one
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Figure 7.7 CPU usage for scheduling of request lists of different sizes. The
cost for scheduling of 12 request using OPT is 912 seconds. To schedule 1024,
1536 and 2048 request using LOSS takes 63, 119 and 227 seconds.

32 KB block from a random position on the tape. For each schedule, the total
execution time was measured.

The measured access times per request, for the different scheduling algorithms,
are presented in Figure 7.8. By comparison of these results with the correspond-
ing simulated access times given in Figure 7.6, it can be seen that the relative
performance of the scheduling algorithms are the same in the simulations and
the real experiments. The experiments confirms MPScan* as the best algorithm
for problems with less than approximately 1000 requests, and LOSS as the best
algorithm for problem sizes between 1000 and 2000 requests.

From these figures, it can also be seen that the estimated and experienced
access times are approximately equal. To get a better comprehension of the accu-
racy of the estimated execution times, Figure 7.9 shows the difference in percent
between estimated and measured execution time for schedules produced by MP-
Scan* and run on the MLR1 drive. A positive value in the figure indicates that the
estimated execution time is a number of percent higher than the actual measured
execution time. As the figure shows, most of the estimated execution times are
within +/-5 percent of the measured execution time. As this is achieved without
determining the important key points, we consider this to be a good result. Deter-
mining every key point, Hillyer and Silberschatz (1996b) experienced differences
within +/-1 percent for the Quantum DLT 4000 drive, but at a preventive high
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cost.

7.3.1 Access Time Improvements

The purpose of random I/O scheduling is to reduce the total execution time for
a given combination of I/O requests. This will minimize the waiting time for
the requesting application(s) and maximize the utilization of the (expensive) tape
drives, which frequently are a bottleneck in tape-based storage systems. Fig-
ure 7.10 shows the relative and absolute improvements that the best scheduling
algorithm MPScan*, gives compared to the non-scheduling approaches, which
are random order (FIFO) execution of the requests, reading the entire tape (READ),
or a favorable combination of FIFO and READ. As shown in the figure, MPScan*
scheduling gives substantial benefits for all problem sizes ranging from two I/O
requests and up to 2100 I/O requests. The maximum gain, compared to an op-
timal combination of FIFO and READ, is for a schedule of 196 requests, which
is the point where FIFO and READ have the same performance. At this point, a
MPScan* schedule executes in 20 minutes and 47 seconds, compared to an execu-
tion time of 2 hours and 27 minutes for the corresponding FIFO/READ schedule,
saving more than two hours and seven minutes.

Comparing the results for MPScan* to the results for the other scheduling al-
gorithms, we find that LOSS is the only scheduler that gives better results and
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Figure 7.10 (a) Reduction in percent of total execution time using Tand-
berg MLR1 for MPScan* compared to FIFO scheduling, compared to READ
and compared to an optimal combination of FIFO and READ. Results from
Hillyer and Silberschatz (1996b) show their best results compared to an op-
timal combination of FIFO and READ. (b) Reduction in seconds of total exe-
cution time for MPScan* compared to FIFO scheduling, compared to READ
and compared to an optimal combination of FIFO and READ.
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No. of requests MLR1 DLT 2000 DLT 4000

1 63.2 66.8 95
2 43.9 51.7 72
4 29.0 40.2 54

16 12.1 29.0 38
64 7.6 24.8 31

256 6.5 21.7 24
1024 5.4 11.0 13

Table 7.1 Average access time in seconds for the Tandberg MLR1 and
DLT 2000 with the MPScan* algorithm, and DLT 4000 with the LOSS al-
gorithm. The access times for DLT 4000 are found in (Hillyer and Silber-
schatz, 1996b).

only for schedules containing more than 1000 requests. For 1024 requests, the av-
erage improvement by use of LOSS is less than one percent. For 2048 request, the
improvement increases to five percent. Unfortunately, the computational cost of
LOSS is rather high for large schedules (see Figure 7.7), leading to a high initial
latency. Unlike MPScan*, there is no easy way to start execution of any requests
until the entire schedule has been computed.

Comparing MPScan* to SLTF, MPScan* produces schedules which are more
than ten percent better in the entire interval from 24 to 2048 requests. A schedule
of 128 requests has an average total execution time of 16 minutes and 55 seconds
using SLTF, compared to 14 minutes and 26 seconds using MPScan*. For sched-
ule sizes from about 25 requests to about 70 requests, the scheduler performing
closest to MPScan* is SCAN.

7.3.2 Validation using the Quantum DLT 2000 Drive

To verify the generality of our access-time model and MPScan*, we have also used
MPScan* and the other scheduling strategies to schedule random I/O requests on
a Quantum DLT 2000 tape drive. The details from these experiments are found in
Appendix C. As shown in Table 7.1, the results are similar, but not quite as good
as the results for the MLR1 tape drive. The best result is for 150 I/O requests,
where a 53 percent reduction of total execution time is achieved compared to
FIFO/READ. As the DLT 2000 has fewer key points on each track, the key point
distance is longer and the cost of many short seeks is going to be higher. The
longer key point distance also decreases the accuracy of the access-time model,
introducing more errors into the schedules.
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7.3.3 Comparing Results

It is interesting to compare our results for the Tandberg MLR1 to the results that
Hillyer and Silberschatz (1996b) achieved for the Quantum DLT 4000 tape drive.
In Figure 7.10 (a) we have shown their best results compared to an optimal com-
bination of FIFO and READ for the Quantum DLT 4000 drive. For any number
of requests, we get significantly better results with the Tandberg MLR1 drive. On
average, we reduce the total execution time with 23 percent more than they do
for the DLT 4000 drive.

The average access times are much higher for the DLT 4000 drive than for
the MLR1 drive. Table 7.1 shows the access times for the DLT 4000 drive with
their best algorithm, LOSS, and the access times for the MLR1 drive with the MP-
Scan* algorithm. A schedule of 196 I/O requests would for instance have a total
execution time of 1 hour and 24 minutes on the DLT 4000 drive with the LOSS
algorithm, compared to the less than 23 minutes on the MLR1 with MPScan*.

The Quantum DLT 4000 drive and the Tandberg MLR1 drive are comparable,
except that the DLT stores 54 percent more data (20 GB versus 13 GB) and has a
maximum seek time that is 43 percent longer (180 seconds versus 126 seconds).
Even if we take the longer maximum seek time into full effect, the Tandberg drive
still performs a schedule of 196 requests in less than half the time needed by
the DLT 4000. The main reason why the MLR1 performs so much better, is that
the Tandberg drive has many more key points (25 versus 13 on each track). The
higher number of key points leads to a much shorter key point distance, which
significantly reduces the cost of many of the shorter tape movements. Another
factor is that the DLT 4000 seeks with 30 percent lower speed when searching for
a position between two key points, while the MLR1 performs all operations at
full speed.

7.4 Analysis of Tape Behavior

This section presents observations from studying the behavior of the scheduling
algorithms in practical experiments with the Tandberg MLR1 drive. These results
will explain some of the results presented earlier in this chapter.

In Figure 7.11, we show the measured seek time for each request in one sched-
ule containing 512 tape requests for some of the schedulers. From this figure, it
is worth noting that only the MPScan* and LOSS schedulers have approximately
constant average seek times for all the requests in the schedule. MPScan and SLTF
have about the same average seek times for the first part of the schedule, but for
the last part of the schedule the seek times increase significantly. For MPScan the
reason is that it is too lazy, only including requests which will not interrupt the
streaming of the tape drive in the schedule. This leads to few requests in the last
scans of the schedule, and to too many passes of the tape. For SLTF the reason
is that it is too greedy and only considers one step at a time. The effect of the
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Figure 7.11 Measured seek times for each request in a schedule of 512 re-
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greedy behavior of SLTF can also be seen in Figure 7.12, where we have plotted
the longitudinal seek pattern on the tape for the same schedule as in Figure 7.11.
Note that although the SLTF algorithm does not impose any particular seek pat-
tern on the tape, it still produces a seek pattern where the tape drive is mostly
streaming for the first part of the schedule. As the number of non-scheduled re-
quests gets lower, the algorithm starts to produce more and more costly seeks
(see Figure 7.11). This is not the case for MPScan* where the long, costly seeks
have been removed from the schedule. As can be seen in Figure 7.13, MPScan*
manages to keep the streaming pattern for the entire schedule. The figure also
shows “clusters of requests” along the tape scans. These are the positions in the
schedule where the requests of the last scans of the initial MPScan schedule have
been inserted.

7.5 Conclusions

In this chapter we have used the access-time model presented in the previous
chapter to schedule random I/O requests against tape drives. Simulations and
executions on tape drives have demonstrated results that are fully comparable to
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Figure 7.12 Physical seek pattern on the tape for a schedule of 512 requests
produced by SLTF. The graph shows the longitudinal tape position for as the
drive executes the requests in the schedule.

results that have been achieved with far more elaborate approaches. The main
conclusion is that our low-cost model gives access time estimates that are good
enough to facilitate efficient scheduling of random I/O requests, while still hav-
ing a resource consumption well within practical limitations. When used for the
Tandberg MLR1 tape drive, the accuracy of the time estimates of the schedules
are within +/- 5 percent for most cases.

We have proposed a novel scheduling algorithm, Multi-Pass Scan Star (MP-
Scan*), which makes good utilization of the streaming capability of the tape drive
and avoids the pitfalls of naive multi-pass scan algorithms and greedy algorithms
like Shortest Locate Time First. Compared with other scheduling algorithms, MP-
Scan* gives shorter access times for all reasonable problem sizes and produces
access patterns that are favorable to keep the drives in “streaming” operation.
Use of the MPScan* algorithm have clearly demonstrated the usefulness of I/O
scheduling, as up to 85 percent savings in execution time have been experienced,
compared to no scheduling.

The applicability of our approach has been demonstrated by practical experi-
ments on the Tandberg MLR1 drive and on the Quantum DLT 2000 tape drive. An
interesting side effect of our work is the difference in random I/O performance
that has been experienced for the Tandberg MLR1 and Quantum DLT 4000 drives.
From the specifications, the Quantum DLT 4000 and Tandberg MLR1 tape drives
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Figure 7.13 Physical seek pattern on the tape for a schedule of 512 requests
produced by MPScan*. In this particular schedule, all requests are read in
five scans through the tape.

seem to have very similar performance characteristics. For random access, how-
ever, the Tandberg drive has demonstrated superior performance.



Chapter 8

Retrieval of Multimedia Data Stored
on Serpentine Tape

In the previous chapter, we studied scheduling of random I/O requests to a ser-
pentine tape, and presented the results that could be achieved by using the MP-
Scan* scheduler. In the study, all requests were for one data block on the tape.
As performance criteria we used the average access time and the throughput. In
this chapter, we study the problem of scheduling I/O requests for multimedia
data stored on serpentine tape, using the Tandberg MLR1 tape drive as an ex-
ample. Compared to the requests scheduled in the previous chapter, the size of
most multimedia objects is much larger than one data block. We evaluate the dif-
ferent scheduling strategies for retrieval of multimedia objects of different sizes.
This evaluation is performed by using both simulations and measurements on a
Tandberg MLR1 drive. The purpose is to evaluate the properties of the MPScan*
algorithm when retrieving data objects larger than one data block. As MPScan* is
shown to be the best algorithm, we provide a detailed discussion of the Quality
of Service that the use of this algorithm can provide for retrieval of image and
video data.

To illustrate one possible application, we give an example. The Objects Collec-
tion at the Norwegian Folk Museum collection consists of 250,000 items which are
photographed with a digital camera. On average, three images are taken of each
object. For each image the museum wants to store both a high quality version (3.5
MB) and a JPEG compressed version (160 KB) for use on the WWW. The total size
of the database will be 2.7 TB. A single 13 GB MLR1 tape would be able to store
over 81,000 of the JPEG images. A user query requesting images of a “rocking
chair” could for instance find 100 such images on a single tape cartridge, using a
secondary index on type of object. To read these 100 images, which are scattered
around the tape, without any attempts to optimize the access time, would take
3 hours and 20 minutes in the worst case and 1 hour and 15 minutes in the aver-
age case. Using the best scheduling algorithm, this access time can be reduced to
11 minutes and 40 seconds, which is only 16 % of the average case without opti-
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Case Data size Objects on a tape

Compressed JPEG image 160 KB 79924
Uncompressed 600x800 image 1.44 MB 8881
High quality image 30 MB 426
1.5 Mbit/s video clip, 62 seconds 11.6 MB 1092
6 Mbit/s video clip, 62 seconds 46.5 MB 264

Table 8.1 The five different storage cases.

mizing. As this simple example shows, the random access performance of tape
drives can be significantly improved by means of proper I/O scheduling.

The results from this chapter have been published in the paper “Analysis of
retrieval of multimedia data stored on magnetic tape” presented at the 1998 In-
ternational Workshop on Multi-Media Database Management Systems, held in
Dayton, Ohio, August 1998 (Sandstå and Midtstraum, 1998).

8.1 Storage Cases

To analyze the effect of scheduling in different situations, we use five different
multimedia cases in the simulations. First, we consider storage of images of low,
medium and high quality. Second, we consider storage of short video clips of
medium and high quality. To have realistic data sizes for the video objects, we
have analyzed television news from TV2 Norway and found that their typical
news program consists of 12 news stories, with an average duration of 62 seconds
each. In a television news archive application, a set of such news stories would be
the typical result of a query (Hjelsvold et al., 1996). The details of the five storage
cases are presented in Table 8.1. The bandwidths of the two video cases have been
chosen to resemble typical MPEG-1 and MPEG-2 video streams.

8.2 Simulations of Scheduling Algorithms

Chapter 7 presented nine different scheduling algorithms for serpentine tape. In
this section, we present the results from simulations of the scheduling algorithms
used for retrieval of multimedia objects. The reason for simulating the algorithms
is to compare the properties of the different scheduling algorithms for retrieval of
media objects of different sizes. The most important properties of the scheduling
algorithms are the initial latency until the first request has been completed and
the average access time for the scheduled requests. The CPU cost for computing a
schedule was studied in Section 7.2.1.

For each of the five storage cases, we consider a 13 GB MLR1 tape filled with
corresponding media objects. The number of objects on a tape is given in Ta-
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Figure 8.1 Average access time and initial latency for accessing images of
160 KB from the tape.

ble 8.1. To perform the simulations, we have made request lists containing from
1 to 2048 requests for distinct media objects on the tape. For schedules of lengths
from 1 to 192 requests, we have repeated the simulation for 100,000 different re-
quest lists, for schedules from 256 to 2048 requests we have gradually reduced
the number of request lists from 25,000 for 256 requests, to 500 for 2048 request.
For the OPT algorithm, the largest request lists contained 12 requests and was run
only 100 times due to the high CPU usage. All simulations started with the tape
drive positioned at the beginning of the tape.

Figure 8.1(a) shows the average access times for tape requests for images of
160 KB. With only one request, there is nothing scheduling can do to improve
the performance, and the average access time for one 160 KB image will be 65
seconds. For requests of more media objects, no scheduling (i.e., use of the FIFO
strategy) would result in an average access time of 45 seconds. In this case, the av-
erage access times can be greatly reduced by using one of the better scheduling al-
gorithms. For schedules with less than 12 requests, the average access time curves
for OPT, SLTF and MPScan* overlap, and any of them could be used. For longer
schedules, it is not feasible to use the OPT algorithm, and as long as the sched-
ule contains less than 2100 requests, MPScan* gives the shortest access times. For
longer schedules, the READ algorithm should be used.

Figure 8.1(b) shows the initial latency until the first image is made available
to the application. As for access times, the best scheduling algorithms provide
substantial benefits compared to the FIFO approach. For large request sizes, SLTF
gives the shortest initial latency. This is due to the greedy behavior of always
selecting the request with lowest seek time first (Hillyer and Silberschatz, 1996b).

To illustrate how the performances of the schedulers are influenced by the size
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Figure 8.2 Average access time and initial latency for accessing 6 Mbit/s
video sequences of 62 seconds from the tape. The average object size is 46.5
MB.

of the requested media objects, Figure 8.2 shows average access times and initial
latencies for the 6 Mbit/s video clips, which is the largest object size that has
been investigated. Due to the much larger data size, the average access times and
the initial latencies have increased. Comparing the different schedulers, there are
three points worth noting. First, MPScan* now performs better than SLTF over
the entire simulation range. Second, when a high percentage of the objects on the
tape is requested, LOSS performs better than MPScan*. Third, SCAN performs
much worse than for smaller objects, because it quite often has to rewind long
distances to get to the next request.

The simulations for the intermediate object sizes show similar results. MP-
Scan* gives the best results for all object sizes, and should be preferred over the
other scheduling algorithms. In the remaining of this section we present more
detailed results for this scheduler. Figure 8.3 shows the average access times for
all the five storage cases in Table 8.1, using the MPScan* scheduler. The access
time curve for the READ scheduler is included to indicate the point where it is
sensible to change to this approach. The figure shows that the MPScan* sched-
uler provides substantial improvements for all data sizes, compared to not using
a scheduler. Note that larger data sizes increase the access times, and reduce the
number of requests that are necessary to make READ the best solution.

The MLR1 tape drive has a maximum sustained data rate of about 1.4 MB/s.
Figure 8.4 shows the effective data rates that can be achieved for different ob-
ject sizes and numbers of requests, using the MPScan* scheduler. For the small
images of 160 KB, the effective data rate is quite low, from 2.5 KB/s for sched-
ules of one image to about 30 KB/s for schedules of 1000 images. As the object
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Figure 8.3 Simulated access times (dotted lines) using MPScan* compared to
measured average access times.

size increases, the effective data rate increases. As an example, accessing sixteen
6 Mbit/s video clips produces a high sustained data rate of almost 1 MB/s, which
is a 70% overall utilization of the maximum data bandwidth of the tape drive.

8.3 Validation of Simulation Results

To validate the simulation results, we have run schedules of varying problem
sizes on a MLR1 tape drive. By doing this, we were able to verify that the behavior
of the algorithms are similar to the simulation results, and that the estimated
execution times are approximately equal to the measured execution times. Since
the MPScan* scheduler is the preferred scheduler to use for most problem sizes,
we only present results from executions of schedules produced by MPScan*.

In the experiments, we used the same storage cases as during the simulations.
The tapes were filled with fixed sized data objects, according to the sizes given in
Table 8.1, and rewinded to the beginning of the tape before the first tape operation
was started. Each tape operation consisted of reading an object of a given size
from the tape. For each schedule, the total time used to execute all the operations
was measured.

Figure 8.3 presents measured average access times for schedule lengths from
4 to 2048 requests for each of the five storage cases. Comparing the measured
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Figure 8.4 Effective data rates using the MPScan* scheduler.

access times to the simulated access times for MPScan* shows that the simulated
access times are good approximations of the measured access times.

To get a better apprehension of the accuracy of the estimated times, we have
calculated the difference between the execution times estimated by the MPScan*
scheduler and the measured execution times for each of the schedules. The av-
erage difference between estimated and measured times in our experiments was
3.2 %. This shows that the estimated scheduling time is a good estimate for the
actual time to perform the schedule, and is good enough to facilitate efficient
scheduling of queries for multiple media objects stored on a tape.

8.4 Access Time Improvements

The purpose of scheduling random I/O requests is to reduce the total execution
time for the requests, in order to minimize the waiting time of the requesting
application and to maximize the utilization of the tape drive. Figure 8.5 shows
the relative and absolute improvements that the best scheduling algorithm, MP-
Scan*, gives compared to the best non-scheduling approach, which is an optimal
combination of FIFO and READ. From the figure, one should make the following
observations:

1. For all object sizes, the advantage of MPScan* first increases with the num-
ber of request, then reaches a maximum gain at the point where READ starts
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Figure 8.5 (a) Reduction in percentage of total execution time by using MP-
Scan*, compared to an optimal combination of FIFO and READ scheduling.
(b) Reduction in seconds of total execution time by using MPScan*, com-
pared to an optimal combination of FIFO and READ scheduling.

to get better than FIFO, and from that point on, the relative advantage de-
creases until READ finally takes over as the best approach.

2. As the object size increases, the relative advantage of MPScan* decreases,
and READ takes over as the best algorithm at a lower number of requests.
This is intuitive, since the transfer time takes a higher share of the total
access time as the object size increases.

3. Until the points where READ takes over from FIFO, the absolute improve-
ments (in seconds) are largely independent of the object size and only a
function of the number of requests. This implicates that the seek times for
MPScan* are determined by the number of requests only, and do not depend
on the media object size.

For small image files, MPScan* more than halves the total execution time of
all schedules containing from 5 to 768 requests. The best results are achieved
for schedules of 196 request, which are executed in 1/7 of the time, saving more
than 7300 seconds (more than two hours). For large video files, the savings are
more modest. The total execution times are reduced with more than 15% for all
schedules containing from 2 to 192 requests. The best results are for schedules of
96 requests, which are executed in half the time, saving more than 3500 seconds
(slightly less than an hour).
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Figure 8.6 (a) Number of retrieved images for FIFO and MPScan* for dif-
ferent image sizes. The scheduled request was for 128 images. (b) Num-
ber of retrieved 160 KB images for FIFO and MPScan* for different schedule
lengths.

8.5 Quality of Service

When magnetic tapes are used to store multimedia objects, the Quality of Service
(QoS) parameters for the retrieval of the objects are: 1) initial latency, which is the
time from the data request is sent, until the first requested object is made avail-
able to the application, 2) inter-arrival times, which are the times between delivery
of two consecutive requests, 3) total execution time for retrieving all requested ob-
jects, and 4) resulting data rate. A fifth QoS parameter being the degree of variance
of the other QoS parameters. Since the use of image and video data have different
characteristics, we have organized the discussion of QoS in two parts, first con-
sidering QoS in the context of image objects, and then discussing QoS in relation
to video data. The rest of this section discusses QoS as perceived from a single
user. If multiple users are issuing concurrent request to the same tape, the QoS
will be lower and fairness of service has to be considered.

Image Objects

Assume a user of an application retrieving a number of images from an image
collection. For her, the important QoS parameters will be the initial latency, the
inter-arrival times, and the total execution time. Figure 8.6(a) shows the number
of images that will be retrieved from a tape during the first four minutes using
FIFO and MPScan*. The figure shows the retrieval rates for small (160 KB) images
and large (30 MB) images when the user has requested 128 images for retrieval.
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The user will experience much lower initial latencies if the application uses MP-
Scan* instead of FIFO, in average 7 versus 64 seconds for 160 KB images, and 25
versus 83 seconds for 30 MB images. Also, the inter-arrival times are much lower
for MPScan* than for FIFO, in average 7 versus 44 seconds for the 160 KB images,
and 28 versus 65 seconds for the 30 MB images. As a result, the total time to re-
trieve 128 images of size 160 KB will be reduced from about one and a half hour
to less than 15 minutes by changing from FIFO to MPScan*.

Another quality of MPScan* is that the variations in both initial latency and
inter-arrival times are much lower than for FIFO. For larger request sizes, these
typically vary with a few seconds using MPScan*, while for FIFO these times vary
uniformly between a few seconds and up to two minutes.

Figure 8.6(b) shows how the retrieval rate for FIFO and MPScan* is influenced
by the number of images included in a schedule. As the figure shows, FIFO is
not influenced by the number of requested images. For MPScan*, both the initial
latency and the inter-arrival time are reduced as the number of images in the
schedule increases. During the first 100 seconds after the tape drive has started
performing the tape operations, in average only one image will be made available
to the user if FIFO is used. If sixteen images are requested, MPScan* will be able
to deliver 8 of these in the same period of time.

Video Objects

Contrary to image data, it is possible to estimate the time a user is going to spend
“consuming” a video object. If VCR operations like fast forward are ruled out, a
video object is consumed at the playback rate of the video stream, e.g. 1.5 Mbit/s.
This facilitates computation of the production to consumption ratio, PCR, and
introduces a sixth QoS parameter, Waiting time. Waiting time is the total time that
the user spends waiting for video data to play.

Figure 8.7 shows the retrieval of four video clips. After the data request has
been issued, the user has to wait the initial latency period, until the first video
clip has been delivered from the tape drive. The user then starts playback of the
video stream, while the tape drive goes on to fetch the next video clip. The figure
shows what happens next for different PCR values. If PCR < 1, a user, which
performs one uninterrupted playback of all the video clips, will have to wait for
every video clip that is retrieved (e.g., a total waiting time of 5 time units for
PCR=0.5 in the figure). If PCR = 1, a user will only have to wait for the first video
clip, and the maximum buffer space equals the size of the largest video clip. If
PCR > 1, a user experiences only the initial wait period, and the amount of video
in buffer grows with the number of retrieved video objects.

If buffer space is of little concern, one would want the PCR to be as high as
possible, leading to the least total execution time and a minimum waiting time.
If PCR � 1, it would be possible to start video playback as soon as the tape drive
starts to deliver video data. This would reduce the initial latency, and possibly
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Figure 8.7 Retrieval and playback of four video clips for different PCR val-
ues.

the total waiting time, but to simplify the discussion, this possibility will not be
discussed any further in this chapter. A more detailed discussion of pipelining is
found in (Ghandeharizadeh et al., 1995).

Table 8.2 shows QoS parameters for retrieval of 1.5 Mbit/s and 6.0 Mbit/s
video streams, respectively. The ”Must see” column gives the fraction of each
video clip that a user has to play in order to have a PCR of 1.0, and thus avoid
waiting for the next video clip. A “Must see” value greater than one means that
the user has to play the clip more than once (or rather, spend more time than one
full playback). Without any scheduling (FIFO), the tape drive barely reaches a
PCR of 1.0 for video clips of medium quality, and the resulting QoS is going to be
just acceptable. For a high quality stream, quite an amount of waiting time has to
be expected. Utilizing MPScan* scheduling, the QoS improves to be quite good
for medium quality video clips, and just acceptable for the high quality video.
These QoS values are for video clips of 62 seconds. As long as the video data
rate is less than the data transfer rate of the drive (1.4 MB/s or 12 Mbit/s), longer
video clips would improve the QoS parameters (except total time), while shorter
clips would make them worse (except total execution time).

8.6 Conclusions

In this chapter, we have investigated static scheduling of random I/O requests
for multimedia data stored on magnetic tape using serpentine data layout. The
results showed that in many cases, clever scheduling provides substantial savings
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Scheduler Number of Initial Inter arrival Total Production PCR “Must
requests latency (s) time (s) time (s) rate (KB/s) see”

FIFO 1 72.0 – 72 161 0.86 –
4 71.3 57.5 243 202 1.08 0.93

16 71.3 53.8 878 216 1.15 0.87
128 71.7 52.8 6777 220 1.17 0.85

MPScan* 1 72.0 – 72 161 0.86 –
4 36.9 36.5 146 319 1.70 0.59

16 21.3 20.6 330 565 3.01 0.33
128 15.0 15.2 1945 763 4.07 0.25

(a) 1.5 Mbit/s

Scheduler Number of Initial Inter arrival Total Production PCR “Must
requests latency (s) time (s) time (s) rate (KB/s) see”

FIFO 1 95.5 – 96 488 0.65 –
4 95.8 81.4 340 571 0.76 1.31

16 94.7 77.9 1263 597 0.80 1.26
128 95.6 76.8 9849 605 0.81 1.24

MPScan* 1 95.3 – 95 488 0.65 –
4 66.0 59.9 245 776 1.03 0.97

16 45.0 47.1 752 987 1.32 0.76
128 36.0 39.2 5014 1187 1.58 0.63

(b) 6 Mbit/s

Table 8.2 Quality of Service parameters for 1.5 Mbit/s and 6 Mbit/s video
streams.

in initial latency, average access times, and total execution times. As a result, we
get much better utilization of the tape drives, which can give an improved Quality
of Service for the users of applications that retrieve data from tapes. When used
in hierarchical storage systems, the improved utilization of the tape drives can
reduce the number of tape drives required and reduce the need for disk buffer,
and hence reduce the total cost of the system.

Different scheduling algorithms have been implemented, and evaluated by
simulations and by practical experiments on Tandberg MLR1 tape drives. Our
new algorithm, MPScan*, is shown to give better retrieval performance than any
of the other algorithms we have investigated with the exception of the optimal al-
gorithm. For retrieval of small and medium sized images, we have shown that the
average retrieval time can be reduced by more than 80 % for retrieval of 100 im-
ages. For retrieval of video sequences, the reduction in average retrieval time
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is less, due to that the transfer rate dominates more as the size of the object in-
creases. Although magnetic tape continues to be a rather slow random access
storage medium, MPScan* provides a convenient way to make the most out of
serpentine tape drives.

Three unsolved problems, which have not been considered in this chapter,
are 1) the dynamic scheduling of requests which arrive during the execution of
a schedule, 2) the possible mismatch between the scheduler’s ordering of the re-
quests and the user’s priorities, and 3) fairness of service in case of multiple users.



Chapter 9

Simulation Model and Simulator of a
Video Archive using Tertiary Storage

If you don’t know what your program is supposed to do, you’d better not start writing it.

Edsger Wybe Dijkstra

This chapter presents the simulator that is used for performing the study of using
tertiary storage in a video archive. During the design of a digital video archive,
there will be many alternative solutions for which technologies to use, how to in-
tegrate the different technologies, and which algorithms to use. Each of these
choices influence the total performance of the video archive. How the video
archive is used, i.e., the load the users generate on the archive, has to be con-
sidered when designing the archive.

The architecture for the video archive we study in this thesis was presented
in Section 5.1. Based on this architecture, we present the simulation model for
the video archive simulator. This model shows the components used for simu-
lating a video archive and presents the algorithms that are used for the different
operations that the video archive performs. The simulator consists of two main
parts. The first part is the tertiary storage system, which consists of library units
containing tertiary drives and storage media. Each of the tertiary storage compo-
nents used in the simulator is presented together with a performance model. The
simulator has implemented detailed models for two tape drives and one DVD
drive. The second part is the disk cache used for caching the most frequently used
videos. Since the focus is on studying use of tertiary storage for storing and re-
trieving video in the video archive, we use a simple model of the disk cache. The
model of the disk cache do not consider the costs and delays introduced by the
video cache, but assumes it can handle both the video delivery to the users and
the writing of video data transferred from the tertiary storage. The last section
of this chapter contains an overview of the cost of using the alternative storage
technologies.
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Figure 9.1 Overview of the main components included in the video archive
simulator.

9.1 The Video Archive Simulator

In this section we present the simulation model used for simulating a digital
video archive using tertiary storage and a disk based video cache. The simu-
lation model is based on the architecture for the video archive presented in Sec-
tion 5.1. The main components of the video archive together with algorithms and
strategies used by the video archive are presented. We show how the different
components are integrated and cooperate in order to execute requests for video
data issued by the users.

The video archive simulator is event driven. It consists of simulated resources
and processes, where the processes interact with each other and compete for the
use of the simulated resources. Examples of processes are users that request
video to be delivered, and drives and robots participating in the delivery of the
video. The simulated resources are the storage media, the media drives, the robot
mechanisms, and the disks used as video cache. The simulator has been imple-
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Figure 9.2 Diagram showing the states a user request for a video sequence
goes through in the simulated video archive.

mented using C++ and the CSIM1 library (Schwetman, 1996; Mesquite Software,
Inc., 1994). The implemented simulator consists of approximately 15.000 lines of
C++ code.

An overview of the main components of the simulator is shown in Figure 9.1.
The main components are the video archive with a video cache, the tertiary storage
system, library units containing a robot, tertiary media drives and storage media, and
a video catalog. Each of these are presented in this section.

9.1.1 Video Archive

The video archive module is the main module in the simulator. It is responsible for
simulating the complete video archive. Figure 9.1 shows the main components
of the video archive module, which are the request scheduler, the video catalog, the
video cache and the tertiary storage system.

1The CSIM library is a collection of objects for creating event driven simulators.
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The users of the video archive issue requests for one or several video se-
quences. When a user requests a video sequence to be delivered, the request sched-
uler creates a request object that is responsible for simulating the delivery of this
video sequence to the user. Figure 9.2 contains a state diagram for the possible
steps and operations that have to be performed to execute this request. If the
video sequence is already present in the video cache, the user is informed that
the delivery of the video sequence is ready to be started. On instruction from the
user, the video cache starts delivering the video to the user, using the bandwidth
of the video sequence to determine the amount of time it will take to deliver this
video sequence to the user.

If the requested video sequence is not present in the video cache, a request is
issued to the tertiary storage system to fetch the video sequence from one of the
tertiary media into the video cache. The system supports pipelining of the video
delivery from the tertiary storage system via the video cache to the user (Ghande-
harizadeh et al., 1995). As soon as the tertiary storage system starts writing the
first part of the video sequence to the video cache, the video cache can start deliv-
ering the video to the user. The user is informed about this, and on request from
the user, the video cache starts streaming the video to the user.

The Video Cache

The video cache is responsible for delivering the video to the users using the band-
width of the video as the delivery rate. In a real system, the video cache would
consist of a collection of machines and disks under the management of a video
server. The reason for calling this a video cache is that the most popular video
sequences should be present on disk to avoid having to retrieve them from the
tertiary storage every time they are requested.

Since this study focus on use of tertiary storage for storing and retrieving
video data, we use a very simple model for the video cache. The only simulation
parameter is the total size of the cache. We do not consider any delays introduced
by the video cache, and assume it can handle both the video delivery to the users
and the writing of video data transferred from the tertiary storage without expe-
riencing resource problems. We consider this a reasonable simplification in the
simulation model of the video archive. Compared to the delays introduced by
the tertiary storage system, the disk delays should be several magnitudes lower.

In a real video cache, the bandwidth of the disks would be a critical resource
of the video cache. The cache consists of many disks, and since there exists sev-
eral strategies for optimizing the use of the disk bandwidth and achieving load
balancing between the disks, the bandwidth of the cache should be sufficient for
most applications. This can be achieved by for instance use of striping (Özden
et al., 1996b) or random data allocation (Santos et al., 2000). If we included the
bandwidth of the video cache into the simulations, we had to make a much more
detailed model of the video cache. We also had to consider data layout and disk
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scheduling. This would make the simulation model more complex. The perfor-
mance of the video cache would influence the performance results of the tertiary
storage system. A analytical model of a disk cache used in a tertiary storage sys-
tem for video is presented in (Chan and Tobagi, 1999). This model includes the
delays introduced due to bandwidth contentions in the disk cache, but does not
include any start-up delays due to buffering or disk scheduling strategies. The
model assumes that the total aggregate disk bandwidth can be utilized for deliv-
ering the videos.

The video cache is used in Chapter 14 for studying the effect caching of the
most frequently accessed video sequences has on a video archive. To illustrate
how a more realistic video cache could have been designed and implemented,
a more detailed model of a disk based video cache is presented in Section 14.5.
This is used to evaluate some of the results and consequences of using this simple
model of a video cache.

To avoid a long warm up period in the simulations, the disk cache is filled with
video sequences before the simulation is started. By using the access distribution,
video sequences are inserted into the cache until it is full. Thus when a simulation
starts, the cache contains a representative set of mostly popular video sequences.
To make room in the disk cache when a new video sequence is requested from
the tertiary storage, one (or several) of the video sequences already present in
the cache has to be removed. We use a Least Recently Used (LRU) algorithm to
decide which video sequences to remove from the disk cache. Alternative cache
replacement strategies for a disk based video cache are proposed and evaluated
in (Ghandeharizadeh and Shahabi, 1994; Lau and Lui, 1996; Cha et al., 2002).

9.1.2 Tertiary Storage System

The module called the tertiary storage system simulates the part of the video archive
that is responsible for storing and retrieving video sequences from the tertiary
storage media. The module consists of a tertiary library scheduler and one or
more library units containing the media drives and the storage media. A similar
model for a tertiary storage system can be found in (Lijding, Jansen and Mullen-
der, 2002b).

The tertiary library scheduler is responsible for managing and optimizing the
use of the library units and the tertiary drives. The scheduler manages a request
queue for each tertiary media that has pending requests. If an arriving request for
a video sequence is the only request to this storage medium, a new request queue
is created for this medium. The library scheduler also issues a load request to
the library unit containing this medium. The scheduler uses a minimum switching
model (Prabhakar et al., 1997). As soon as the requested medium is available in
a drive, the library scheduler starts executing the requests in the corresponding
request queue. Before the first request in the request queue is executed, the order
of the requests in the queue is scheduled using a tape or disk scheduler. We
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use the MPScan* scheduler presented in Chapter 7 for the Tandberg MLR1 drive,
the SLTF scheduler for the Magstar drive (Hillyer and Silberschatz, 1998), and a
FIFO scheduler for the DVD drive. If a new request arrives for a medium during
execution of the request queue, this request is included in the request queue, and
the request queue is re-scheduled. This is the same strategy as used by the Bypass
scheduling policy (Christodoulakis et al., 1997), which gives priority to requests
for media that are already loaded in a drive.

Each request is executed by sending a seek operation followed by a read op-
eration to the drive containing the medium for this queue. If the tertiary storage
system is used as a part of the video archive module, the requested video is deliv-
ered to the video cache. If no video cache is used, the video is delivered directly
to the user. As soon as the drive starts delivering the video to the video cache or
directly to the user, the user application is informed about that the video is ready
for playback. In both cases, the delivery rate of the video data is the same as the
transfer rate for the drive. When the last request in a request queue for a media is
finished, a release operation is sent to the library unit for this medium.

The requests for loading media into drives are issued in a FIFO order. We
do no scheduling or optimization of the order for requesting a medium to be
loaded into a drive. Alternative scheduling strategies for scheduling the order of
switching media in the drives were presented in Section 4.5.2.

9.1.3 Library Units

The library unit module simulates the behavior of a physical library unit. An
overview of the components of a library unit that are included in the simulator,
is given in Figure 9.3. It consists of a media store capable of storing a number of
storage media, one or several media drives, and a robot mechanism moving me-
dia between the media store and the drives. The performance data for the robot
used in the simulations is presented in Section 9.3.2. In this subsection we present
how the simulated library units execute requests. Since we did not have the op-
portunity to perform experiments on real library units, we have implemented the
library unit to perform close to what we would expect an ideal library unit to
perform. We have implemented some optimizations that can improve the perfor-
mance, all of which easily could have been implemented in real library units.

The library unit receives load and release requests from the tertiary library sched-
uler. The requests for loading a medium is mostly executed in a FIFO order, but
in order to possibly reduce the number of media transfers, before a load request
is queued in the FIFO queue, we check if the requested media already is in one
of the drives and not used by any external process. If that is the case, the load re-
quest is fulfilled immediately. Likewise, every time the tertiary library scheduler
issues a release request for a media, if there is a load request for the same media,
this request is granted immediate access to the drive. This corresponds to using
the Bypass scheduling strategy (Christodoulakis et al., 1997).
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Figure 9.3 The main components included in the simulation module for a
library unit.

When all the requests for a medium has been performed, and the library
scheduler has issued a release command for this medium, one of four strategies
for what to do with the medium can be followed:

1. Do nothing, just mark the drive as idle.

2. Rewind the medium.

3. Rewind and eject the medium.

4. Rewind, eject, and return the medium to the media store.

Which of these strategies to use, depends on how likely it is that the medium
already in the drive will be reused before another medium will need the drive.
If otherwise not stated, the last of these strategies is used. For most applications,
it is not likely that the same medium will be needed before the drive has to be
reused by another medium (Lijding, 2003). To reduce the response time when the
next medium is to be loaded into the drive, we restore the medium back into the
media store as soon as possible after the user has finished the use of it.
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Robot

Most library units have a robot device that is capable of transferring only one
medium at the time, although there also exists robot devices that can perform
multiple media transfers concurrently. To make the simulator flexible enough to
simulate library units with multiple transfer mechanisms, the robot device used
by the simulator can be instantiated to have as many robot arms as desired (see
Figure 9.3). For most applications, the robot device will not be a bottleneck. Still,
having more than one robot arm can improve the performance. If the robot has
two robot arms, these can cooperate when replacing a media in a drive. The first
arm can do the job of removing the currently loaded medium from the drive,
while the second arm fetches the requested medium from the store and inserts it
into the drive.

The load operation is simulated as one move operations — move the arm from
the current position to the media store, grab the medium, move it to the drive and
insert the medium in the drive (possibly waiting if the drive contains a medium,
which has to be unloaded first by another robot arm). The unload operation has
to be divided into two parts. The first part of the operation moves the arm to the
drive and waits there until the medium is fully ejected. In the simulations this
operation takes 25 percent of the total unload time as given in Table 9.6. In the
second part of the unload operation, the medium is grabbed and returned to the
media store.

To optimize the use of the robot mechanism when there are several concurrent
load/unload operations waiting to be performed, the robot uses the following
strategies:

� The simulator can estimate rewind and eject times for the drives by using
the performance models of the tertiary media drives in Section 9.3.1. It also
knows the load/unload times of the robot mechanism. This knowledge is
used to schedule the order the robot performs the operations in case of mul-
tiple concurrent operations. For example, if the robot is requested to unload
the tape from two drives, where the first drive is in the process of ejecting
the tape, while the second is still rewinding the tape, the robot mechanism
should serve the first drive first. The simulator uses the estimated time for
when a drive has ejected the medium to schedule the order of the requests
for unloading and loading media.

� Load operations has preference over unload operations since a load opera-
tion means that some user is waiting for data.

These strategies will improve the usage of the robot, and may lead to higher
performance of the library unit. If actual library units do not make such optimiza-
tions, it would still be possible to achieve the same optimizations. The program
using the library could perform this scheduling of the requests before it sends
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the requests to the library unit. An analytic model for a robot used in a tertiary
jukebox is presented in (Lijding, Mullender and Jansen, 2002c). This model uses
detailed measurements of the behavior of a real tertiary jukebox when estimating
the amount of time for the different operations.

9.1.4 Drives and Media

The simulator uses a generic drive common for all the media types. The media spe-
cific properties are implemented in the individual media types. The advantages of
this design, are that all media specific behavior are implemented in one module,
and makes it easy to add new media types to the simulator without having to do
changes to the media drive’s behavior.

The media types implemented in the simulator are presented in Figure 9.4.
They are implemented as subclasses of a base class named Storage Medium. To
add a new media type to the simulator, all that is needed is to make a new sub-
class that implements the member functions of the base class. These member
functions provide information about how much data each medium can store and
information about the amount of time operations on this medium take. For the
mount and unmount operations, we use the time values given in Table 9.3. For
MLR1 media we use the access time model presented in Chapter 6 (Sandstå and
Midtstraum, 1999b) to compute seek, read, and rewind times. The model is in-
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Figure 9.6 An ER model of the main content of the video catalog.

strumented using information about the start address of each track on a real tape.
For Magstar we use the model in (Hillyer and Silberschatz, 1998) to estimate seek
and rewind times and the given data rate of the drive to compute read times. We
use a list of key points of a real tape to instrument the model2. For DVD we use
the model in (Shastri et al., 1997) to compute seek and rewind times. Read times
are computed using the data rate of a double speed DVD drive. More detailed
models for the performance of the tertiary drives are presented in Section 9.3.1.

In Figure 9.5, a state diagram is given for the operations the media drive per-
forms. All state transitions are triggered by external commands issued to the
drive. Each state transition takes a given amount of time. These times are found
using the member functions of the medium used in the drive. All operations on
the drives are performed in the order of arrival, i.e., no internal scheduling is
performed by the drive.

9.1.5 Video Catalog

The video archive stores video sequences, which can be from a few seconds up
to a few hours. When a user issues a request, it will be for one or more video
sequences. To keep track of the video sequences and where they are stored, the
simulator contains a video catalog. Each video sequence is identified by a unique
identifier. For each video sequence we store information about the bandwidth
of the video, the length of the video sequence, and the access probability. In
order to locate where a video sequence is stored, the video catalog also contains
information about the storage medium each video sequence is stored on, the start
address for the video sequence on the medium, and the number of data blocks
required to store it. A data model for the information contained in the video
catalog is presented in Figure 9.6.

Before a simulation starts, the video sequences are “created” and registered
in the video catalog. They are also assigned to a tertiary storage medium. In
the first parts of this study, the video sequences are assigned to storage media
in the same order as they are created, thus two following video sequences are
likely to be stored on the same storage medium. Later, we perform simulations

2The list of key points was provided by Bruce Hillyer.
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where we study alternative allocation strategies. These allocation strategies are
presented in Section 13.1. Each video sequence is stored entirely on one storage
medium. If there is not room for it on the current storage medium, a new storage
medium is created. The simulator does not support any form of replication of
the video or complex storage layout schemes like media striping (Drapeau and
Katz, 1993a; Drapeau and Katz, 1993b; Chervenak, 1994).

The storage media are assigned to a library unit. We have not included any
mechanisms for exchanging media between library units, so when a medium is
assigned to a library unit it stays in this library unit for the entire simulation.
If nothing else is specified, a round-robin algorithm is used when assigning the
media to the library units. Alternative strategies for assigning storage media to
library units are presented in Section 13.1.

If we want to have different probabilities for accessing the video sequences,
we assign an access probability to each video sequence. These access probabil-
ities are used when the simulated users select which video sequence they want
to watch. During simulations, the video catalog is used to select which video se-
quences to retrieve, for locating where they are stored, and determining which
data rate should be used when sending the video to the user.

9.1.6 Users

The simulation load will be created by having simulated users sending requests
to the archive. The archive can have any number of users, and each user can
issue several concurrent requests. The behavior of the users will depend on the
purpose of the simulation. To generate the workloads for the simulations, two
different request generation strategies are used:

� Closed Queueing Model. The first strategy is to use a closed queueing sim-
ulation model (Jain, 1991, Chapter 32). It maintains a constant length queue
of requests. As soon as one request is completed, a new request is gener-
ated and inserted into the queue. This strategy simulates a fixed number of
I/O bound users/processes. It is a useful simulation strategy for obtaining
information about the behavior of the video archive during maximum load.
This simulation strategy is used for determining the maximum throughput
of the system.

� Open Queueing Model. In order to get response time information as a
function of the load on the tertiary system, we use an open queueing simu-
lation model (Jain, 1991, Chapter 32). The arrival rate of requests is gener-
ated using a Poisson process where the interarrival time between requests
is drawn from an exponential distribution. This simulation model gives a
more realistic workload model of users of a video archive. It simulates a
large number of users sending infrequent requests to the archive.
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In the simulations, we use either the video archive module (including the video
cache) or just the tertiary storage system module. Depending on which of these
being used, the user interaction and video delivery differs. Figure 9.7 shows the
interaction between the user and the simulator for the two cases.

The main difference between these two cases is in how the video is delivered
to the user. When only the tertiary storage system is used (see Figure 9.7(a)), the
video delivery starts as soon as the tertiary storage system is ready to deliver the
video. The video is delivered using the transfer speed of the tertiary drive. When
using the video archive module (see Figure 9.7(b)), the video is always delivered
from the video cache. After having issued a request for a video sequence, the user
receives a notification as soon as the video is ready to be delivered. When the
user issues a deliver command, the video is delivered to the user at the data rate
specified for the video sequence.

9.2 Using the Video Archive Simulator

The video archive simulator is used in the following chapters for studying prop-
erties and performance of different video archive configurations. In this section,
we give an overview of how the simulator is used for running the simulations.
The implemented simulator exists in two versions:

� librarysim: This implements a simulator for the tertiary storage system.
This uses the tertiary storage system module. No video cache is included. The
videos are delivered directly to the user at the speed of the tertiary drive.

� archsim: In addition to simulating the tertiary storage system, this version
includes video archive module and the video cache in the simulator.
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Parameter Description

hours The number of hours of video.
length The length of each video sequence.
bit rate The bit rate of the video sequences.
drives Number of tertiary drives per library unit.
technology MLR1, Magstar, DVD or MLR3.
cache size The size of the disk cache (in GB).
usersa The number of concurrent users.
requestsa The number of arriving requests per hour.
partitions The number of partitions the video sequences should

be divided into (see Section 12.1).
allocation Storage allocation strategy (see Table 13.1).
seed Initial seed for the simulator.

aOnly one of users and requests may be specified for a simulation.

Table 9.1 Parameters for configuration of the simulator.

These two programs take a set of parameters for configuring the video content,
the storage system configuration and the user load. An overview of the main
parameters are presented in Table 9.1.

In the rest of this study, we use these two simulators for most of the exper-
iments. In total, the thesis contains the results from approximately 70,000 runs
of these simulators. We estimate having used more than 20,000 CPU hours for
running the simulations. To produce the results, the simulators are used in three
different ways. We describe these briefly here.

Simulation Method I

The simulator takes a video archive configuration and a user load as the param-
eters. Thus, one run of the simulator gives information about the performance of
the video archive with the given load. To achieve statistical validity we use the
confidence interval of the simulated response time as termination criterion for the
simulation.

If otherwise not stated, statistical validity is ensured by verifying that the 90 %
confidence interval is sufficiently tight. This is done by running the simulations
until the size of the confidence interval is within 1% of the mean. The confidence
intervals are computed using confidence interval functions provided by CSIM.
These functions use a technique called batch mean analysis for computing confi-
dence intervals (Schwetman and Brumfield, 1997; Jain, 1991, Chapter 25).
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Simulation Method II

If the accesses to the stored video sequences are not uniform, the simulation re-
sults from running the simulator one time will be dependent of the initial alloca-
tion of the video sequences to storage media. If we have a random allocation of the
video sequences to storage media, two following runs of the simulator will pro-
duce different results. To avoid that this influences the validity of the simulation
results we perform multiple runs of the simulator.

The following pseudo code shows how this is done:

do {

run simulator (random seed);

compute mean values;

compute confidence interval;

numberOfRuns++;

} while (numberOfRuns < MinNumberOfRuns and

confidence interval > requested confidence interval);

This ensures that the simulation results are based on a minimum number of
runs where the simulator has a different allocation of the video sequences to stor-
age media in each run. Each run of the simulator produces results that are stat-
ically valid for one allocation. After each run of the simulator, we compute the
confidence interval for the mean of the average response time for all simulations.
This is used as the termination criterion for when to stop the simulations.

In the simulations performed in this thesis we use a 90 % confidence interval
for terminating the simulations. For running the simulator program itself, we
terminate the simulator when the confidence interval is within 2 % of the mean
(see Simulation Method I). For terminating the while loop we require that the
confidence interval is within 3 % of the mean of all the results from the individual
simulations. The simulator is run minimum ten times to ensure that we have
enough data samples to compute the confidence interval.

Simulation Method III

The simulator takes the user load as in parameter. This load is given as the num-
ber of concurrent requests or as an arrival rate for the requests. As the main result
from running the simulator we get the average response time for this user load.
In some of the experiments we want to do the opposite. We want to give an av-
erage response time as in parameter and get the corresponding load as a result.
This will be used for determining the throughput of the system.

To use the two simulation programs for this purpose, we use a binary search
strategy to find the load that produces the given response time. Pseudo code for
this strategy is given in Figure 9.8. It takes the response time limit as in parameter.
For each step in the binary search we use the simulator for finding the average
response time for the current throughput. The binary search continues until we
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minRequests = 1; // Search interval - lower bound

maxRequests = 20000; // Upper bound

while (maxRequests > minRequests) {

throughput = (maxRequests-minRequests)/2;

responseTime = run_simulator(throughput);

if (responseTime < ResponseTimeLimit){

minRequests=throughput;

}

else{

maxRequests=throughput;

}

}

Figure 9.8 Pseudo code for determining the throughput of the archive for a
given response time limit.

have found the throughput that gives an average response time closest to the
given response time limit.

It is important to note that the function run simulator either uses simulation
method I or simulation method II to find the average response time.

9.2.1 Statistics

The simulator collects statistics about the performance of the video archive. Ta-
ble 9.2 presents the main statistical values which are collected by the simulator.
For all time values, the minimum, maximum, average, variance and standard de-
viation is collected. Most of the gathering of statistical data during runs with the
simulator is done by using statistical functions from the CSIM library.

An example of the output from one run of the archive simulator is given in
figure 9.9. It shows the results from running the simulator with a video archive
containing 10000 hours of 5 Mbit/s video and where the length of each video is
60 seconds. Each library unit contains four MLR1 drives, and a 1000 GB video
cache is used. The load on the system is 500 requests per hour. In this run of the
simulator, the average response time was found to be 16.7 seconds.

9.3 Performance Models for Drives and Library Units

In this section, we present performance models for the tertiary devices used in the
simulations. To compare the performance between a DVD based and a tape based
archive, we use one generic DVD drive and two different tape drives. The reason
for using two different tape drives is that the performance vary much between
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Module Statistical values

Video Archive: Response time Time from the user issues a re-
quest until the video cache is
ready to start deliver it to the
user.

Throughput Number of requests fulfilled per
hour.

Simulation time Total simulated time.

Video Cache: Hit rate

Tertiary Storage System: Response time Time from the user issues a re-
quest until the first part is deliv-
ered to the video cache (or to the
user).

Access time Time from the user issues a re-
quest until the entire video se-
quence is read from the tertiary
media.

Throughput Number of requests fulfilled per
hour.

Tertiary Library Units: Operations Number of robot operations.
Wait queue Average length of wait queue

for robot operations.
Utilization Robot utilization.

Tertiary Media Drives: Operations Number of operations for each
drive.

Wait queue Average length of wait queue.
Utilization Utilization for each drive.

Table 9.2 The main statistics gathered by the simulator.
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staude% archsim -h 10000 -l 60 -b 5000 -d 4 -c 1000 -r 500

-m MLR1 -p 3 -A 7

# Media type : MLR1

# Number libraries : 9

# Drives per lib : 4

# Loaders per lib : 1

# Partitions : 3

# Allocation method: Allocate_Uniform

# Storage media : 1730

# Datavolume : 20965

# Cache size : 1000

# Load: requst/hour: 500

# Request length : 60

# Simulation time : 1.12372e+06

# Number of samples: 156600

# Requests per hour: 501.692

# Datarate : 4.98643 MB/s

# Average wait time: 16.7314 (156600)

# => Tertiary : 98.5683 (26582)

# Drive utilization: 0.126156

# Robot utilization: 0.0209938

# Robot oper/hour : 170.05

# Cache hit percent: 83.0224

# Storage cost : 277699

# Cost per GB : 13.2458

# Cost per stream/h: 553.525

# Wait time library: 98.5683

# Access time Libr : 124.023

# Run length accur : 0.0099987

Figure 9.9 An example output from one run of the archive simulator. The
input parameters to the simulator are presented in Table 9.1. The detailed
report generated by the CSIM library is not included.
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different tape drives. This is mainly due to the design of the drive and the tech-
nology used by the drive. The first tape drive is the Tandberg MLR1 (Tandberg
Data, 1996). This is the same drive as used in Chapter 6 to 8 when investigating
serpentine tape as a storage medium for multimedia data. Based on the perfor-
mance parameters, this drive can be characterized as a traditional tape drive. The
goal has been on optimizing storage capacity and transfer bandwidth. The sec-
ond drive used in this study, is the IBM Magstar MP. This drive has been designed
to be used in a tertiary library system with frequent changes of the tapes. The goal
has been to reduce the tape switch time.

Tertiary library units consists of drives, a robot mechanism and a media store.
The media store stores the media which are not currently mounted in one of the
drives. The robot mechanism is responsible for moving media between the me-
dia store and the drives. To simulate the robot mechanism, we use performance
specification for a generic tertiary library unit. The performance parameters of
this library unit are presented later in the section.

A performance model must include information about the main operations
the storage devices perform, how these operations are related to each other, and
the resources and the amount of time each operation takes. In the simulations
each operation is given a cost, i.e., the amount of time it takes to perform the
operation. We call the corresponding simulation parameter the performance pa-
rameter for the operation. For requests handled by the tertiary storage system, the
following operations (performance parameters) will influence the time to access
a video sequence:

1. Mount time. When a new medium is inserted into a drive, the drive has to
mount the medium.

2. Unmount time. The time used by the drive to unmount and eject a medium.
This does not include rewind of the medium if that should be necessary.

3. Seek time. The amount of time the drive uses to seek to the beginning of
the requested video sequence. This takes typically a few hundred millisec-
onds for a DVD drive, and from a few seconds up to a few minutes for tape
drives.

4. Transfer time. The time a drive uses to read the video sequence and deliver
it to the requesting entity (the user or the disk cache).

5. Rewind time. Before a storage medium can be unmounted from the drive,
the drive’s read/write head must be repositioned to a position where it is
safe to remove the media from the drive. In the case of tape, the tape has to
be wound back to either the start of the tape, or to a load position. In the
case of DVD, the drive’s read head is usually moved to a parking position.
We use the seek time for seeking back to the start position as an estimate for
the rewind time.
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Tandberg MLR1 IBM 3570 Magstar Generic
MP, model B DVD-ROM

Capacity per media 12.1 GB 4.6 GB 4.38 GB
(13 Gbytes) (5 Gbytes) (4.7 Gbytes)

Transfer rate 1.41 MB/s 2.1 MB/s 2.64 MB/s
(1.5 Mbytes/s) (2.2 Mbytes/s) (2.77 Mbytes)

Seek time 1–125 s 0–42 s 100–436 ms
Time to mount media avg. 31 s avg. 5.6 s avg. 3 s
Time to unmount media avg. 5 s avg. 4.0 s avg. 2 s

Table 9.3 Values for the main performance parameters for the drives used in
the simulations.

6. Robot transfer time. If the medium storing the requested video sequence
is not in a media drive, it has to be fetched from the media store and in-
serted into a drive. If the drive contains a medium, this medium has to be
unmounted and returned to the store before a new medium can be inserted
into the drive. The two main tasks of the robot are:

(a) Load medium. The robot transfers a storage medium from the media
store to the drive. This operation is often called the pick operation.

(b) Unload medium. The robot transfers a storage medium from the drive
back to the media store. This operation is often called the place opera-
tion.

For most tertiary robots these operations take from a few seconds up to a
half minute.

9.3.1 Performance Model for Tertiary Drives

This subsection presents the performance parameters for the three media drives
used in the simulations. The values for the main performance parameters are
given in Table 9.3. We use fixed values for performance parameters except for the
seek time. Using a constant for the transfer rate is justified by the fact that all the
drives read the media with a constant data rate. The load and unload operations
are mostly mechanical operations. Johnson and Miller (1998b) and Chervenak
(1994) present measurements of load and unload times for tape drives, which are
shown to be nearly deterministic with a low variance between measurements.
This justifies using constants for load and unload times in the simulations. Since
seek times vary much depending on the start and end positions for the seek, we
use a seek time model for each of the three drives. Table 9.4 contains minimum,
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Tandberg MLR1 IBM Magstar MP DVD drive

Minimum 0.81 0.0 0.100
Mean 63.0 12.3 0.267
Maximum 125 26.1 0.436

(a) Seek times for seeks from start of medium

Tandberg MLR1 IBM Magstar MP DVD drive

Minimum 0.81 0.0 0.100
Mean 44.0 15.0 0.211
Maximum 126 42.2 0.436

(b) Seek times for random seeks

Table 9.4 Seek time characteristics for the three drives used in the simula-
tions. The values are computed using the seek time model for each of the
drives. All numbers are given in seconds.

maximum and the mean seek time for seeks starting at address zero, and for
random seeks for the three drives. The details of the seek time models will be
presented in the following sections.

Tandberg MLR1

The Tandberg MLR1 (Tandberg Data, 1996) tape drive uses serpentine data lay-
out. It is based on the 13 GB QIC standard (QIC Development Standard, 1994),
making it possible to store 12.1 GB (13 Gbytes) per tape (without compression).
According to the drive specifications, it can deliver (read/write) a maximum sus-
tained data rate of 1.4 MB/s (1.5 Mbytes/s) to/from the host computer (Tandberg
Data, 1996). To estimate seek and transfer times, we use the access-time model
developed in Chapter 6. The access-time model is instrumented with track ad-
dresses from one of the MLR1 tapes used when validating the access-time model.
For the first seek after a tape is inserted into the drive, the seek time vary between
0.8 seconds and 125 seconds, with an average of 63 seconds (see Table 9.4). In
Figure 9.10 we have plotted the distribution of seek times for seeks from the start
of the tape and for seeks between two random positions on the tape.

To improve the performance of the drive in cases where there are multiple
requests for video sequences on the same tape, we use the MPScan* scheduler to
optimize the retrieval order. The MPScan* scheduler was presented in Chapter 7.
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Figure 9.10 Distribution of seek times for the Tandberg MLR1 drive. The seek
times are computed using the model in Chapter 6. The resolution along the
X-axis is 200 ms.

The mount and unmount times for Tandberg MLR1 given in Table 9.3, are
found by measuring a series of mount and unmount operations performed on
the drive, and then computing the average value. For the mount operation we
measured the time from we manually inserted the tape into the drive until the
drive accepted the first SCSI command. For the unmount operation we measured
the time from we issued an eject command until the tape was fully ejected.

IBM 3570 Magstar MP

The IBM 3570 Magstar MP tape drive is optimized for random I/O. The physical
data layout on the tape is designed to give short seek and rewind times in order
to reduce the switch time when used in a tape library. As shown in Figure 9.11,
it uses a modified serpentine pattern for the data tracks on the tape. When the
tape is loaded in the drive, the read/write head is positioned on the middle of the
tape. Thus, the average seek time for the first access is reduced by fifty percent.

In this study we use the Magstar model made by Hillyer and Silberschatz
(1998) to estimate seek times for this drive. They have used the IBM Magstar MP
model B in their study. This drive stores 4.6 GB (5 Gbytes) on each tape and has
a transfer rate of 2.1 MB/s (2.2 Mbytes/s). There exists a faster version of the
drive, model C, capable of storing 4.6 GB per tape and having a transfer rate of
6.0 Mbytes/s.

In the simulator we use the same source code3 as used in (Hillyer and Silber-
3The source code used for estimating seek times on the Magstar drive has been provided to us

by Bruce Hillyer.
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Figure 9.11 The serpentine layout pattern of the IBM Magstar MP drive. This
figure is based on the presentation of the drive given in (Hillyer and Silber-
schatz, 1998). The dots marked along the tracks indicate the key points used
in the seek time model.
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Figure 9.12 Distribution of seek times for the IBM Magstar MP drive. The
seek times are computed using the model in (Hillyer and Silberschatz, 1998).
The resolution along the X-axis is 100 ms.
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Figure 9.13 The average seek times for the Magstar MP drive when using the
FIFO and SLTF schedulers for reorganizing multiple requests.

schatz, 1998) to estimate seek times. The Magstar drive supports compression,
and in the experiments done by Hillyer and Silberschatz, they used slightly com-
pressed data on the tape. All data was compressed to 7/8 of the original size,
and thus they were able to store more than 4.6 GB on each tape. Since video data
usually is compressed in advance, we compensate for the built in compression in
the model (and source code) to get the storage capacity and seek times the drive
would give if compression was turned off. Figure 9.12 presents the distribution
of seek times we get when using the model without any kind of scheduling of the
requests. By comparing this figure to the similar figure for the Tandberg MLR1
(see Figure 9.10), it can be seen that the seek times for the Magstar drive is about
one fifth of the seek times of the MLR1 drive.

To improve the performance of the Magstar drive, Hillyer and Silberschatz
(1998) studied several scheduling algorithms. In our simulations, we use the SLTF
scheduler when there are multiple requests for data on one tape. Figure 9.13
contains average seek times for the Magstar MP drive using the SLTF scheduler to
determine the retrieval order for different request list sizes. We have also included
the seek time we would experience if no scheduler was used (i.e., performing the
requests in FIFO order).

The values for mount and unmount times for the Magstar MP drive given in
Table 9.3 are found in (Strategic Research, 1996).
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Figure 9.14 Model for seek times for the DVD drive used in the simulations.
The model is based on the DVD model in (Shastri et al., 1997).

DVD drive

The DVD technology was presented in Section 3.3.1, with storage capacities rang-
ing from 4.38 GB to 15.9 GB. In our simulations, we use the standard storage ca-
pacity for a single-sided, single-layer DVD. Thus, each DVD medium is able to
store 4.38 GB (4.7 Gbytes) of video data. In the simulations, we assume that only
one side of the DVD disks is used for data storage.

To estimate response times for the DVD drive, we use a generic access time
model like the one used in (Shastri et al., 1997). This access-time model was
originally developed for modeling seek times for a CD-ROM drive (Shastri et
al., 1996a). Since CD-ROM and DVD drives basically use the same technology for
seeking on a disc, this model was later used to estimating seek times for DVD-
ROM drives (Shastri et al., 1997). The model estimates the seek time by the fol-
lowing simple formula (Shastri et al., 1997):

ts = �ds+ �

where ds is the number of sectors between the start and end positions, and � and
� are constants. As can be seen from this formula, the estimated seek time is a lin-
ear function of the number of sectors between the start and end positions. This is
not in correspondence with most models for magnetic disks, where the seek time
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Figure 9.15 Distribution of seek times for the DVD drive. The seek times are
computed using the model in (Shastri et al., 1997). The resolution along the
X-axis is 1 ms.

is a linear function of the number of tracks the disk head has to pass (Ruemmler
and Wilkes, 1994).

For the constants � and � used in the model, Shastri et al. (1997) use the values
of 0.0012 ms/sector and 100 ms respectively. This is the same values as used in
their CD-ROM model (Shastri et al., 1996a). The estimated value for the constant
� used in (Shastri et al., 1997) is based on a disc having approximately 300,000 sec-
tors (i.e., a CD-ROM). It is obviously wrong to reuse the value for the constant �
found by using a CD-ROM without adjusting it to the much higher number of
sectors on a DVD. A 4.38 GB DVD disc has approximately 2,300,000 sectors each
containing 2048 bytes of data. To get results valid for a DVD drive, we use the
number of sectors for a DVD disc for estimating the constant. With 2,300,000 sec-
tors, the constant � gets the value of 0.00015 ms/sector. With this new value for
�, the seek time for a seek across a given number of sectors are presented in Fig-
ure 9.14. The distribution of seek times for seeks starting on the beginning of the
disk and for random seeks are given in Figure 9.15.

The standard transfer rate for a DVD-ROM drive is 1.3 MB/s. In the simula-
tions we assume we have a drive capable of reading the disc at twice the normal
speed, giving us a transfer rate of 2.6 MB/s. We use this transfer rate for comput-
ing the transfer time of a video sequence.

9.3.2 Performance Data for Tertiary Library Units

To build a tertiary storage system containing more storage media than drives,
the common way is to integrate the drives and the storage media in a tertiary
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Tandberg IBM Magstar Pioneer DVD-ROM
TDS 1440 MP 3575 Jukebox

Number of media 10–40 60–324 100
Total storage capacity (GB) 121–484 276–1490 438
Number of drives 1–4 2–6 1–4
Maximum bandwidth (MB/s) 1.5–6.0 4.4–13.2 2.6–10.4
Average load medium avg. 9.9 s < 4 s < 3 s
Average unload medium avg. 9.9 s < 4 s < 3 s

Table 9.5 Technical data for three representative tertiary library units using
the three storage media used in this part of the thesis. The data for the Tand-
berg TDS 1440 is found in (Tandberg Data, 1997). For the IBM MP 3575 and
the Pioneer DVD-ROM Jukebox, the information is found on the respective
companies’ product presentations on the World Wide Web.

Generic Library Unit Tape DVD

Number of drives 1–32 1–32
Maximum number of media 200 200
Average time to load medium 4 s 3 s
Average time to unload medium 4 s 3 s

Table 9.6 Performance data for the generic library units used in the simula-
tions.

library unit. In this section we present the technical performance data for the
library units we use in our simulations. Initially, we planned to use performance
data for actual library units for the three drives presented earlier. Data for three
such library units are given in Table 9.5. As we can see from this table, the data
vary rather much between the different models. Most of the differences in the
technical specifications are not a result of the storage technology used, but due
to mechanical design decisions made by the producer of the library unit. The
purpose of these experiments is to compare different storage technologies. To
avoid that design decisions of the library units influence the results, we use a
generic library unit instead of actual library units.

The performance data for the generic library unit we use in the simulations is
presented in Table 9.6. For the DVD library unit, we use lower latencies for the
robot mechanism than for the tape library unit. A DVD disk weighs less than a
tape, and should be easier to move faster. The thickness of a DVD disk is also
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Tandberg MLR1 IBM Magstar DVD drive

Operation block 1 min 2 h block 1 min 2 h block 1 min 2 h

Robot load 4 4 4 4 4 4 3 3 3
Drive mount 31 31 31 5.6 5.6 5.6 3 3 3
Search 63 63 63 12.3 12.3 12.3 0.27 0.27 0.27
Read 0.023 24.8 3057 0.015 17.1 2045 0.012 13.5 1625
Rewind 63 63 63 12.3 12.3 12.3 0.27 0.27 0.27
Drive unmount 5 5 5 4 4 4 2 2 2
Robot unload 4 4 4 4 4 4 3 3 3

Total 170 195 3227 42 59 2087 12 25 1637

Table 9.7 Cycle time for retrieving one block of data (32 KB), a one minute
video sequence, and a two hours video sequence using each of the three me-
dia drive types in the generic tertiary library unit. All numbers are given in
seconds.

lower than for a tape, making it likely that the distance the disk has to be moved
by the robot device will be lower. We use constant values for the time to per-
form the load and unload operations. This is justified by experiments performed
by Johnson and Miller (1998b) and by Chervenak (1994). A more detailed pre-
sentation of how this generic tertiary library unit performs the load and unload
operations was given in Section 9.1.

To end this section about the performance of the hardware devices, we show
some examples of the average cycle time when this generic library is used for
fetching one data block, one minute of video, and two hours of video from a
tertiary storage media using each of the three media drives. In this example,
videos with an average data rate of 5 Mbit/s are used. The results are presented
in Table 9.7. This table gives the number of seconds the library unit is occupied
retrieving a data segment of the three different sizes. We have assumed there is
only one drive in the library unit and that it is necessary to change the medium
for each request.

These numbers are more illustrative if we convert them into number of video
sequences the library units can deliver during one hour. Using a MLR1, a Magstar,
and a DVD drive, the library unit can retrieve 18, 61, and 144 one minute long
video sequences per hour. If we retrieve two hour long video sequences, the cor-
responding numbers are 1.1, 1.7, and 2.2 video sequences per hour. The main
point to note is that the number of requests a library unit with this configuration
can deliver is rather low for all three drive configurations. If we compare the
drive technologies, we see that the tape based drives suffer much due to the long
seek time when retrieving short video sequences. When retrieving one minute
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Cost per Capacity Cost Media to Cost
medium per MB store 1 TB per TB

Seagate Barracuda 18LP $ 800 16.9 GB $ 0.046 61 $ 48500
Tandberg MLR1 $ 50 12.1 GB $ 0.0040 85 $ 4230
IBM 3570 Magstar MP $ 60 4.6 GB $ 0.013 223 $ 13360
DVD-R $ 40 4.38 GB $ 0.0089 234 $ 9350

Table 9.8 Cost of storage media.

Drive model Cost

Seagate Barracuda 18LP $ 800
Tandberg MLR1 $ 1500
IBM 3570 Magstar MP Model B1A $ 8500
DVD-ROM $ 300
DVD-R $ 5000

Table 9.9 Prices for the drives. The price of a DVD-R drive is included since
at least one such drive is needed to write the video to the DVD-R disks.

long video sequences, the DVD based library unit is able to deliver eight times
more video sequences than the MLR1 based library unit. When retrieving two
hour long video sequences, the relative performance between a library unit using
a DVD drive and a library unit using a MLR1 drive is reduced to two to one in
favor of the DVD drive.

9.4 Cost of Storing Digital Video

So far, we have assumed that use of tertiary storage is the least expensive way
to store large amounts of digital video. However, we have not investigated how
much it will cost to store the video, or how much that can be saved by use of ter-
tiary storage instead of secondary storage. In this section, we use some examples
to investigate the cost of storing digital video. We compare the different storage
technologies with respect to the cost of storing the video. The cost of delivering the
video is not considered. This will by studied further in Chapter 10 and 14.

All prices used in this section are from 1998 and are given in American dol-
lars. The prices are found by checking several suppliers on the World Wide Web.
Since prices vary between the different suppliers, the prices presented here are
representative prices. In most of the price lists we have studied, the price is given
for one piece of the item. If we actually should build a video archive, we would
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Maximum Storage Cost
Library unit Cost Drives media capacity per TB

Tandberg TDS 1440 $ 21.000 4 40 484 GB $ 44.400
IBM MP 3575-L32 $ 62.000 2 324 1490 GB $ 42.600
Pioneer DVD $ 12.500 0 100 438 GB $ 29.200

Table 9.10 Cost data for library units. The Tandberg TDS 1440 is delivered
with 4 MLR3 drives. The IBM library unit is delivered with two IBM 3570
Magstar model C drives. The Pioneer library unit is delivered with no drives.
The cost per TB is computed using the cost of the library unit divided by the
maximum storage capacity.
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Figure 9.16 a) The cost of the storage media to store digital video. The data
rate for the video is 5 Mbit/s. b) Including the cost of necessary tertiary
libraries. Each library contains one drive and can hold 200 storage media.
The cost numbers are given in thousand dollars.
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Number Media Number of Library Total
Technology of media cost libraries cost cost

Seagate Barracuda 18LP 1237 990 — — 990
Tandberg MLR1 1731 87 9 104 191
IBM 3570 Magstar MP 4500 270 23 426 696
DVD-R 4788 192 24 247 439

Table 9.11 Summary of the number of media and library units that are re-
quired to store 10000 hours of 5 Mbit/s video. The cost of the media and
library units are included. These numbers are given in thousand dollars. For
each library unit, the cost of one media drive is included.

buy in large quantities. This would probably give us lower prices than we are
using in this section.

In Table 9.8, we present prices for the storage media for the three drives pre-
sented in the previous section. We have also included the price for a hard disk
drive. Hard disk is an alternative storage medium to use instead of tertiary stor-
age. We us the Seagate Barracuda 18LP in our examples. This hard disk stores 18.2
Gbytes. By calculating the price per MB for other members of the Barracuda disk
family with different storage capacities, the 18 Gbytes disk is the optimal drive
when the storage cost is the most important criterion. Table 9.8 gives the price
per medium, the price per MB of storage, the number of storage media needed to
store one TB of data, and the total cost for storing one TB of data. From the table
we see that using the Tandberg MLR1 gives the lowest storage cost. The storage
cost using this drive is about one tenth of the cost of using hard disks. Using
DVD is about twice as expensive as using tape. It should be noted that we in this
example use writable DVD-R disks, which cost more than read-only DVD-ROM
disks. The storage cost of using tapes for the Magstar drive is higher than using
DVD-R disks, and more than three times higher than using MLR1 tapes.

Table 9.8 gave the cost of storing one megabyte and one terabyte of data. To
visualize the cost of storing video, we have in Figure 9.16(a) plotted the cost of
the storage medium for storing a given number of hours of digital video using
each of the storage media in Table 9.8. In this example we use video with a data
rate of 5 Mbit/s. Storing 10000 hours of this video quality requires 20.5 TB of
storage. Figure 9.16(a) shows that storing 10000 hours of video costs $ 990.000
using hard disks. Using MLR1 tapes the media cost is reduced to about $ 87.000.
For Magstar tape and DVD-R, the corresponding costs are respectively $ 270.000
and $ 192.000. The number of media and the total cost for storing this amount of
video is given in column two and three in Table 9.11.

To access the video stored on the tertiary storage media, the storage media
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must be included in library units containing drives. In Table 9.9, we present prices
for drives able to read the tertiary storage media used. The price for a DVD-
R drive is included for reference since at least one such drive is needed in the
system to be able to perform the initial writing of the DVD disks. For reading the
video from the DVD disks, it is likely that less costly DVD-ROM drives will be
used.

Table 9.10 contains prices for the three tertiary library units presented in Ta-
ble 9.5. Just as the technical specifications of the library units are very different,
the prices differ much between the library units. For the same reasons as stated
in Section 9.3.2, we use a generic library in this section. The specifications for the
generic library is given in Table 9.6, and use a representative price of $ 10,000 for
the library unit without any media drives.

In Figure 9.16(b) we have plotted the cost of storing the same amount of video
as in Figure 9.16(a), including the cost for the necessary tertiary libraries. The
number of libraries is determined by how many libraries are needed when each li-
brary stores 200 media. The number of library units required to store 10000 hours
of video is given in the fourth column of Table 9.11. The cost of having one drive
in each library is included in the figure. Hard disks, which already have a drive
for each medium, do not need to be contained in a library unit. In this example,
even though not entirely correct, we use the same storage cost for hard disks as in
Figure 9.16(a). We will comment further on this in Section 9.4.2. For the tertiary
storage media, the figure shows that the total storage cost is more than doubled
by including the cost of library units and drives. Column 5 and 6 of Table 9.11
contains the cost of the library units and the total cost of storing 10000 hours of
digital video. The least increase in the cost is for the Tandberg MLR1 where the
price is 120 percent higher. The reason is that the Tandberg MLR1 has the high-
est storage capacity per medium, and thus requires the least number of library
units. For the Magstar and DVD, the total storage cost is increased by 160 and
130 percent respectively .

In Figure 9.17 we compare the price of using the three tertiary storage media
to the price of using hard disks. The figure is based on the numbers given in
Table 9.11, and contains bars for both the media cost and the total cost of libraries,
drives, and media. The bars give the cost in percent relative to the cost of using
hard disks. If we only consider the media cost, using MLR1 media costs only nine
percent of the cost of using hard disks. For Magstar and DVD the corresponding
numbers are 27 and 19 percent. By including the cost of library units and drives,
we get more realistic numbers. MLR1 still provides the least expensive storage
alternative. Compared to hard disks, the cost of using MLR1 is only 19 percent.
Using DVD costs approximately 44 percent compared to hard disks. Magstar is
the most expensive of the three tertiary storage technologies. The cost of using
this technology is approximately 70 percent of the cost of using hard disks.

In addition to provide storage capacity, the storage system also provides ac-
cess to the data. The bandwidth of the different storage technologies varies much.
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Figure 9.17 The cost of using different tertiary storage technologies compared
to using hard disks. The figure is based on the cost numbers in Table 9.11.

In Table 9.12 we have included both storage and bandwidth data for the storage
system configuration used as example in this section (as specified in Table 9.11).
The bandwidth numbers are computed by multiplying the bandwidth for sequen-
tial reading of each drive with the number of drives in the system. These numbers
are only achievable if the drives spend no time for repositioning. It is important to
note that the bandwidth data for the tape and DVD-based systems only contains
one drive in each library. The table also contains cost numbers for storage and
for bandwidth. These numbers are found by taking the total cost for the different
systems and dividing it by respectively the storage capacity and the bandwidth
of the system. The storage cost numbers have the same ratio between the stor-
age technologies as given in the right part of Figure 9.17. The bandwidth of the
disk-based system is between 200 and 1000 times higher than the bandwidth of
the tape and DVD-based systems. Each disk having its own drive while the tape
and DVD libraries only contain a single drive. Similarly, the bandwidth cost for
the tape-based systems is approximately 200 times higher than for the disk-based
system and approximately 100 times higher for the DVD-based system.
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Storage Storage cost Bandwidth Bandwidth cost
Technology (GB) ($/MB) (MB/s) ($/(MB/s))

Seagate Barracuda 18LP 20905 0.046 12370 80
Tandberg MLR1 20945 0.0089 12.7 15040
IBM 3570 Magstar MP 20700 0.032 48.3 14410
DVD-R 20971 0.020 63.0 6970

Table 9.12 Summary of storage, bandwidth, and cost data for the storage sys-
tem configurations presented in Table 9.11. The bandwidth for the DVD and
tape-based system is computed using the transfer rates given in Table 9.3.
For the disk drive, an average transfer rate of 10 MB/s is used.

9.4.1 Storage Cost for Using a Disk Cache

The main reason for considering using tertiary storage in a digital video archive is
to reduce the total cost. If tertiary storage is not used, the video must be stored on
secondary storage, i.e., hard disks. As shown in Figure 9.16(b), replacing the hard
disks by tertiary storage devices can reduce the storage cost by up to 80 percent.
This can be a good solution if the video content is infrequently accessed and the
rather large response time is not a problem. If the archive is frequently used for
interactive retrieval of video sequences, it can be necessary to use a disk cache.
The use of a disk cache is studied in more detail in Chapter 14.

The size of the disk cache should be determined by studying the distribution
of the accesses to make sure that the most frequently used video sequences are
stored in the cache. Another factor for deciding the size of the disk cache is also
how much the owner of the archive is willing to pay to reduce the average re-
sponse time. In Figure 9.18(a) we have plotted the cost of storing 10000 hours of
5 Mbit/s video data including the cost of a disk cache. The x-axis gives the rela-
tive size of the disk cache. The figure shows the total storage cost for the archive
as we vary the size of the disk cache between zero and the total size the archive.
For reference, we have included the cost of using disk as the only storage medium
for the video content. This figure shows that by using Tandberg MLR1 tapes, the
total storage cost is favorable to a disk-only system as long as the size of the disk
cache is less than about 80 percent of the total required tertiary storage. For DVD,
the hard disk cache must be less than 55 percent. With the relatively higher cost
of the Magstar tape drive, the disk cache must be less than 30 percent of the total
data volume in order to make it less expensive than having all data on hard disks.
The same can be found by studying Figure 9.18(b). This figure shows how many
percent of the total cost that can be saved by using tertiary storage compared to a
disk-only system.
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Figure 9.18 a) The added cost by including a disk cache in the system. The
size of the disk cache is varied between zero and 100 percent of the total
size of the archive. The costs are computed for a video archive containing
10000 hours of video. b) The percent of the total cost that can be saved by
using tertiary storage compared to a disk-only system as a function of the
relative size of the disk cache.

9.4.2 Further Considerations

In this section we have only included the minimum cost for creating a video
archive. Only storage for one copy of the video content is included. In a real
video archive, storage media will due to tear and wear become unreadable, and
we must be able to recreate the lost data. Traditionally, this problem is solved by
having one extra copy of the data (backup). In the case where all video is already
stored using tertiary storage, this requires us to double the amount of tertiary
storage needed. If the entire video archive is stored on hard disk only, to have
safe backup will require the same amount of tertiary storage. An alternative to
backup can be to store enough redundancy in the data to be able to recreate the
lost data. For hard disks this can be done using layout of the data on disks sim-
ilar to RAID (Patterson et al., 1988). It is also possible to achieve this by using a
similar redundancy schema for tertiary devices (Chervenak, 1994).

In each library unit, we have only included one drive. For an interactively
used archive, this will in most cases be not be enough. To handle a higher num-
ber of requests, more drives can be added to each library unit. Adding more
drives increases the storage cost ($/MB) while decreases the cost of bandwidth
($/(MB/s)). In Chapter 10 and 14, we study how the number of drives influences
the performance and cost of tertiary storage systems.

Further, we have not included the cost of all the extra peripheral equipment
needed to build a working archive. First of all, we need a computer (or more
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likely multiple computers) to manage the stored video and to be responsible for
delivering the video to users on request. But also accessories like cables, host
interfaces, power supplies and cabinets can contribute considerably to the total
cost. If we for example have a 1 TB disk cache, this will consist of 61 disks each
storing 18 Gbytes. To connect this number of disks to a computer can be expen-
sive. In some cases cables, cabinets, power supplies and host adapters will cost
as much as the disks themselves.

One important factor that must be considered when comparing the cost and
performance numbers is that the performance of hardware is rapidly changing. In
this part of the thesis we compare different storage technologies. It is important to
be aware that for the tape-based systems we use performance data for technology
that is approximately two years old (1996) while for the hard disks and DVD we
use performance data for today’s versions (1998). For both MLR1 and Magstar
there are newer versions available. If we had used these newer versions, the
storage cost would have been lower since the new versions are able to store more
data on each medium. Thus, the required number of media and the number of
library units would have been reduced. The newer versions also have a higher
bandwidth, which would lead to lower bandwidth cost.
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Chapter 10

Performance Analysis of Library
Units used for Storing and Retrieving

Digital Video

I haven’t lost my mind, it’s backed up on tape somewhere.

Peter da Silva

In Chapter 8, we studied the performance we could get from using one tape drive
containing one storage medium for retrieving video sequences. We showed that in
the case of multiple concurrent requests, both the throughput and the response
time can be substantially improved by scheduling the requests. In this chapter,
we go one step further and investigate the performance it is possible to get from
one library unit when used for storing and retrieving digital video. In the study,
library units utilizing the following three tertiary storage technologies are evalu-
ated and compared:

1. Tandberg MLR1. This is a general purpose tape drive based on serpentine
tape technology optimized for providing safe storage at a low cost. A de-
tailed performance model of this drive was developed in Chapter 6 (Sandstå
and Midtstraum, 1999b).

2. IBM 3570 Magstar MP. This tape drive is also based on serpentine tape
technology. It is optimized for random I/O requests. A detailed perfor-
mance model is found in (Hillyer and Silberschatz, 1998). An overview of
this model was presented in Section 9.3.1.

3. DVD. A generic 2X DVD drive is used. The performance model of the
DVD drive is based on the performance model found in (Shastri et al., 1997),
which was briefly presented in Section 9.3.1.
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The library units contain one or more tertiary drives, multiple storage media, and
a robot mechanism for transporting storage media to and from the drives. The
simulator presented in the previous chapter is used for conducting the experi-
ments and for producing the results and the performance data.

In order to evaluate and compare the different tertiary storage technologies,
we study the factors most closely related to the performance and cost of the storage
system:

� Throughput. In the simulations, we define the throughput of the library unit
as the number of video sequences of a given length the system is able to de-
liver during a given period of time. Since retrieval of long video sequences
may take a considerable amount of time, we use one hour as time unit when
presenting throughput numbers.

� Response time. We use the response time observed by the users as the
response time of the library unit. This response time is measured as the
amount of time it takes from the user issues a request for a video sequence,
until the tertiary storage system starts to deliver the requested video to the
user. The mean (average) response time of the requests is used when mea-
suring and presenting response times from simulations.

� Cost of storage and delivery. In Section 9.4, we discussed the cost of stor-
ing video using tertiary libraries and storage media. Only the necessary
hardware needed for storing the video data was included in the cost of the
system. To achieve the throughput and response time requirements set by
the users of the archive, it can be necessary to include multiple drives in
the library unit, or to use an alternative tertiary storage technology. This
increases the cost of the storage system. In order to compare different tech-
nologies and configurations with regards to the cost of both storing and de-
livering the video sequences, we use the following two criteria (Chervenak,
1998):

– Storage cost as function of throughput or response time requirements.
This is determined by configuring the system so that it is able to fulfill
the decided throughput or response time requirements, and then com-
pute the storage cost in dollars per GB of video.

– Cost per stream. We compute cost per delivered video sequence as
the total cost of the storage system divided by the throughput of the
system (Chervenak, 1998).

In most of this chapter, we consider the library unit as a black box in order
to determine the external performance characteristics of the library unit. The goal
is to study and compare the performance that can be achieved by using the three
different tertiary storage technologies. We determine what are the limiting factors
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Library Unit
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−throughput
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Figure 10.1 The simulation model and the main parameters that characterize
the workload used in the simulations.

for different library unit configurations and user loads. The main variables we
vary in the simulations are the size of the retrieved video sequences, the load on
the system, the number of drives, and the tertiary technology used. In Chapter 11,
we study in more detail the effect the individual operations of the media drives
and the robot mechanism has on the performance of the library units.

10.1 Simulation Model

Before we can start running simulations, a model for the workload to be used in
the simulations has to be defined. For the simulations performed in this chap-
ter, the main parameters are the library unit configuration, the amount of video,
the size of the video sequences, and the load generated by the users. These pa-
rameters are given as input to the simulator. Figure 10.1 gives an overview of
the library unit and the simulation parameters which are further described in the
following paragraphs.

10.1.1 Library Configuration

In this part of the study, we simulate one library unit. For each run of the simula-
tor, the following configuration variables must be determined:

� Drives. Three tertiary drives are simulated: Tandberg MLR1, IBM 3570
Magstar MP, and 2X DVD. The number of drives is from one to 32 drives.

� Robots. The library unit contains one robot mechanism.

� Storage media. The library unit contains a fixed number of 200 storage
media.
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Length of video sequences

Technology One minute Ten minutes One hour

MLR1 1155 1130 1000
Magstar 440 432 400
DVD 416 400 400

Table 10.1 The amount of video stored in each library unit. The numbers are
given in hours of 5 Mbit/s video that can be stored on 200 storage media.

As we do not use a video cache in the study of library units, all requested video
sequences have to be fetched from tertiary storage.

10.1.2 Video Content

The library unit contains videos which the simulated users issue requests for.
Before each simulation is started, the library unit is filled with video data. The
videos used in the simulations performed in this chapter have the following char-
acteristics:

� Bandwidth. Video with a bandwidth of 5 Mbit/s is used in the simulations.
Using MPEG-2 compression, this corresponds to video of PAL quality.

� Length of video sequences. In each simulation, the library unit is filled with
video sequences of the same length. In most of the chapter, video sequences
of two different lengths are used. The two lengths are short video sequences
of one minute and long video sequences of one hour. These two cases were
selected in order to reduce the number of simulations, but also because they
represent different use of a video archive. For a television news archive,
typical queries result in retrieval of a set of short news stories (Hjelsvold et
al., 1996). By analyzing a small set of evening news from TV2 Norway, we
found the average length of a news story to be 54 seconds (Hjelsvold, 1995).
Retrieval of one hour video sequences corresponds roughly to a video-on-
demand-like use of the archive.

� Amount of video data. In the simulations, the library unit contains the
maximum amount of video that can be stored on 200 storage media. The
number of hours of video that can be stored in the library unit for different
video sequence lengths and storage technologies is given in Table 10.1.

� Access locality. In this chapter, we use a uniform access model. All video
sequences have the same probability of being accessed. The performance
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of a video archive when the access distribution is non-uniform is studied in
Chapter 12.

� Allocation. Each video sequence is allocated to only one storage medium
as explained in Section 9.1.5. We do not utilize any distribution or replica-
tion of videos across multiple storage media. Strategies for allocating video
sequences to storage media and library units in a tertiary storage system is
evaluated in Chapter 13.

10.1.3 User Load

The load generated by the users of a video archive is very dependent of the type of
video archive. A television news archive used by the archive staff will likely have
a very different load than a video-on-demand server or a video archive available
to everybody on the Internet. In our simulations, we do not try to model real
user behavior or any particular video archive application. As described in Sec-
tion 9.1.6, we use general statistical models to generate the load on the system.
For each simulation, the load generators are instrumented to generate the desired
load on the library unit.

10.2 Throughput of Library Units

In this section, we investigate the throughput of different library units. The max-
imum throughput of a library unit has to be larger than the number of requests
generated by the users in order to avoid long queues of waiting requests. The
main factors that determine the throughput of a library unit are the mount, seek,
and rewind times and the transfer rate of the tertiary media drives and the per-
formance of the robot mechanism. For a library unit containing a single drive,
the robot mechanism should not be the limiting resource, but as more drives are
included in the library unit, it might become a bottleneck. The mount, seek, and
rewind times are independent of the size of the retrieved video sequence, while
the transfer time is proportional to the size of the video sequence.

We start with investigating the throughput of library units containing a single
media drive. The purpose is to compare the relative performance of the stor-
age technologies when used for storing and retrieving video sequences of differ-
ent lengths and to evaluate which factors that determine the throughput. The
throughput of a library unit can be increased by including multiple drives in the
library unit. In the second part of this section, we study how the throughput
scales as more drives are included in the library unit. The main goal is to deter-
mine the factors that limit the number of drives it is useful to include in a library
unit.
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Figure 10.2 a) The number of requests a library unit containing one media
drive can handle per hour as a function of the length of the requested video
sequences. b) The effective data rate a library unit containing one media
drive can deliver as a function of the length of the requested video sequences.
The data rate is given as percentage of the maximum transfer rate of the
drive.

10.2.1 Single Media Drive in the Library Unit

The simplest configuration of a library unit contains a single media drive. To de-
termine the throughput of library units using each of the three tertiary storage
technologies, we simulate a system where users are retrieving video sequences.
In each simulation, the video sequences have the same length. To get throughput
numbers as a function of the length of the video sequences, we perform simu-
lations for lengths from 30 seconds up to two hours. We use a closed queueing
model as described in Section 9.1.6 for generating the load on the library unit. A
single user is repeatedly requesting one random video sequence. As soon as the
current request completes, a new request is generated. This model corresponds to
having an infinite long line of waiting requests which are scheduled in a FCFS or-
der. The reason for limiting the number of active requests to one in this simulation
is to avoid that re-ordering of the requests by the library and media schedulers
influences the throughput. Allowing multiple concurrent requests would have
increased the probability of multiple requests executed per media load, and thus
resulted in higher throughput numbers.

The simulator keeps track of the number of executed requests and the sim-
ulated time. Based on these two numbers, the throughput of the library unit is
computed. The resulting throughput curves are presented in Figure 10.2(a). This
figure shows the throughput for each of the three types of media drives as a func-
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Length of video sequences

Technology One minute Ten minutes One hour Transfer rate

MLR1 : DVD 1 : 8.2 1 : 2.9 1 : 2.1 1 : 1.8
Magstar : DVD 1 : 2.4 1 : 1.4 1 : 1.3 1 : 1.2
MLR1 : Magstar 1 : 3.4 1 : 2.0 1 : 1.6 1 : 1.5

Table 10.2 Comparing the relative throughput between the three types of me-
dia drives for retrieval of video sequences of one minute, ten minute and one
hour. The ratios for the transfer rate of the drives are based on the transfer
rates given in Table 9.3.

tion of the length of the requested video sequences. It is important to note that the
axis are logarithmic. Thus, the performance differences between the three drive
technologies are larger than it might seem from a quick glance at the figure.

As the throughput curves show, using a single DVD drive provides the high-
est throughput, Magstar is second, while using a MLR1 drive gives the lowest
throughput. To illustrate the relative throughput ratios between the three drive
technologies, we give some examples in Table 10.2. These numbers show that
the relative difference in throughput between the drives decreases as the length
of the retrieved video sequences increases. For retrieval of short video sequences
of one minute, the library unit containing one DVD drive is able to serve eight
times more requests than a library unit containing one MLR1 drive and 2.4 times
more requests than a library unit containing one Magstar drive. If the length of
the requested video sequences is one hour, the ratio between the the library unit
containing a DVD drive and the library unit containing a MLR1 drive is reduced
to two. The reason for the reduced difference between the DVD and tape drives is
that the transfer rate dominates more on the total retrieval time when the length
of the video sequences increases. The last column of Table 10.2 contains the ratios
between the transfer rates of the three drives. If we compare the columns con-
taining numbers for throughput ratios with the transfer rate column, we see that
the throughput ratios approach the transfer rate ratios as the length of the video
sequences increases.

Figure 10.2(b) shows the data rates a library unit using the three different
drives is able to deliver as a function of the length of the video sequences. The
data rates are given as a percentage of the maximum transfer rate of the drives.
The figure shows that the utilization of the drives’ transfer rate increases as the
length of the video sequences is increased. It also shows that the system is able
to utilize the transfer rate of the DVD drive better than the transfer rate of the
Magstar and MLR1 drives. This is due to the fact that the DVD drive spends
much less time seeking compared to the tape drives. For instance, the library unit
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achieves an average transfer rate of 70 percent of the drives’ transfer rate for two
minutes long video sequences for the DVD drive, five minutes for the Magstar
drive and 15 minutes long video sequences for the MLR1 drive.

This far, we have studied the throughput of library units containing a single
MLR1, Magstar, or DVD drive. We have shown that the relative difference in
throughput between the three drives is dependent on the size of the requested
video sequence. As the length of the retrieved video sequence is increased, the
difference in throughput between the technologies decreases. In Chapter 11, we
study in more detail the effect that the mount and seek time, the transfer rate, and
the robot have on the throughput of a library unit. In this section, we continue
by studying how the throughput of a library unit can be increased by including
multiple media drives.

10.2.2 Multiple Media Drives in the Library Unit

The performance of a library unit can be increased by including more than one
media drive in each library unit. The number of media drives that can be in-
cluded in a library unit is normally limited by the physical size of the library unit
and the design of the robot mechanism. More media drives require the robot to
be able to move media over longer distances and thus require more complex me-
chanical operations. With more drives in the library unit, the number of media
transportations will increase. Thus, the robot mechanism might become the re-
source that limits the linear scalability in throughput as more drives are added.
In our experiments, we simulate library units containing from one to 32 media
drives.

The purpose of this study is to investigate how the throughput scales when
increasing the number of drives in the library unit, and to determine which fac-
tors limit the number of drives that is useful to have in a library unit. To study
this, we perform simulations that show how the throughput of the library units
increases as more media drives are included in the library units. As shown in
the previous subsection, the throughput is highly dependent of the length of the
requested video sequences. In order to show the effect the size of the requested
video sequences has on the scalability, we perform the simulations for video se-
quences of one minute and one hour length.

Simulations

To find the throughput limits, we use a closed queueing simulation model with
a load of 50 concurrent requests, i.e., at all times during the simulations there are
50 requests that are either being handled by the drives or the robot, or are waiting
for a drive or the robot to become idle. The reason for having more concurrent
requests than there are drives, is to avoid that some of the drives become idle. As
a result of having concurrent requests is that there will be queueing effects. Con-
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current requests increase the likelihood of multiple requests for the same storage
medium. Since all requests for the same storage medium are executed during
the same media cycle, the average amount of time to perform each request is re-
duced (Prabhakar et al., 2003). Thus, the more concurrent requests, the higher
throughput numbers we can get for the library unit. The choice of having 50 con-
current requests makes it unlikely that any of the maximum 32 drives are idle,
while still keeping the probability of multiple requests to each medium at a rea-
sonable level. The simulation results show that the average number of requests
served per media cycle is approximately 1.27. The queueing effects could have
been avoided by not allowing the system to perform multiple requests during
one media cycle. However, removing this optimization would have resulted in a
slightly lower throughput.

The results from simulation of retrieving video sequences of one minute and
one hour are shown in Figure 10.3 and 10.4. These figures contain plots of the
throughput, the cost per stream, and the drive and robot utilization as a function
of the number of media drives in the library unit. The drive utilization is given
as the fraction of the time the drive is busy. In addition to the transfer time, this
also includes time for mounting, unmounting, seeking, and rewinding. Similarly,
the robot utilization is given as the fraction of the time the robot is busy either
transporting a medium between a drive and the media store, or waiting for a
drive to eject the medium.

Retrieval of Short Video Sequences

When retrieving short video sequences, Figure 10.3(a) shows that the throughput
increases linearly when we add the first few drives. But as the number of drives
becomes higher, the effect of adding a new drive decreases. This is most visible
for the DVD drives and least visible for the MLR1 drives. We see the same effect
in Figure 10.3(c) where the drive utilization decreases as we increase the number
of drives. The reason is that when retrieving short video sequences, the cycle
time for retrieving one video sequence is short, and thus, the number of media
that have to be transported between the drives and the media store is large. The
robot mechanism becomes the bottleneck of the system. By studying the robot
utilization in Figure 10.3(d), we see that the robot becomes highly utilized as we
add more drives to the library. The robot has an utilization of 80 percent for four
DVD drives, seven Magstar drives, and 24 MLR1 drives. Adding more drives
than this to a library unit which primarily is delivering short video sequences
results in poor utilization of the drives. We see the same effect by studying the
cost per stream in Figure 10.3(b). As we add more drives, the cost per stream
decreases until the robot becomes saturated. From that point, the cost per stream
increases as we add more drives. The cost increases most for the Magstar drive
since this drive is the most costly, and least for the MLR1 drive since the robot
does not get saturated until we have included 24 drives in the library unit.
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Figure 10.3 a) The throughput of a library unit as function of the number
of media drives included in the library unit and storage technology. Each
request is for a video sequence of one minute. b) The cost of delivering video
sequences, given as the total cost divided by the throughput. c) and d) gives
the corresponding utilization for the drives and the robot.
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Figure 10.4 a) The throughput of a library unit as function of the number
of media drives included in the library unit and storage technology. Each
request is for a video sequences of one hour. b) The cost of delivering video
sequences, given as the total cost divided by the throughput. c) and d) gives
the corresponding utilization for the drives and the robot.
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Retrieval of Long Video Sequences

Figure 10.4(a) shows the throughput numbers for retrieval of video sequences of
one hour. The throughput curves show that the throughput scales linearly as we
add more drives to the system. When retrieving long video sequences, the robot
is no longer a bottleneck. As a result, we achieve a high drive utilization also
when the library unit contains a larger number of drives. For retrieval of video
sequences of one hour, the robot is able to handle more than 32 drives without
becoming the bottleneck of the system (see Figure 10.4(d)).

Cost of Video Delivery

In Section 9.4, we discussed the cost of storing video using tertiary library units,
and showed that using MLR1 drives and media gave the lowest storage cost. In
the simulation results we have included the cost of delivering video sequences (see
Figure 10.3(b) and 10.4(b)). If we compare the three media drives by using the cost
per stream as criterion, we find that DVD drives give the least cost per requested
video sequence for all the cases we have simulated. If we compare the two tape
drives, we find that the Magstar drive gives the lowest cost per stream when there
are few drives in the library unit. For a library unit containing many drives, the
cost per stream is lower when using MLR1 drives. The reason for this is the higher
cost of the Magstar drive. With few drives in a library unit, the fraction of the
total cost that the drives account for is comparable to the cost of the library unit
itself. As the number of drives increases, the cost of the drives becomes more and
more dominating. Thus, the lower cost of the MLR1 drive makes this technology
scale better with regards to the cost per delivered video sequence.

Another point worth noting when comparing the cost of using MLR1 and
Magstar drives, is where the cost per stream curves cross. For retrieval of short
video sequences, we can use up to eight Magstar drives in the library unit while
still having a lower cost per delivered stream compared to using the MLR1 drives.
For retrieval of video sequences of one hour, only when using one Magstar drive
in the library unit will the cost per delivered stream be lower than when using
MLR1 drives. The reason for this difference, is that the throughput of the Magstar
drive compared to the MLR1 drive is comparatively higher for shorter video se-
quences than for longer video sequences. As shown in Table 10.2, for retrieval of
one minute video sequences, the Magstar drive is able to retrieve 3.4 times more
video sequences per hour than the MLR1 drive. For retrieval of video sequences
of one hour, the ratio between these two drives is reduced to 1.6.

An evaluation of the cost of using tape libraries for delivery of video is per-
formed by Chervenak et al. (1995). The cost per stream using both low-cost
Exabyte EXB 120 and high-performance Ampex DST600 tape libraries contain-
ing four tape drives is evaluated. For retrieval of 3 Mbit/s video sequences of
100 minutes they found the cost per stream to be in the range of $ 20,000. The cor-
responding cost numbers from our simulations are $ 3000 using the MLR1 drive
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and $ 4000 using the Magstar drive (see Figure 10.4(b)). The main reason why
we achieve a lower cost per stream compared to Chervenak et al. (1995) is that
the transfer rate of the tape drives used in our study is 3–4 times higher than the
transfer rate of the drives used in their low-cost library, while compared to their
high-performance library, the cost of our library units is much lower.

10.3 Response Times for Library Units

For the individual user of the library unit, the throughput might not be the most
important performance variable, as long he or she gets the job done. For the user,
the response time is usually a more important criterion for deciding how satisfied
he or she will be with the performance of the storage system. In this section, we
investigate the response time of library units using the different tertiary storage
technologies. The purpose is to evaluate how the response time is influenced by
the load on the library unit. To do this, we study how the response time changes
under different load scenarios and different library unit configurations. We also
study the distribution of the response time for the different storage technologies.
Finally, we study the response time during scaling of both the number of drives
in the library unit and the load.

The load on a storage system will likely vary rather much. There may be peak
periods where the total load can get close to the maximum throughput or even
higher. During these periods there will be contention for the resources in the
library unit, and requests will be delayed due to queueing, resulting in higher
response times. In our simulations, we use an open queueing model as explained
in Section 9.1.6 to generate the user load. A Poisson process generates requests for
a random video sequence where the interarrival time of the requests are drawn
from an exponential distribution. In the presentation of the results, the load is
given as requests per hour.

We measure the response time as the amount of time from the user issues the
request until the system starts to deliver the video to the user. The storage de-
vices used in the simulations have a transfer rate larger than the bit rate of the
video sequences, so as soon as one of the tertiary storage drives starts to deliver
the video sequence to the user, it is capable of delivering the video faster than
the user consumes it. When presenting the results from the simulations, the mean
(average) response time is used in most of this section. The reason for using the
mean response time is to make the presentation of the results simpler and eas-
ier to comprehend since each measurement can be represented by one number.
Alternative representations could be to include the standard deviation or the in-
terquartile range in the presentation of response times. In Section 10.3.2, we give
some examples of the distribution of the response times for the library units.
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10.3.1 Response Times as Function of Load

As we increase the load on a library unit, we expect the response time to increase.
It is therefore interesting to study how the response time increases as a function
of the load on the system. We do this by studying the response time of a library
unit containing four tertiary drives. The reason for using four drives is that for
retrieval of short video sequences this is the largest number of DVD drives that
does not make the robot mechanism become the bottleneck in the system (see
Figure 10.3(d)). In the last part of this section, we study the response time for
library units containing a different number of media drives.

Retrieval of Short Video Sequences

We start by studying the response time when retrieving short video sequences of
one minute. Figure 10.5(a) shows the average response time as a function of the
load on the system. For all three drive types, the response time curve is relatively
constant until it reaches a point where the response time increases rapidly. By
studying this figure (and the numbers used for plotting it), we see that during low
load, the average response time is 98 seconds when using MLR1 drives, 22 sec-
onds when using Magstar drives, and 6.3 seconds when using DVD drives. Thus,
for a lightly loaded system, the response time when using DVD drives is only one
sixteenth of the response time when using MLR1 drives and about 30 percent of
the response time when using Magstar drives.

The increase in the response time is due to resource contention in either drives
or the robot mechanism. Figure 10.5(b) and 10.5(c) show the utilization of the
drives and the robot mechanism. For the MLR1 and Magstar drives, the response
times start to increase due to high drive utilization. For the DVD drive, the main
reason the response time start to increase is due to high robot utilization.

One interesting point worth noting in Figure 10.5(b) and Figure 10.5(c) is that
when the load becomes very high for the Magstar and DVD drives, the drive uti-
lization increases less, and the robot utilization actually decreases. Why does this
happen? The reason is that as the response time increases, the number of requests
waiting for a drive to become idle will increase. The more waiting requests, the
more likely there will be multiple requests waiting for the same storage medium
to be loaded. Performing two requests on the same medium is less costly than
performing two requests on two different media. As a result, the average time the
media drive uses per request will go down, and the number of media changes will
decrease even if the number of executed requests increases. As an example, using
four DVD drives and having a load of 500 requests per hour, the average number
of requests per media change will be 1.03. If the load is increased to 600 requests
per hour, the average number of requests per medium change will be 1.35. With
this increase in the number of concurrent requests to each medium, the robot is
able to handle 30 percent more requests with no increase in the utilization. This
leads to the drop in the robot utilization curves seen in Figure 10.5(c).
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Figure 10.5 The response time as a function of the number of requests per
hour. Each request is for a one minute video sequence. The library unit
contains four media drives. The corresponding utilization for the drives and
the robot mechanism are as shown in b) and c).
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Limit on average response time Maximum

Technology 10 s 20 s 30 s 1 min 2 min 3 min throughput

MLR1 — — — — 44 58 86
Magstar — — 150 205 228 237 267
DVD 319 450 489 528 551 564 586

(a) Retrieval of one minute long video sequences

Limit on average response time Maximum

Technology 10 s 20 s 30 s 1 min 2 min 3 min throughput

MLR1 — — — — 2 4 9
Magstar — — 3 6 7 8 14
DVD 3 6 7 9 11 12 18

(b) Retrieval of one hour long video sequences

Table 10.3 The number of requests a library unit containing four drives
can handle during one hour, while keeping the average response time less
than the time given in the column header. The rightmost column contains
throughput numbers from Section 10.2.2.

Throughput given Response Time Limits

So what is the maximum number of requests a library unit containing four drives
can handle using the three different drive technologies? In the previous section
we found the throughput by applying a very high load and measuring the num-
ber of requests the library was able to handle during one hour. We did this with-
out considering the response time. In this section we show some examples of
the throughput for the library units given an upper limit on the average response
time.

Based on requirements for a maximum average response time during peri-
ods with peak load, the throughput of the library unit can be determined. This
corresponds to drawing a horizontal line through Figure 10.5(a). In Table 10.3(a)
we show the number for some selected response time limits. For example, if the
users allow an average response time of three minutes during peak periods, four
MLR1 drives will be able to handle 58 requests, four Magstar drives will be able
to handle 237 requests, and four DVD drives will be able to handle 564 requests.
If the limit is reduced to one minute, it is not possible to use MLR1 drives. Using



10.3 Response Times for Library Units 195

Technology Lightly loaded Loaded Heavily loaded

MLR1 29 44 58
Magstar 119 178 237
DVD 282 424 564

Table 10.4 The number of requests per hour used in the simulations for gen-
erating the response time distributions in Figure 10.7. The heavy load gives an
average response time of 3 minutes. The numbers for the heavy load are taken
from Table 10.3(a).

Magstar drives, the system will be able to handle 205 requests per hour, and using
DVD drives, the system will able to handle 528 requests.

In the last column of Table 10.3, we have included the throughput numbers
found in Section 10.2.2. If we compare the throughput number found when not
considering any restriction on the average response time, we see that these are
much higher. Thus, the utilizing the throughput found in the previous section
would lead to very high response times for the library unit.

Retrieval of Long Video Sequences

To study the response time when retrieving longer video sequences, we have per-
formed the same simulations for video sequences of one hour. These simulations
show that we get very much the same behavior and results as for short video se-
quences. The average response times for retrieval of video sequences of one hour
are included in Figure 10.6. Since retrieving longer video sequences occupies the
media drives for a longer period of time, the resource that limits the number of
requests the library unit is able to deliver is the media drives. In Table 10.3(b),
we have included the number of requests for one hour long video sequences the
system is able to handle during one hour. We use the same limits on the response
time as we did for retrieval of video sequences of one minute. If we study the
numbers in these two tables, we find that the comments we made for retrieval of
short video sequences also are valid for retrieval of longer video sequences.

10.3.2 Response Time Distribution

This far we have looked at the average response time observed by the user. But
how much does the response time vary? What is the maximum response time
the user will experience? We answer these questions by giving a few examples
of the distribution of the response times for different loads. To represent a heavily
loaded library unit, we use the number of requests per hour that results in an
average response time of 3 minutes. These numbers are given in the last column
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Figure 10.6 The response time as a function of the number of requests per
hour. Each request is for a one hour video sequence. The library unit contains
four media drives. The corresponding utilization for the drives and the robot
mechanism are as shown in b) and c).
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Figure 10.7 Distribution and cumulative distribution curves for the response
time of 1,000,000 requests for video sequences of one minute. The load for
each curve is given in Table 10.4. The resolution along the X-axis is given
for each of the plots. The figures show only the part of the graphs where the
response time is less than 500 seconds.
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Lightly loaded Loaded Heavily loaded

Technology avg min max avg min max avg min max

MLR1 103 1.6 511 120 3.5 781 175 1.1 1218
Magstar 25 0.4 176 38 0.0 306 176 0.3 998
DVD 8.8 0.1 88 16 0.1 150 180 0.1 671

Table 10.5 The average, minimum, and maximum response times (in sec-
onds) for the response time distributions presented in Figure 10.7.

of Table 10.4. Based on these numbers of requests, we select a load of 75 percent
of these to represent a loaded system, and 50 percent of these to represent a lightly
loaded system.

For each of these load levels, we simulate 1,000,000 retrievals of video se-
quences of one minute. For each request, we record the response time. The
distributions of the response times are presented in Figure 10.7. Both normal
distribution curves and cumulative distribution curves are included in the figure.
Table 10.5 contains the average, minimum, and maximum response times for each
of the simulations.

The main conclusions that can be made from studying the response time dis-
tributions are that the variance is large, and that variance increases as the load on
the library unit increases. For a lightly loaded library unit, the width of the interval
containing most of the response times is much narrower for DVD and Magstar
compared to MLR1 due to the much larger seek time of the MLR1 drive. As the
load increases, the width of the interval containing most of the response times
increases for all three media drives.

For the heavily loaded distribution, the average response time is the same for
all three media drives. Still, the library unit is relatively more loaded when using
DVD and Magstar drives compared to using MLR1 drives. This can be seen from
the cumulative distribution curves where DVD and Magstar both have a larger
fraction of the requests above 180 seconds compared to MLR1. The reason is that
the library unit using MLR1 drives has a high response time also when it is not
loaded, and less load is needed on a system utilizing MLR1 drives to increase
the average response time to 180 seconds. We observe the same by studying the
shape of the distribution curves. For DVD and Magstar, the response times are
almost evenly distributed across the response time interval when using the heavy
load.



10.3 Response Times for Library Units 199

Short video sequences Long video sequences

Technology Lightly Loaded Heavily Lightly Loaded Heavily

MLR1 7 11 14 0.5 0.75 1.0
Magstar 29 44 59 1.0 1.5 2.0
DVD 70 106 141 1.5 2.3 3.0

Table 10.6 The number of requests per hour per tertiary drive used in the sim-
ulations for generating the response time curves in Figure 10.8. The heavy
load gives an average response time of 180 seconds. The numbers for the
heavy load are based on the numbers found in Table 10.3.

10.3.3 Scalability

This far, we have studied the response times of library units containing four me-
dia drives. To handle higher loads while avoiding increase in response time, more
drives can be added to the library unit. In this subsection, we study the scalabil-
ity when adding more drives with regards to the response time. The purpose
is to investigate how the response time is influenced when both the number of
drives and the load are increased correspondingly. By including more drives, the
theoretical transfer capacity of the library unit is increased. The throughput of
the robot mechanism stays constant, and might limit how much of the drives’
transfer capacity that can be utilized.

To study how the response time is influenced by the number of drives in the
library unit, we perform simulations where we scale both the number of drives
and the load on the library unit. In the simulations, we keep the generated load
per tertiary drive constant. As we increase the number of drives, the user load is
increased correspondingly. Thus, if the performance of the library unit scales lin-
early, we should get approximately the same response time for all combinations
of drives and user loads.

The simulations are performed using the same load levels as when studying
the response time distribution earlier in this section. The heavy load is based on
the throughput number for a library unit with an average response time of three
minutes. These numbers are found in Table 10.3. Based on these numbers, the
numbers of requests per hour in Table 10.6 is used as the load per tertiary drive in
the simulations. For each of the three load levels, we run simulations with one to
32 drives in the library unit. The simulation results are presented in Figure 10.8.
The results from simulating retrieval of short video sequences are presented in
the left part of the figure and the results from retrieval of long video sequences
are presented on the right part of the figure.

The first observation we make from studying the response time curves is that
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(b) MLR1 – long video sequences
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(c) Magstar – short video sequences
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Figure 10.8 Response time as function of the number of drives in the library
unit. The load per drive is constant. The curves on the left side of the figure
are for retrieval of video sequences of one minute, and on the right side are
for retrieval of video sequences of one hour.
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the response time does not stay constant. Thus, the performance with regards
to the response time does not scale linearly as we add more drives to the library
unit. All curves show the same shape. For library units containing few drives, the
response time is reduced when adding more drives. The reason for the response
time decreasing as we add more drives is that it becomes less likely that all drives
are busy when a new request arrives. Thus, the probability for new a request
having to wait for another request to finish before it can be executed is reduced.

As the number of drives increases further, the response time increases. For
retrieval of short video sequences, the reason for the increased response times
is that the robot mechanism becomes the bottleneck. The is in correspondence
with the results we found in Section 10.2.2 (see Figure 10.3). For retrieval of long
video sequences the robot mechanism is not limiting the performance of the li-
brary unit. Nor is it the drive resources that lead to increased response time. The
reason for the increased response time is contention for the storage media. There
is a constant number of media in the library unit. As the number of requests in-
creases, the likelihood for the requested media being occupied by another request
increases. Since the amount of time for retrieving a one hour video sequence is
rather long, these requests can be delayed for a considerable amount of time. This
leads to increased average response time.

Based on the results found from studying the curves in Figure 10.8, it is pos-
sible to give an interval for the number of drives per library unit that gives the
best response time when the load per drive is kept constant. For retrieval of short
video sequences, the curves show that when using MLR1 drives the optimal num-
ber of drives is in the interval between six and thirty drives per library unit. For
Magstar and DVD, we achieve the lowest response times when the number of
drives is between two and eight. For retrieval of long video sequences, the best
response times are achieved for library units containing between six and thirty
drives.

10.4 Storage Cost and Performance

In the previous sections, we showed that using DVD drives in a library unit gives
the best performance both regarding maximum throughput and response times.
As Table 10.2 shows, the throughput of a library unit using DVD drives is from
two to eight times higher than a library unit using MLR1 drives and from 1.3 to
2.4 times better than a library unit using Magstar drives. We showed that the
response time using DVD drives was only one sixteenth of the response time
using MLR1 drives, and about 30 percent of the response time using Magstar
drives for a lightly loaded library unit.

Usually, there is a correlation between performance and cost. In Section 9.4
we studied the storage cost without considering that the library should fulfill any
throughput or response time requirements. From the result in Figure 9.16(b) we
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concluded that using MLR1 drives and media in the library unit gave the least
storage cost. The main reason for MLR1 giving the least storage cost was the
much larger storage capacity per medium compared to DVD and Magstar. Us-
ing Magstar drives and media was the most costly storage alternative due to the
costly drives.

From this, we can conclude that if storage cost is the only (or main) parameter
when selecting a storage technology, we should use MLR1 drives and media. If
performance is the main parameter, we should select DVD drives and media for
storing the video. In real situations, the choice might not be that easy. Most users
want both high performance and low storage cost. This makes the selection of
which storage technology to use more difficult. In this section we compare the
storage technologies with regard to both performance and cost.

To make a sensible decision on which tertiary storage technology to use in
a given project, it is necessary to determine the requirements the system has to
fulfill. The main issues are the amount of storage needed for storing the video
and the requirements users have regarding throughput and response time. The
amount of storage needed is determined by the number of hours of video and the
data rate for the video.

The throughput of the system should be high enough to satisfy the maximum
number of concurrent video sequences the users may request. As shown in the
previous section, the response time is dependent on the load on the system and
increases rapidly when we approach the throughput limit of the library unit. In
this section, we use the maximum average response time that will be accepted during
maximum load as the response time requirement the system has to fulfill. An alter-
native would have been to use the average response time as criterion. The reason
for not using the average response time in this discussion, is that we then would
have to define what would be the average load. As shown earlier in this chapter,
the length of the retrieved video sequences influences how the different media
drives perform. In this section we show results for retrieving video sequences of
one minute and one hour.

The goal of this section is to show how the storage cost is dependent on both
the selected technology and the performance requirements put on the library unit.
We present the results using the storage cost per GB of video as the main crite-
rion. Informally, we use the following function to compute the storage cost of a
library unit given the required throughput and maximum average response time
requirement:

storage cost(throughput;max average response time)=
media cost+ library cost+ n� drive cost

amount o f video (in GB)
(10.1)

where the throughput is given in requests per hour. n is the number of media
drives that is necessary in order to deliver the requested number of video se-
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Figure 10.9 The cost for storing the video for different retrieval rates. The cost
is given in dollars per GB of stored video. In the simulations, 180 seconds
were used as the value for the maximum average response time requirement.

quences per hour while fulfilling the maximum average response time requirement.
The media cost and library cost is computed for a full library unit.

To find the storage cost as a function of the number of requests the system is
able to handle, we use the video archive simulator. As the value for the maximum
average response time requirement, we use 180 seconds in the experiments in this
section. Selecting a different value for this (as long as it is larger than the MLR1
response time of 98 seconds), will have some impact on the results, but not alter
any of the main conclusions.

In order to show how the storage cost increases by adding more drives to the
library unit, we run simulations with from 1 to 32 media drives in the library unit.
In each simulation, we find the average number of requests per hour that is the
maximum load the library unit can handle without breaking the maximum average
response time requirement. For this number of requests, we compute the storage
cost using Equation 10.1.

The results of the simulations are presented in Figure 10.9. This figure shows
the storage cost per GB as a function of the maximum number of requests the
library unit is able to deliver with the given maximum average response time re-
quirement. The steps in the curves are related to adding more drives to the li-
brary unit in order to handle more requests. Each step corresponds to adding
one drive. These curves should be interpreted as follows. When the user knows
what the maximum load she wants the library unit to be able to handle during
peak load, e.g., 200 requests for short video sequences, she can find (by looking
in Figure 10.9(a)), that using MLR1 drives gives the lowest storage cost, $ 16 per
GB. Using DVD drives or Magstar drives, the storage cost will be $ 21 and $ 61
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per GB, respectively.
The following points must be taken into account when interpreting the results

from the simulations presented in this section:

� If the user wants to keep the maximum average response time low, it is pos-
sible that some of the storage alternatives can not be used at all. E.g., if a
user requirement says that the maximum average response time should be less
than 60 seconds, it will not be possible to use MLR1 drives. As shown in
Figure 10.5(a), it is not possible to achieve an average response time of less
than about 98 seconds when using MLR1 drives.

� This discussion uses the average response time during the maximum load on
the library unit to decide how many drives have to be used in order to sat-
isfy the maximum average response time requirement. The average response
time during the average load is not included in this discussion. It is important
to remember that even if one library unit using DVD drives and one library
unit using MLR1 drives during high load might have the same average re-
sponse time, when these are lightly loaded, the average response time will
always be lower for the system using DVD drives.

� As Table 10.1 shows, the amount of video we are able to store in a library
unit is different for the different media types, and thus to store a given
amount of video might require a different number of library units depend-
ing on which media type we decide to use. This influences the number of
requests each library unit has to serve.

The main conclusions we get from studying the curves in Figure 10.9 are as
follows. First, the Magstar drive can not compete with the two other media drives
regarding the cost of storing the video. Second, as long as the maximum number
of requests per hour are reasonable low, using MLR1 drives and media gives the
lowest storage cost. As the load increases, using DVD drives and media becomes
the least costly storage alternative. For example, if we retrieve short video se-
quences of one minute each, Figure 10.9(a) shows that as long as the maximum
number of requests per hour is less than 370, using MLR1 drives is the least costly.
If the maximum number of requests needed to be served is larger, DVD drives
should be used. At a maximum load of 370 requests per hour, 21 MLR1 drives
are needed. Alternatively, three DVD drives give the same average response time
and the same storage cost.

10.5 Conclusions

In this chapter, we have evaluated three different tertiary storage technologies
for use in library units that are used for storing and retrieving video data. The
different storage technologies and different library unit configurations have been
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evaluated with regards to throughput, response time, and cost of storage and
delivery. The main conclusions from studying properties of library units using
the three tertiary storage technologies are as follows:

� Throughput. For retrieval of short video sequences, library units using ter-
tiary disk drives are likely to outperform tape based systems due to the
much shorter seek times of the disk drives compared to the tape drives.
In our study, we have shown that for retrieval of one minute long video
sequences, a library unit containing 2X DVD drives outperforms a library
unit containing MLR1 tape drives with a factor of eight. For retrieval of
long video sequences, the transfer rate of the tertiary drives becomes the
dominating factor. As the length of the retrieved video sequences increases,
the impact of the long seek and rewind times of the tape drives becomes
less important. We have shown that for long video sequences, the relative
throughput ratio between the library units becomes approximately equal to
the relative transfer rate ratio of the tertiary drives. For example, retrieving
video sequences of one hour, the ratio between a library unit using 2X DVD
drives and a library unit using MLR1 drives is reduced to two1.

� Response time. Disk based tertiary drives outperform tape drives with re-
gards to the response times that is possible to achieve for a library unit. Our
simulations show that the best response time performance is achieved by
using DVD drives, which provide an average response time less than seven
seconds. By using the Magstar tape drive, which is optimized for random
I/O requests, the average response time will be approximately 22 seconds.
Using MLR1 tape drives in the library unit is only a choice if the users of the
system accept to have an average response time of about 98 seconds.

� Scalability. We have studied the throughput and response times when scal-
ing the number of drives in the library unit. For retrieval of short video
sequences, the scalability is limited by the number of media exchanges the
robot mechanism is able to handle. The higher number of requests the ter-
tiary drives are able to execute, the lower number of drives is cost efficient
to include in the library unit. For retrieval of long video sequences, the robot
mechanism is not a bottleneck, and the throughput scales linearly with the
number of drives included in the library unit.

� Scalability and response time. Our experiments show that for a low num-
ber of drives in the library unit, scaling the number of drives and the load
correspondingly, reduces the average response time. Thus, to ensure that
the library unit is able to handle random variations in the user load without
increasing the average response time, it is useful to include at least a few
drives in the library unit.

1The transfer rate of the 2X DVD drive is 1.8 times higher than the transfer rate of the MLR1
drive.
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� Storage cost. If the goal is to have a cheapest possible storage alternative,
the amount of data that can be stored on each medium and the cost per
medium determine which tertiary storage technology to use in the library
unit. In our study, the MLR1 technology provides the lowest storage cost
due to that it has the lowest storage cost per MB, but also has the highest
storage capacity per medium. With a high storage capacity per medium,
the cost of the library unit, the robot mechanism, and the drive is amor-
tized across a higher number of MBs of storage. A library unit containing
one MLR1 drive will be able to deliver about eight video sequences of one
minute per hour or less than one video sequence of one hour per hour given
that the average response time should be less than three minutes.

� Maximize performance. If the goal is to maximize the performance of the
system, the drive technology with the highest throughput should be used.
For retrieval of short video sequences, the drive with the shortest mount
and seek times should be selected. For retrieval of long video sequences,
the drive with the highest transfer rate should be selected. In our study, the
DVD drive provides both the shortest seek times and the highest transfer
rate. With a requirement that the average response time should be less than
three minutes, a library unit containing four DVD drives is able to deliver
approximately 560 video sequences of one minute per hour. When retriev-
ing long video sequences, the robot mechanism is not a bottleneck, and the
number of drives can be increased. With 32 DVD drives in the library unit,
it is able to deliver approximately 130 video sequences of one hour per hour.

� Cost of storage and retrieval. As shown in the last section, the choice of
storage technology that gives the lowest cost for storing and delivering
video data depends on the expected load on the system. In our study, we
have shown that as long as the number of accesses is limited, using MLR1
drives in the library unit gives the lowest cost for the system. If the number
of requests is high, using DVD drives will be most cost efficient.

The choice of which tertiary storage technology to use for storing digital video
will likely be based on several factors. In this chapter we have studied properties
related to the performance and cost of three different tertiary storage technolo-
gies. We have shown that the choice of storage technology depends on through-
put and response time requirements set by the users of the storage system. In ad-
dition to the performance and cost criteria that have been studied in this chapter,
factors like reliable storage and availability have to be taken into account when
selecting the storage technology to use.



Chapter 11

The Effect of Performance
Improvements

In the previous chapter, we studied the throughput and the response time of li-
brary units using the performance data and models presented in Chapter 9. In
this chapter, we continue this work, and study the individual operations per-
formed by the tertiary storage devices and investigate how these influence the
total performance of the library unit. We do this by studying how improvements
in each of the operations affect the throughput and the response time of the library
unit. The purpose of doing this study is to find out which operations should be
improved in order to improve either the throughput or the response time when
the library unit is used for retrieving video sequences. The results of this study
should also be useful for evaluating how new and improved versions of the ter-
tiary storage devices will influence the performance.

This study should help us answer questions like: What will the effects of re-
ducing the seek time or increasing the transfer rate of the tertiary media drives
be? What will the effect of increasing the speed of the robot mechanism be? As
an example, assume we have a tertiary video archive using MLR1 drives (or 2X
DVD drives). Further, assume this archive is storing short news sequences. How
will the throughput and response time be affected by upgrading to a newer tape
drive in the MLR/SLR series (or to a faster DVD drive)?

11.1 Improving Performance Parameters

The main operations performed by the tertiary drives and the robot mechanism
were presented in Section 9.3. As Table 9.3 shows, there are large differences
between the three tertiary media drives. Figure 11.1 shows the relative amount
of time each of the main operations takes when retrieving a one minute video
sequence using an MLR1 drive and a DVD drive. As the figure shows, there
are major differences in how large fraction of the total access time each of the
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Figure 11.1 The distribution of the total time to retrieve a one minute video
sequence using a MLR1 drive and a DVD drive.

operations takes when retrieving short video sequences. For retrieval of long
video sequences, the transfer time will be dominating.

In order to study the effect each of the operations has on the total performance,
we run simulations where we double the performance of the operation. The fol-
lowing four cases are studied:

1. Seek and Rewind times. The seek times and rewind times are halved.

2. Transfer rate. The transfer rate of the media drives is doubled.

3. Mount and Unmount times. The time used by the drives for mounting and
unmounting the media is halved.

4. Robot mechanism. The time the robot mechanism uses for moving a stor-
age medium between a drive and the media store is halved.

For each of these cases, we study the effect it has on the throughput and the
response time of the library unit. In the simulations, the library unit contains four
media drives and the amount of video as given in Table 10.1.

11.2 Throughput

By improving the performance of one or several of the operations the library unit
performs, we expect the throughput to be increased. To study how much each
of the operations contribute to the increase in throughput, we run simulations
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Improved Short video sequences Long video sequences

performance variable MLR1 Magstar DVD MLR1 Magstar DVD

None 77 250 561 8.6 13.6 17.5

Seek time 114 308 564 8.9 13.7 17.5
Transfer rate 83 288 634 15.7 26.2 34.6
Mount time 84 268 592 8.7 13.6 17.6
Robot performance 79 273 674 8.6 13.6 17.6

Combined 154 500 1123 17.1 27.2 35.1

Table 11.1 The throughput of a library unit containing four media drives
when doubling the performance of the four main performance variables. The
throughput is given in number of video sequences a library unit containing
four media drives can deliver during one hour.

for each of the four cases presented in the previous section. A closed queueing
simulation model with 20 concurrent requests is used as load. We also perform
one simulation where none of the operations are improved and one simulation
where the performance of all operations are doubled. The first of these two is
used as the basis for computing the relative throughput improvement in percent.
The last is used for validating that the total throughput of the system is doubled
when doubling the performance of all operations.

The throughput numbers from the simulations are presented in Table 11.1.
To get a more comprehensible view, the relative performance improvements are
presented in Figure 11.2. This figure shows how much the throughput can be
increased in percent by doubling the performance of each of the operations.

Figure 11.2(a) shows the results when the users are retrieving short video
sequences of one minute. It shows clearly the effect of tape being a sequen-
tial medium and DVD a random access medium. By doubling the seek speed,
the throughput of the MLR1 drive is increased by almost 50 percent. Using the
Magstar drive, the throughput is increased by about 20 percent. For DVD the
effect of improving the seek speed has hardly any effect.

For DVD the greatest improvements come from improving the speed of the
robot mechanism and the transfer rate. The reason that increasing the speed of
the robot has much larger effect for the DVD than MLR1 and Magstar, is that
the time spent by the robot transferring the medium from the media store to the
drive counts for a larger portion of the total access time for DVD than for the two
tape based systems (see Figure 11.1), but also due to that the robot mechanism is
highly utilized when the system is highly loaded (see Figure 10.3(d)). Similarly,
the reason for the much larger improvements for DVD by doubling the transfer



210 The Effect of Performance Improvements

0

5

10

15

20

25

30

35

40

45

50

MLRMagDVD MLRMagDVD MLRMagDVD MLRMagDVD

C
ap

ac
ity

 im
pr

ov
em

en
t (

pe
rc

en
t)

Seek time Transfer rate Mount time Robot load time

(a) Short video sequences

0

10

20

30

40

50

60

70

80

90

100

MLRMagDVD MLRMagDVD MLRMagDVD MLRMagDVD

C
ap

ac
ity

 im
pr

ov
em

en
t (

pe
rc

en
t)

Seek time Transfer rate Mount time Robot load time

(b) Long video sequences

Figure 11.2 The throughput improvements in percent by doubling the per-
formance of the four main performance variables of the library unit. The
graphs are based on the throughput numbers in Table 11.1.

rate is due to that it counts for a larger part of the total access time.
As Figure 11.2(b) shows, the transfer rate of the media drives is the only per-

formance variable that has any real impact on the throughput for retrieval of long
video sequences. By doubling the transfer rate of the media drives, we are close
to doubling the throughput of the library unit.

11.3 Response Time

To see how improvements in the performance of the media drives and the robot
mechanism influence the response time observed by the users, we run simula-
tions where the load on the system is varied from a very lightly loaded system to
a heavily loaded system. The load is generated using an open queueing simula-
tion model where the interarrival time between the requests was drawn from an
exponential distribution as explained in Section 9.1.6. We use the same strategy as
in the previous section, and run simulations for each of the four cases presented
earlier in the chapter.

When there is no resource conflicts between concurrent requests, the response
time will be the amount of time the robot uses to move a medium from the me-
dia store to an idle drive (robott), the time used by the media drive to mount the
medium (mountt), and the time the drive uses to seek to the start of the requested
video sequence (seekt). Thus, for an idle (or lightly loaded) library unit, the re-
sponse time will be:
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response timeidle = robott +mountt+ seekt

It should be noted that for a small fraction of the requests, the storage medium
will already be in the media drive, and thus the robot and mount times will be
zero.

As the request rate increases, the probability that requests have to wait due to
resource conflicts increases. To account for this, we have to include the amount of
time a request is delayed due to resource conflicts (queuet) in the response time:

response time = robott+mountt + seekt+ queuet

When we improve the performance of one or more of the operations the library
unit performs, the average values for the components in the above expression
for the response time will change. If we label the average values experienced
using the original performance parameters with the subscript t0 and the values
experienced using improved performance parameters with the subscript ti, we
can define the improvement in response time as:

response time improvement =
robotti +mountti+ seekti+ queueti

robott0+mountt0+ seekt0+ queuet0
� 1 (11.1)

We use this equation when analyzing the results obtained in the simulations.

11.3.1 Retrieval of Short Video Sequences

The results for retrieval of short video sequences of one minute using MLR1,
Magstar and DVD drives are presented in Figure 11.3, 11.4, and 11.5 respectively
. For each of the three drive types, we show both the actual response times and
the relative improvements in the response times as a function of the load on the
system. It is important to note that the x-axes do not cover the same load interval
for the two graphs included for each drive type. For the response times, we show
the entire simulation interval. The response time improvements are relative to the
response time we get without any performance optimization. Thus, the second
graph only covers the load interval where it was possible to get response time
measurements using the non-optimized library unit.

We start by looking at the improvements experienced by a lightly loaded li-
brary. When this case there will be very little resource contentions and the time
each request spends waiting for resources (the queuet in Equation 11.1) will be
close to zero. For the tape based systems, the seek time is the performance pa-
rameter that has the greatest impact on the response time. As Figure 11.3(b) and
Figure 11.4(b) show, by halving the seek time of the drives, the response time
is reduced by about 30 percent for the MLR1 and Magstar drives. For library
units using DVD drives, reducing the seek time has hardly any effect (see Fig-
ure 11.5(b)). For the tape based systems, the second most important performance
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Figure 11.3 Improvements in average response time when using MLR1
drives and doubling the performance of the main operations of the drives
and/or robot device. The lengths of the retrieved video sequences are one
minute. The library unit contains four media drives.
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Figure 11.4 Improvements in average response time when using Magstar
drives and doubling the performance of the main operations of the drives
and/or robot device. The lengths of the retrieved video sequences are one
minute. The library unit contains four media drives.



11.3 Response Time 213

0

100

200

300

400

500

600

0 200 400 600 800 1000 1200

R
es

po
ns

e 
tim

e 
(s

)

Average number of requests per hour

DVD
DVD - seek

DVD - transfer
DVD - mount
DVD - robot

(a) Response time

0

20

40

60

80

100

0 100 200 300 400 500 600 700 800 900

R
es

po
ns

e 
tim

e 
im

pr
ov

em
en

ts
 (

pe
rc

en
t)

Average number of requests per hour

DVD - seek
DVD - transfer

DVD - mount
DVD - robot

(b) Response time improvement

Figure 11.5 Improvements in average response time when using DVD drives
and doubling the performance of the main operations of the drives and/or
robot device. The lengths of the retrieved video sequences are one minute.
The library unit contains four media drives.

parameter is the mount/unmount time. By halving this, the response time can
be reduced by about fifteen percent. For DVD, the two performance parameters
having the greatest influence on the response time are the mount/unmount time
and the time used by the robot transporting the media. Halving each of these can
lead to an improvement of about 25 percent on the response time.

As the figures show, the improvement increases as the load on the system in-
creases. To explain the shape of the response time curves, we use Figure 11.6.
This figure shows a generalized response time improvement curve. We have di-
vided the load on the x-axis into three intervals. The first interval covers the
load levels where the library is lightly loaded. For a lightly loaded system with
few requests queued due to lack of resources, the improvement only affects the
currently executed requests. In the second load interval, the relative response
time improvement increases as the load is increased. For a loaded system where
requests are delayed due to resource conflicts, the reduced execution time also
benefits all requests waiting for a tertiary library drive to become idle. Thus, the
queueti in Equation 11.1 increases less than the queuet0. For example, improving
the transfer rate has no effect on the response time when the system is lightly
loaded, but as the load on the system increases, improving the transfer rate re-
duces the amount of time the drive uses to transfer data, and thus reduces the
amount of time other requests have to wait for the drive to become idle. At the
end of interval 2 in Figure 11.6, the library unit with the original performance pa-
rameters is close to reaching its throughput limit, leading to huge response times,
while the optimized system still is able to handle the load without too large re-
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Figure 11.6 A generic response time improvement curve for retrieving short
video sequences as a function of the load on the library.

sponse times. In interval 3, the improved system is also reaching its throughput
limit, and the relative response time improvement will decrease. It is worth not-
ing that this is only visible in the response time improvement curves for Magstar
and DVD (see Figure 11.4(b) and Figure 11.5(b)). The reason we do not observe
this for the MLR1 drive, is that the slope of the response time curve is much larger
for the MLR1 drive than the other two drives when it becomes heavily loaded.

11.3.2 Retrieval of Long Video Sequences

The response times and the response time improvements when the library units
are used for retrieving long video sequences of one hour is presented in Fig-
ure 11.7, 11.8, and 11.9. In Section 11.2 we showed that for retrieval of long video
sequences, the only performance parameter having any impact on the through-
put of the system was the transfer rate. For a lightly loaded system, the transfer
rate has very little impact on the response time. As long as the system is lightly
loaded, the seek time is the most important performance parameter, which influ-
ences the most on the response time for the MLR1 drive and the Magstar drive.
For the DVD drive, the mount time and the robot time are the performance pa-
rameters that have the largest impact on the response time. As the system be-
comes more loaded, the transfer rate is the most important performance param-
eter for all three drive types. This is a result of the transfer time being the main
cost of accessing a one hour video sequence.

11.4 Conclusions

In this chapter, we have investigated how improvements in the main operations
of the media drives and the robot mechanism influence the throughput and the
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Figure 11.7 Improvements in average response time when using MLR1
drives and doubling the performance of the main operations of the drives
and/or robot device. The lengths of the retrieved video sequences are one
hour. The library unit contains four media drives.
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Figure 11.8 Improvements in average response time when using Magstar
drives and doubling the performance of the main operations of the drives
and/or robot device. The lengths of the retrieved video sequences are one
hour. The library unit contains four media drives.
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Figure 11.9 Improvements in average response time when using DVD drives
and doubling the performance of the cost variables of the drives and/or
robot device. The lengths of the retrieved video sequences are one hour. The
library unit contains four media drives. Note that the curves for improve-
ments in mount and robot exchange times in Figure 11.9(b) overlap.

response times of a library unit. Table 11.2 contains an overview of the potential
improvements that can be achieved by improving each of the main operations.

The main results can be summarized as follow:

� Retrieving short video sequences using tape drives, the seek time is the op-
eration that should be improved in order to increase the throughput and
reduce the response time.

� Retrieving short video sequences using DVD drives, the transfer rate is the
operation that should be improved in order to increase the throughput of
the library. To reduce the average response time, reducing the mount and
robot times gives the greatest benefit.

� To increase the throughput when retrieving long video sequences, only the
transfer rate of the media drives has any effect. For a lightly loaded li-
brary using tape drives, improvements in the seek and mount times have
the largest effects on the average response time. For a DVD based library,
improvement in the mount and robot times have the largest impact on the
response times. As the load on the library increases, the improvement in the
transfer rate has largest impact on the average response time for both tape
and DVD drives.

This shows that there is no single operation that is the most important to im-
prove in order to increase the performance of a library unit when using it for
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Performance Tape DVD

parameter Throughput Response time Throughput Response time

Seek time +++ +++ 0 0
Transfer rate ++ 0=++++a

++ 0=++++a

Mount time + ++ + +++

Robot time + + +++ +++

(a) Retrieval of one minute long video sequences

Performance Tape DVD

parameter Throughput Response time Throughput Response time

Seek time 0 +++ 0 0
Transfer rate ++++ 0=++++a

++++ +=++++a

Mount time 0 ++ 0 ++

Robot time 0 + 0 ++

(b) Retrieval of one hour long video sequences

aHighly dependent on the load.

Table 11.2 The table gives an overview of the improvement potential in
throughput and response time when doubling the performance of the four
main operations of a library unit. + = 5-10%,++ = 10-20%,+++ = 20-50%,
++++ = more than 50% performance improvement.

storing video. It depends on the type of media drive, the size of the requested
video sequences, the load on the library, and whether the goal is to increase the
throughput of the library unit or to reduce the average response time. The results
presented in this chapter should be useful when evaluating how improvements
in tertiary storage technologies will affect the throughput and the response time
of a tertiary storage system.
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Chapter 12

Effect of Access Distributions on the
Performance of a Video Archive

We are learning to generate data more rapidly than we can move it.

Reagan Moore, Thomas A. Prince and Mark Ellisman
in Data-Intensive Computing and Digital Libraries

(Moore, Prince and Ellisman, 1998)

In the previous chapters we studied the performance of a tertiary storage system
consisting of one library unit. We showed that the different storage technologies
have very different performance characteristics and costs when used for storing
and retrieving video sequences. In this chapter we continue the study of using
tertiary storage in video archives. We investigate how the access distribution for
the video sequences influence the performance of the video archive.

This far, we have assumed that all video sequences stored in the video archive
are accessed with the same access probability. The simulated users have picked
a random video sequence to watch. In real life, most users do not want to watch
a random video sequence. Most likely, they have some preference for which or
what kind of video they want to watch. The selected video sequence(s) may also
be the result of a database query. These user preferences will make some video se-
quences more popular than other, and these will be accessed more frequently. For
example, in a television news archive, the last month’s news stories will likely be
accessed more frequently than older news stories. In a video-on-demand server,
the latest Oscar winners are likely to be requested a lot more often than the Nor-
wegian movie “Hud”1.

To model this kind of user behavior, non-uniform access distributions must be
used. In this chapter, we use three different access distributions and evaluate the
effect these have on the throughput and the response time of a video archive.

1Famous for being the Norwegian movie seen by fewest people in movie theaters.
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Access
probability

Video 

Figure 12.1 An example of a non-uniform access model. The video sequences
are ordered by decreasing probability of being accessed.

12.1 Access Distributions

A access model contains information about how often the different videos are
accessed. It should contain the access probability of the individual videos and in-
formation about how related videos are accessed. To model realistic user behavior
and locality of the accesses to a video archive is in general difficult, as it is highly
dependent on the use of the archive. The access pattern changes over time, and
even different parts of a day may have different access patterns (Griwodz, Bär
and Wolf, 1997).

In most applications, some of the video sequences are more popular than oth-
ers, and are consequently accessed more frequently. To model such a situation,
a non-uniform access model as the one illustrated in Figure 12.1 must be used.
Most research involving the access pattern for video use statistical models for
the access distribution. The most frequently used model is the Zipf’s Law distri-
bution. Chervenak (1994) provides one example that shows how a movie rental
history approximately matches the Zipf’s Law distribution. Another frequently
used model for the access distribution is to divide the videos into multiple pop-
ularity classes (Chan and Tobagi, 1999). Within each popularity class, the access
probability is uniform.

The goal of this section is not to study access distributions, but to investigate
the influence non-uniform access distributions have on the performance of the
tertiary storage system, and in particular how it affects the throughput and re-
sponse times. In this study, the following access distributions are used:

� Uniform Access Distribution. All video sequences in the archive have the
same access probability. This is the access distribution we have used in all
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Partition Storage percent Access percent

Hot 1 81
Warm 9 9
Cold 90 10

Table 12.1 Access probabilities for the 90/9/1 access distribution.

experiments in the previous chapters.

� 80/20 Access Distribution. The video sequences are logically partitioned
into two sets. The first set contains 20 percent of the video sequences. The
remaining 80 percent of the video sequences are included in the second set.
Of all the requests, 80 percent goes to the first of the two sets. As a conse-
quence, the video sequences in the first set will be accessed sixteen times
more often than the video sequences in the second set. We refer to the two
sets as the warm and cold set, respectively.

� 90/9/1 Access Distribution. To get an even more skewed access distribu-
tion, we use an access distribution where the data accesses are grouped into
three partitions. The video sequences are logically partitioned into three sets,
which contain the hot, warm, and cold video sequences. The cold set contains
90 percent of the video sequences. Of the last ten percent, one percent is
assigned to the hot set and nine percent to the warm set. The access prob-
abilities are summarized in Table 12.1. With this access distribution, the
video sequences in the hot set will be accessed 81 times as often as the video
sequences in the warm set, and 729 times as often as the video sequences in
the cold set.

We are not doing any allocation to storage media or library units based on ac-
cess probability. The hot and warm video sequences will be randomly distributed
among the less popular video sequences. Storage allocation based on access prob-
ability will be evaluated in Chapter 13.

12.2 Video Archive based on Tertiary Storage

With non-uniform access distributions, the number of accesses to the individual
storage media will vary. Due to this, it is likely that the utilization of the media
drives within a library unit becomes more uneven. Further, if the video archive
contains multiple library units, it is likely that the load on the different library
units may become skewed. In order to include potential effects of uneven loads
between library units, we extend the simulated tertiary storage system to include
multiple library units.
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Length Technology Media Libraries Drives

One MLR1 1730 9 36
minute Magstar 4546 23 92

DVD 4800 24 96

One MLR1 2000 10 40
hour Magstar 5000 25 100

DVD 5000 25 100

Table 12.2 The number of media and library units required for storing
10000 hours of 5 Mbit/s video. Each library unit contains four media drives.
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Figure 12.2 The cost of the video archive configurations given in Table 12.2.



12.3 Throughput 223

In this and the following chapters, we simulate a video archive that stores
10000 hours of video. The data rate of the digitized video is 5 Mbit/s. Totally,
this requires approximately 20.5 TB of tertiary storage. To store this amount of
video, the number of storage media will be from about 1730 when using MLR1
tapes, up to about 4800 when using DVD-R disks. When each library unit can
contain up to 200 storage media, we have to use nine library units when using
MLR1 tapes, 23 library units when using Magstar tapes, and 24 library units when
using DVD disks. The number of required media and library units are given in
Table 12.2. This table contains the number of required media and library units for
storing both short video sequences of one minute and long video sequences of one
hour. The numbers are slightly larger when storing long video sequences since
the storage media will not be completely filled2. In the simulations performed in
this chapter, each library unit contains four media drives. The cost of the storage
media, drives, and library units is presented in Figure 12.2.

12.3 Throughput

To investigate the effect non-uniform access distributions have on the throughput
of a tertiary storage system, we compare the throughput of the tertiary storage
system presented in the previous section using each of the three access distribu-
tions. As a criterion for determining the maximum throughput, we use the num-
ber of requests that can be retrieved while keeping the average response time less
than three minutes.

This far, the allocation of video sequences to storage media has not influenced
the performance of the system, since the access distribution has been uniform.
We have been able to determine the response time of a given configuration and
a given load by running a single simulation. Since we introduce non-uniform
access distributions for the video sequences and use a random allocation of the
video sequences to storage media and library units, the allocation will be different
from one simulation to another. Thus, the initial storage allocation may influence
the performance of the tertiary storage system. To avoid this to influence the
simulation results, we run multiple simulations for each configuration and load,
and use the mean of the result from the individual simulations. To determine
the throughput numbers presented in this section, the simulations are performed
using Simulation Strategy III presented in Section 9.2.

Retrieval of Short Video Sequences

In Table 12.3, the throughput for the storage system is presented for retrieval of
short video sequences of one minute and long video sequences of one hour. Fig-
ure 12.3 contains a graphical presentation of the relative throughput of the system

2For the same reason, these numbers also differ from the numbers given in Table 9.11.
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Tertiary Access distribution

Length technology Uniform 80/20 90/9/1

One MLR1 527 528 529
minute Magstar 5468 5476 5518

DVD 13554 13553 13853

One MLR1 41 41 26
hour Magstar 223 217 106

DVD 311 302 166

Table 12.3 Number of requests per hour that can be satisfied with an average
response time of less than 3 minutes. The results are presented graphically
in Figure 12.3.
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Figure 12.3 Graphic presentation of the throughput of the tertiary system
for the three access distributions. The throughput is given in percent of the
throughput for the uniform access distribution. The percentages are com-
puted using the numbers in Table 12.3.
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when using each of the three access distributions. As Figure 12.3(a) shows, the
throughput is largely uninfluenced by the access distribution when the tertiary
storage system is used for retrieval of short video sequences. As the skewness
increases, there is a small increase in the throughput. This is due to increased
probability of multiple users accessing the same video sequence, and thus multi-
ple users can be served during each load cycle. For instance, for the throughput
given in Table 12.3 and using DVD drives, the number of requests served per
loaded DVD is 1.16 when the access distribution is uniform. With a 90/9/1 ac-
cess distribution, this is increased to 1.24 requests per load of a DVD. The increase
in throughput is largest for DVD drives. The DVD system serves many more re-
quests at the throughput limit than the tape based systems, and the probability of
having multiple requests for the same DVD disk is higher than for the tape based
systems.

Retrieval of Long Video Sequences

For retrieval of long video sequences, Figure 12.3(b) shows that the throughput
decreases as the access distribution becomes very skewed. For the 90/9/1 access
distribution, the throughput of the storage system is approximately halved com-
pared to the uniform access distribution. The main reason for the much lower
throughput is that the hot video sequences are randomly distributed over the stor-
age media. As a result, some storage media will be hotter than other storage me-
dia. For these storage media there will be a queue of waiting requests, which re-
sults in increased average response time and reduced overall throughput. Thus,
it is neither lack of drive resources nor robot mechanism resources that are the
limiting factor for the throughput.

The limiting factor when retrieving long video sequences will be the drives
that have to serve the few storage media that contain multiple hot video se-
quences. To illustrate this, we use Figure 12.4. This figure shows the average
utilization of each of the DVD drives in the storage system for two simulations
using respectively the uniform and the 90/9/1 access distribution. The DVD sys-
tem contains 25 library units, each having four DVD drives. Both simulations
have an average response time of approximately three minutes. The number of
requests handled with the uniform access distribution was 311. With the 90/9/1
access distribution it was reduced to 166 requests per hour. Figure 12.4(a) shows
that when the access distribution is uniform, the load on the library units and
the drives in the system is approximately equal. The reason we have a pattern
where the utilization of the drives goes down for every fourth drive, is that each
library unit contains four drives. In our simulator, the first drive in the library
unit is used if it is idle, thus the first drive will be more utilized than the next
drive in the library unit. Figure 12.4(b) shows the utilization of the drives when
the 90/9/1 access distribution is used. As indicated by this figure, the utiliza-
tion of the drives vary much. Some drives are highly utilized, while some are
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(b) 90/9/1 access distribution

Figure 12.4 The average utilization of each of the one hundred DVD drives
in the storage system when using two different access distributions. Both
simulations have an average access time of approximately three minutes.

hardly used at all. If we group the drives by the library unit they are contained
in (i.e., make groups of four drives), the figure shows that the utilization of the
library units also vary much. The highest utilized drives are in the library units
that have been allocated most video sequences from the hot partition. Since we
use an upper limit on the average response time, these drives are limiting the
throughput of the tertiary storage system.

Several strategies might be used to overcome this problem. The hot video
sequences can be replicated on multiple storage media (Chervenak, 1998; Hillyer
et al., 1999), the initial allocation of videos to storage media and library units can
be based on access probability, the videos can be reallocated based on the access
probability (Nemoto and Kitsuregawa, 1999), or the hot videos can be cached
using a disk-based video cache.

12.4 Response Time

To investigate the effect non-uniform access distributions have on the response
time, we perform the same experiments as we did when evaluating the response
time of a single library unit. But due to the non-uniform access distribution and
the random allocation of videos to storage media, we have to run multiple simu-
lations for each user load. This is explained as Simulation Strategy II in Section 9.2.

The response time curves as a function of the load for the three access distribu-
tions are given in Figure 12.5 and Figure 12.6. Figure 12.5 contains the response
time curves for retrieval of short video sequences of one minute using each of
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Figure 12.5 Response times for retrieval of one minute video sequences using
the different access distributions.
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Figure 12.6 Response times for retrieval of one hour video sequences using
the different access distributions.
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MLR1 Magstar DVD

Access Light load Loaded Light load Loaded Light load Loaded
distribution (158) (527) (1640) (5468) (4066) (13554)

Uniform 98.9 179.5 22.8 179.6 7.1 179.1
80/20 98.8 178.0 22.7 176.1 7.1 179.9

90/9/1 98.9 174.6 22.7 165.4 7.1 145.8

(a) One minute

MLR1 Magstar DVD

Access Light load Loaded Light load Loaded Light load Loaded
distribution (12) (41) (67) (223) (93) (311)

Uniform 95.5 174.6 25.1 179.6 10.0 178.0
80/20 98.1 176.9 27.2 198.7 12.0 201.4

90/9/1 126.2 308.2 101.2 — 76.5 —

(b) One hour

Table 12.4 Response times in seconds for the two cases using each of the
three access distributions. The number of requests per hour is included in
parentheses in the top of each column. The results are presented graphically
in Figure 12.7.

the three media drives, while Figure 12.6 contains the same results when retriev-
ing long video sequences of one hour. By studying these curves, we get the same
main results as for the throughput. For retrieval of short video sequences, skewed
access distributions have a small positive effect on the average response time. For
retrieval of long video sequences, skewed access distributions increase the aver-
age response time, particularly for high request rates.

To be able to quantify more precisely the influence the two non-uniform access
distributions have on the average response time, we compare response times for
two cases. These cases represents a lightly loaded and a loaded storage system. For
the loaded system, we use the number of requests the system is able to handle with
an average response time of three minutes with the uniform access distribution
(i.e., the throughput numbers for the uniform access distribution in Table 12.3).
As load for a lightly loaded system, we use a request rate that is thirty percent of
the request rate for the loaded system. The request rates are given in the heading
of Table 12.4. This table contains the average response times when applying these
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Figure 12.7 Graphic presentation of the response times for tertiary system for
the three access distributions. The response times are given in percentage of
the response time for the uniform access distribution. The percentages are
computed using the number in Table 12.4. Note that for retrieval of long
video sequences, bars are not included for the Magstar and DVD drive in the
loaded case.

loads to the archive. The results are presented graphically in Figure 12.7.
As shown in Figure 12.7(a), for retrieval of short video sequences, the average

response time is largely uninfluenced by the access distribution. For the lightly
loaded case, we observe no change in the response time (at least not more than
what can be considered within the uncertainty of the simulation results). For the
loaded case, the average response time is improved as the access distribution get
more skewed. For the 90/9/1 access distribution, the average response time is
reduces by three percent using the MLR1 drive, eight percent using the Magstar
drive, and 19 percent using the DVD drive compared to the uniform access dis-
tribution.

For retrieval of long video sequences of one hour, the situation is exactly oppo-
site. Just as for the throughput, as the access distribution becomes more skewed,
the average response time increases. For the lightly loaded case, the average re-
sponse time increases by 32 percent using the MLR1 drive, 300 percent using the
Magstar drive, and 670 percent using the DVD drive when comparing the results
for the 90/9/1 access distribution to the similar results for the uniform access dis-
tribution. As explained when discussing the throughput of the storage system,
this is due to some of the storage media becoming hotter than the other media,
and the drives serving these media become the limiting resource in the system.
For the loaded case the difference between the uniform and the 90/9/1 access
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Figure 12.8 The distribution of the average response times for one hundred
random storage allocations using the uniform and the 90/9/1 access distribu-
tion. The DVD drive was used in these simulations.

distributions is even larger. For Magstar and DVD the response times becomes
infinite for the 90/9/1 access distribution, i.e., the storage system is not able to
handle the load.

12.5 Variance in Performance

As stated earlier in this section, when the access distribution no longer is uniform
and the video sequences are allocated randomly to storage media, the perfor-
mance of the storage system becomes dependent on the initial allocation to stor-
age media. Thus, the average response time and throughput of the system vary
depending on how good (or bad) the initial allocation of the video sequences to
storage media was.

To visualize this, Figure 12.8 presents the distribution of the average response
time for one hundred random storage allocations. We use the DVD drive in this
example, since the skewness of the access distribution has the highest influence
on the performance when using DVD drives. To show how the skewness of the
access distribution increases the spread of the average response time, we run
simulations using the uniform and the 90/9/1 access distribution for retrieval of
short and long video sequences. As load on the system we used the throughput
numbers found in Table 12.3, thus this experiment is run for a loaded archive. For
a less loaded archive, the spread in the average response time would be lower.

The main points to observe in Figure 12.8 are that the spread of the average
response times becomes larger as the access distribution becomes more skewed,
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and that the spread is much larger for retrieval of long video sequences compared
to retrieval of short video sequences. As a consequence of this, it can be important
to carefully choose the initial strategy for allocating video sequences to storage
media if the access distribution is non-uniform. If not, one might create a tertiary
storage system which performs worse than expected due to bad luck in the initial
allocation of the video sequences to storage media and library units.

12.6 Conclusions

In this chapter we have studied how non-uniform access distributions influence
the throughput and response time of a video archive based on tertiary storage.
The main results of our study can be summarized as follows:

� The uncertainty in the performance increases. The average performance
becomes dependent on the initial allocation of video sequences to storage
media and library units when the access distribution is non-uniform. The
more skewed the access distribution is, the larger will the spread of the per-
formance be.

� Retrieval of short video sequences. Non-uniform access distributions has
little effect on the throughput of the tertiary storage system when used for
retrieval of short video sequences. Neither has it any effect on the response
time as long as the system is lightly loaded. As the system becomes more
loaded, the response time is slightly improved due to increased probability
that multiple users are requesting the same or multiple video sequences on
the same storage medium.

� Retrieval of long video sequences. As the access distribution becomes
more skewed, the throughput of the storage system is reduced and the av-
erage response time is increased. This is due to the fact that some of the
storage media become hotter than the other. The drives that have to serve
these storage media become the limiting resource in the storage system.

The main conclusion is that non-uniform access distributions may lead to
lower performance compared to the performance when the accesses are uniformly
distributed. In the next chapter, we continue the study of non-uniform access dis-
tributions to see if it is possible to take advantage of having knowledge about
how the videos are accessed. We study allocation strategies for videos to storage
media based on the access probability and investigate how this can improve the
performance of a video archive.



Chapter 13

Allocation Based on Access
Probability

In the experiments performed in the previous chapters, the video sequences was
allocated to storage media and library units without considering the access proba-
bility of the video sequences. Thus, the hot video sequences have been randomly
allocated to storage media. This random allocation can produce every possible
allocation of the video sequences, from allocations that make the storage system
perform very well to allocations that make the system perform poorly. The pre-
vious chapter showed that as the access distribution became more skewed, the
throughput and average response time became more unpredictable.

In this chapter, we investigate strategies for allocating video sequences to stor-
age media and library units, and the effect these have on the performance of a
video archive. The main objective is to determine what is the best allocation strat-
egy to use in a digital video archive. We also attempt to determine whether the
choice of an allocation strategy depends on the usage of the archive or not, and
whether it depends on the criteria we use for comparing the allocations strate-
gies. We use throughput and average response time as the two main criteria for
comparing allocation strategies.

The results from this study should be useful for improving the throughput
and response time of a tertiary storage system. This chapter provides informa-
tion about which allocation strategies are best for different usage patterns. The
results can be used both when performing the initial allocation of videos to stor-
age media and library units, as well as when adding new videos to the archive.
It can also be used for reallocating the video sequences in order to improve the
performance of the video archive. By using one of the recommended allocation
strategies, allocations that lead to low throughput, high response times, and poor
utilization of the drives and robot mechanisms can be avoided.

In this chapter, we only study static allocation of videos to storage media and
library units. As soon as a video is stored on a medium and this medium has
been allocated to a library unit, it will not be reallocated. In most video archives,
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the access probability of the videos will likely change over the time (Griwodz et
al., 1997). To avoid that this reduces the performance of the archive, it might be
necessary to reallocate videos to other media or other library units. One proposed
strategy for doing this is the Hot declustering strategy proposed by Nemoto and
Kitsuregawa (1999). This strategy is used for migrating storage media between
library units in order to improve the load balancing in the tertiary storage system.

We do not consider replication of videos on multiple storage media. In our
study, only one copy of each video is stored in the tertiary storage system. Hillyer
et al. (1999) study how replication of hot data objects can be used for improving
the performance of a tertiary library unit. Their conclusion is that with no repli-
cation, the hot data object should be stored at the beginning of the tape, while with
replication (either partial or full replication), the replicated data object should be
stored at the end of the tape. A more dynamic replication strategy is Hot repli-
cation (Nemoto and Kitsuregawa, 1999). During the initial writing of a tape, the
tape is not completely filled. An area on the end of the tape is left unused. When
there is an idle tape drive in the system, this is used for filling the end of the tape
with data that is currently hot. Thus, in this way they claim to reduce the av-
erage access time since they are able to cluster together hot data objects. As the
access probability changes, the data objects stored on the end of the tape can be
overwritten. The authors specify that for this to improve the performance it is re-
quired that the tapes have multiple load/eject zones. With the serpentine model
presented in Chapter 6, it should be possible to extend the Hot replication strategy
to be used with serpentine tape.

13.1 Allocation Strategies

In our study of different allocation strategies, we use the allocation strategies pre-
sented in this section. Each allocation strategy must address the following three
problems:

1. For each video sequence, decide which storage medium it should be stored
on.

2. Given the set of video sequences to be stored on a storage medium, decide
the location the video sequences should have within the medium.

3. For each storage medium, decide which library unit this should be stored
in.

In the presentation of the allocation strategies we use an access distribution
where the video sequences are partitioned into three sets based on access proba-
bility. As in the previous chapter, we call these the hot, warm, and cold partitions:
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Library Unit 1 Library Unit 3Library Unit 2

(a) Hot Library

Library Unit 1 Library Unit 3Library Unit 2

(b) Hot Media

Library Unit 1 Library Unit 3Library Unit 2

(c) Uniform distribution of hot, warm, and cold video sequences

Figure 13.1 Illustration of three strategies for allocating video sequences to
storage media and library units. The archive consists of three library units
and fifteen storage media. 3

15 of the video sequences are hot (marked as black)
and 4

15 are warm (marked as grey). The remaining 8
15 are cold (marked as

white).

1. Random. Initially, the hot and warm video sequences are randomly dis-
tributed between the cold video sequences. They are then allocated round-
robin to storage media and library units. This is the allocation strategy that
we have used in the previous chapters.

2. Uniform. The hot and warm video sequences are uniformly distributed
among the library units and the storage media. Within each storage medium
the most frequently accessed video sequences are stored with equal distance
between them.

3. Hot Library. The video sequences are sorted based on access probabil-
ity. The video sequences is then assigned to storage media by filling one
medium completely before starting on the next medium. The storage me-
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(a) Hot Start of Media (b) Hot End of Media

(c) Hot Minimum Seek Time (d) Hot Maximum Seek Time

Figure 13.2 Example illustrating allocation of video sequences to a serpen-
tine tape using different allocation strategies. The color coding of the video
sequences are as in Figure 13.1.

dia are assigned to library units by filling one library unit completely before
starting on the next library unit. As a result, the hottest video sequences
are stored in one (or a few) of the library units. This is illustrated in Fig-
ure 13.1(a).

4. Hot Media. Just as in the Hot Library strategy, the hottest video sequences
are allocated to hot storage media. The storage media are allocated round-
robin to storage libraries, as illustrated in Figure 13.1(b). This strategy is
similar to the allocation strategy for data objects to disks in tertiary storage
systems proposed by Christodoulakis et al. (1997).

The following four allocation strategies distribute the hot, warm, and cold video
sequences evenly over the storage media (see Figure 13.1(c)). They differ in the
placement of the hot and warm video sequences on each medium. The strategies
are illustrated in Figure 13.2.

5. Hot Start of Media. The hottest video sequences are allocated at the logical
beginning of the storage medium as shown in Figure 13.2(a). This is the same
strategy as proposed by Christodoulakis et al. (1997) for allocating data ob-
jects to tapes in storage systems using tape drives that always rewind to the
physical beginning of the tape.

6. Hot End of Media. The hottest video sequences are allocated at the logical
end of the storage medium as shown in Figure 13.2(b).
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Allocation strategy Abbreviation

Random RAN
Uniform UNI
Hot Library HLI
Hot Media HME
Hot Start of Media HSM
Hot End of Media HEM
Hot Minimum Seek Time MIN
Hot Maximum Seek Time MAX

Table 13.1 Abbreviations used in figures and tables for the different alloca-
tion strategies.

7. Hot Minimum Seek Time. The hottest video sequences are allocated to the
storage medium based on the shortest seek time from the medium’s loading
point. This is illustrated in Figure 13.2(c).

8. Hot Maximum Seek Time. The hottest video sequences are allocated to
storage medium based on the highest seek time from the loading point as
illustrated in Figure 13.2(d).

To make figures and tables more readable, we use abbreviations for the name
of the allocation strategies in this chapter. These abbreviations are defined in
Table 13.1.

It is worth noting that for the DVD drives, the Hot Start of Media and Hot
Minimum Seek Time strategies are identical due to the linear relationship between
positions on the DVD and the corresponding seek times. Similarly, the Hot End
of Media and the Hot Maximum Seek Time strategies are identical when used for
DVD drives. It is also worth noting that in order to use the Hot Minimum Seek
Time and Hot Maximum Seek Time allocation strategies for the tape based systems,
it is necessary to have a model which provides accurate seek time estimates for
the tapes. The model presented in Chapter 6 is used for the MLR1 drive and the
model presented in (Hillyer and Silberschatz, 1998) is used for the Magstar drive.

To investigate how the performance of the tertiary storage system is influ-
enced by the allocation strategy, we compare the performance of each of the allo-
cation strategies to the performance achieved using the Random allocation strat-
egy. In the experiments presented in this chapter, we use the 90/9/1 access distri-
bution presented in Section 12.1. As in the previous chapter, the tertiary storage
archive contains 10000 hours of 5 Mbit/s video and each library unit contains four
media drives (see Table 12.2). We perform the same experiments as we did when
studying the effect of different access distributions. First, we study the influence
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One minute One hour

Allocation MLR1 Magstar DVD MLR1 Magstar DVD

RAN 529 5518 13853 26 106 166
UNI 532 5488 13619 27 113 182
HLI 80 328 860 4 10 15

HME 1260 8430 15025 6 58 94
HSM 651 6429 13752 37 119 183
HEM 491 4912 13587 32 108 183
MIN 1003 6883 13752 37 119 183
MAX 295 4656 13587 18 108 183

Table 13.2 Number of requests that can be satisfied with an average response
time of less than 3 minutes. These numbers are presented graphically in
Figure 13.3.

the allocation strategy has on the throughput of the storage system. Second, we
present the results from investigating the effect different allocation strategies have
on the response time. All experiments are performed for retrieval of both short
video sequences of one minute and long video sequences of one hour.

13.2 Throughput

We use the same criterion for the throughput as in the previous chapter. By use of
simulations, we determine the maximum number of requests the storage system
can perform while keeping the average response time less than three minutes.

The throughput for the video archive found using this requirement is pre-
sented in Table 13.2. To make the performance of each of the allocation strategies
more easy to compare, we present the relative throughput graphically in Fig-
ure 13.3. The throughput using each of the allocation strategies are presented in
percent relative to the throughput using the Random allocation strategy.

The reason for the difference in throughput for the different allocation strate-
gies is in how the resources of the library units are utilized. The allocation strate-
gies influence the seek time differently and some of them may lead to contention for
either one or more storage media, drives, or the robot mechanism. From studying
the throughput in Figure 13.3, the following can be seen:

� If we order the allocation strategies by the throughput numbers, the order
is the same for all three media drives when the workload is the same. It
should be noted that the order when retrieving short video sequences is
different from the order when retrieving long video sequences. The relative
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Figure 13.3 Throughput improvement by using the six allocation strategies.
The improvement is given in percent improvement compared to using no
allocation, and are based on the throughput numbers in Table 13.2.

differences between the allocation strategies are largest for the MLR1 drive
and least for the DVD drive. This is a consequence of the larger seek times
of the tape based systems. Thus, achieving a good allocation strategy is more
important when using sequential storage devices with long seek times.

� In all cases, the Hot Library strategy gives the lowest throughput since the
library unit containing the hot video sequences becomes the bottleneck.

� For retrieval of short video sequences, the Hot Media strategy gives the high-
est throughput. The reason is that for a large number of the requests, the me-
dia containing the hot video sequences is already loaded in one of drives.
As long as the drives containing the hot media manage to execute the re-
quests, this is the best allocation strategy for short video sequences. We
will later show that this allocation strategy is not the best when we increase
both the number of drives in the library units and the load on the system
(see Figure 13.8 in Section 13.4).

� For retrieval of long video sequences, the Hot Media strategy is a bad strat-
egy to use. The reason is that for retrieval of long video sequences, each
drive is occupied for a rather long time (in the order of 20 minutes). In our
simulator, each request is delivered independently of other request for the
same video sequence. There is no batching of requests for the same video
sequence. Multiple hot video sequences stored on the same medium makes
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the drive containing this medium become the limiting resource in the sys-
tem.

� For retrieval of long video sequences, the Hot Start of Media and Hot Mini-
mum Seek Time strategies give the highest throughput. The reason for getting
the same throughput numbers for these, is that for long video sequences,
only one hot video sequence is stored on each medium, and the position
with the shortest seek time will be the start of the medium.

The last four allocation strategies (Hot Start of Media, Hot End of Media, Hot
Minimum Seek Time, Hot Maximum Seek Time) only differ in placement of the hot
(and warm) video sequences on the medium. For DVD all of these give approxi-
mately the same throughput. This is due to the very short seek times of the DVD
drive, and thus the placement of the video sequences is of little importance for the
throughput. For the Magstar and MLR1 drives this is not the case. The placement
of the more popular video sequences within the medium has great influence on
the throughput. For the MLR1 the throughput when using the Hot Minimum Seek
Time allocation strategy is 3.4 times higher than when using the Hot Maximum
Seek Time allocation strategy for retrieval of one minute long video sequences.
For retrieval of long video sequences, the throughput of the Hot Minimum Seek
Time allocation strategy is 2.1 times higher than the throughput of the Hot Max-
imum Seek Time allocation strategy. This last number might be surprising, since
for retrieval of long video sequences the seek time should have less influence on
the throughput. The reason for the low throughput when using the Hot Maximum
Seek Time allocation strategy for the MLR1 is that the long seek time of approx-
imately two minutes is close to the requirement that the average response time
should be less than three minutes.

13.3 Response Time

To investigate the effect of different allocation strategies on the response time, we
performed the same experiments as when studying non-uniform access distribu-
tions in the previous chapter. For each of the allocation strategies, we find the
average response time as a function of the load. These response time curves are
presented in Figure 13.4 for retrieval of one minute long video sequences, and in
Figure 13.6 for retrieval of one hour long video sequences.

Retrieval of Short Video Sequences

One of the questions stated in the beginning of this chapter was to study if the
best allocation strategy was dependent on the load. For retrieval of short video
sequences this is the case. Figure 13.4 shows that for most of the load interval, the
allocation strategy that gives the lowest response times for the tape-based systems
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Figure 13.4 Response times for different allocation strategies for retrieval of
video sequences of one minute.
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Figure 13.5 Average response times for retrieval of short video sequences
of one minute when using the different allocation strategies. The response
times are given in percent relative to the response time of the Random allo-
cation strategy. The numbers in Table 13.3(a) are used when computing the
relative response times. The Hot Library strategy is not included.

is the Hot Minimum Seek Time strategy. For the archive using DVD, any of the al-
location strategies that have a uniform distribution of the hot video sequences to
storage media perform well. For a highly loaded system, the Hot Media allocation
strategy provides the lowest response times. When the number of requests is low,
the Hot Media strategy is not able to compete due to the long seek times on the
tapes. But as the load increases, the response time of the other allocation strate-
gies increases more rapidly than the response time of the Hot Media strategy. The
reason is that for the Hot Media strategy, the hottest media will stay permanently
in a drive. These media will have multiple concurrent requests and since a sched-
uler is used when there are multiple requests, the average seek time is reduced.
Being able to serve multiple requests from the same medium also reduces the
number of media exchanges. The same conclusion was reached by Hillyer et al.
(1999) when studying allocation of data objects to tape. We discuss the Hot Media
strategy further in the next section when we study the scalability of the allocation
strategies.

Table 13.3 contains response time measurements for the loaded and lightly loaded
cases used in Section 12.4. For the loaded case, we use the number of requests the
system can handle with an average response time less than three minutes when
using the Random allocation strategy. To get response time measurements for the
lightly loaded case, we reduce the load to 30 percent of the loaded case. In Fig-
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MLR1 Magstar DVD

Allocation Light load Loaded Light load Loaded Light load Loaded
strategy (159) (529) (1655) (5518) (4156) (13853)

RAN 99.2 178.6 22.8 174.7 7.1 178.3
UNI 98.8 175.3 22.9 191.2 7.2 228.4
HLI 711.1 — — — — —
HME 103.2 115.3 26.8 52.0 8.5 53.4
HSM 74.7 107.9 14.5 50.3 7.0 201.4
HEM 114.4 211.2 29.3 575.7 7.3 239.3
MIN 47.3 52.7 12.6 33.4 7.0 201.4
MAX 153.0 — 34.5 897.8 7.3 239.3

(a) One minute

MLR1 Magstar DVD

Allocation Light load Loaded Light load Loaded Light load Loaded
strategy (8) (26) (32) (106) (50) (166)

RAN 114.6 177.2 55.8 181.4 40.8 187.4
UNI 114.6 171.7 56.2 165.7 39.6 155.3
HLI — — — — — —
HME 199.6 625.2 94.7 429.0 80.3 519.1
HSM 62.1 119.4 45.4 153.7 39.5 155.2
HEM 96.7 152.6 65.8 174.4 39.6 155.2
MIN 62.1 119.4 45.4 153.7 39.5 155.2
MAX 154.2 210.0 65.8 175.4 39.6 155.2

(b) One hour

Table 13.3 Response times for the two cases using each of the allocation
strategies. The number of requests per hour is included in parentheses in
the top of each column. The results are presented graphically in Figure 13.5
and Figure 13.7.
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ure 13.5, the response time of the allocation strategies is presented relative to the
response time of the Random allocation strategy.

Using the tape-based systems for retrieval of short video sequences, the av-
erage response time can be reduced from about 50 percent for a lightly loaded
system up to about 80 percent for a loaded system by using the Hot Minimum Seek
Time allocation strategy instead of the Random allocation strategy. Using the DVD
drive, all allocation strategies with the exception of the Hot Library strategy, have
approximately the same average response time as long as the system is lightly
loaded. As the load on the system increases, the results are more surprising. The
Hot Media strategy gives the lowest average response time, approximately 70 per-
cent lower than the Random allocation strategy. What might not be obvious, is
that the second best allocation strategy is the Random allocation strategy. The av-
erage response time by using this is about 10–25 percent lower than using any
of the allocation strategies that distribute the popular video sequences uniformly
across the storage media. The reason is that the robot mechanism is approaching
its performance limit. When this happens, it will be advantageous to be able to
execute multiple requests during each load/unload cycle. For this reason, the Hot
Media allocation strategy gives the best results. In average, more than 4 video se-
quences are delivered per loaded DVD. Also the Random allocation strategy will
result in some media containing multiple hot video sequences, and the likelihood
of having multiple requests for the same media will be higher than for the alloca-
tion strategies where the hot video sequences are uniformly distributed over the
media.

Another observation is that for the loaded case, even the very short seek
time for the DVD drive has impact on the average response time. Figure 13.5(b)
shows that the two strategies that place the hot video sequences at the start of the
medium perform better than the two strategies that place the hot video sequences
on the end of the medium. The different placement of the video sequences on the
DVD results in a difference in the average response time of almost 20 percent.

Retrieval of Long Video Sequences

Figure 13.6 contains the response time for retrieval of one hour video sequences,
while Figure 13.7 shows the relative performance of the allocation strategies. As
seen from these figures, for retrieval of long video sequences, the Hot Minimum
Seek Time and Hot Start Media allocation strategies give the lowest response times
for the entire load interval. For the DVD, the three other strategies which dis-
tribute the more popular video sequences uniformly to the storage media have
the same performance.
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Figure 13.6 Response times for different allocation strategies for retrieval of
video sequences of one hour.
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Figure 13.7 Average response times for retrieval of long video sequences of
one hour when using the different allocation strategies. The response times
are given in percent relative to the response time of the Random allocation
strategy. The numbers in Table 13.3(b) are used when computing the relative
response times. The Hot Library strategy is not included.

13.4 Scalability by Utilizing more Media Drives

The results shown this far has been for a tertiary storage system where each li-
brary unit contained four media drives. The performance of the storage system
can be increased by including more drives in each library unit. To investigate
whether the results presented this far in this chapter are valid as the number of
drives are increased, we study the performance of the allocation strategies when
we increase the number of drives and the load correspondingly. Thus, if we dou-
ble the number of drives per library unit, we also double the load on the system.

Retrieval of Short Video Sequences

For retrieval of one minute video sequences, we use 12 requests per hour for each
MLR1 drive, 48 requests per hour for each Magstar drive, and 120 requests per
hour for each DVD drive. The average response time as a function of the number
of media drives in the library unit is presented in Figure 13.8. The main points
these figures illustrate are:

� Having few drives in each library unit (one or two), results in large average
response times. By including more drives, the average response time can be
reduced.
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Figure 13.8 Response times for retrieving short video sequences of one
minute as a function of the number of drives in each library unit. The aver-
age load is constant per drive, with 12 requests per hour for each MLR1 drive,
48 requests per hour for each Magstar drive, and 120 requests per hour for
each DVD drive.
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Figure 13.9 Response times for retrieving long video sequences of one hour
as a function of the number of drives in each library unit. The average load
is constant per drive, with on average one request per hour for each drive.
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� We have earlier shown the Hot Media strategy to perform well with regards
to the throughput of the system. This figure shows that this is correct for
a system containing a small number of drives, but as the number of drives
and the load increase, the drives containing the hot video sequences become
the bottleneck. Thus, the Hot Media strategy does not scale well when the
load on the system increases. The other allocation strategies scale much
better, with the exception of the Hot Library allocation strategy.

� In Section 10.2.2, we showed that including more than four DVD drives or
eight Magstar drives in a library unit, could make the robot mechanisms
become the bottleneck (see Figure 10.3(d)). This is the reason for the rapid
increase in response time in Figure 13.8(b) and Figure 13.8(c). As seen ear-
lier, when the robot mechanism becomes the bottleneck, the Random alloca-
tion strategy gives better average response time than the strategies where
the hot video sequences are uniformly distributed over the storage media.

An optimal strategy for allocating data objects to disks in a tertiary storage
systems containing a single disk drive is presented in (Christodoulakis et al.,
1997). This strategy is similar to the Hot Media strategy evaluated in this chap-
ter. As Figure 13.8(c) shows, for a tertiary storage system using DVD disks, the
Hot Media strategy provides the lowest response times for a system containing
one drive. The allocation strategy presented in (Christodoulakis et al., 1997) is
generalized to support multiple disk drives given that it is always the disk con-
taining the least popular data objects that is replaced when a new disk needs to
be loaded. Our simulation results show that this strategy becomes less optimal
as the number of drives is increased. The reason other strategies outperform the
Hot Media strategy in our simulations is that we use a better replacement strat-
egy than to always replace the least popular disk. The replacement strategy used
in (Christodoulakis et al., 1997) is optimal with regards to the number of disk
loads, but may result in a low utilization of the drives.

Retrieval of Long Video Sequences

The simulation results for retrieval of one hour long video sequences are pre-
sented in Figure 13.9. The load used in these simulations is in average one request
per hour per drive. From the shape of the response time curves, it is obvious that
the system does not scale when we increase the number of drives and the load cor-
respondingly. From our study of scalability of the number of drives in a library
unit in Section 10.2.2 we know that the robot is not the limiting resource (see Fig-
ure 10.4). Since we are adding drive resources at the same rate as we increase the
load, it should not be the drives either that limit the throughput. Data from the
simulations shows that the drive utilization is rather low, but very skewed within
each library unit. The reason for this is that with 10000 hours of video and using
the 90/9/1 access distribution, only 100 media contains a hot video. Thus, for the
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Short video sequences Long video sequences

Throughput Response time Throughput Response time
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HSM + + + ++

HEM
MIN + ++ + ++

MAX

aHighly dependent on the skewness of the access distribution and the load.

Table 13.4 Summary of the performance of the allocation strategies studied
in this chapter.

Magstar and DVD archive, there are only four media in each library unit contain-
ing a hot video. The drives that have to serve these media become the bottleneck
in the system. As the load increases, these drives will not be able to serve all re-
quests for the hot media, and thus will make the average response time increase
rapidly.

13.5 Conclusions

Table 13.4 gives a summary of the properties of the allocation strategies we have
studied in this chapter. The most important recommendations from the work are
as follows:

� Avoid allocations that make one library unit hotter than the other (e.g.,
the Hot Library strategy).

� The experiments show that the importance of using a good allocation strat-
egy is more important for sequential storage media than for random access
storage media. This is due to that the placement of a video influences more
on the access time for storage media with high seek and rewind times.

� The Hot Media allocation strategy can give very good results regarding the
throughput for retrieval of short video sequences, but it is a “dangerous”
strategy to follow, because the drives containing the hot video sequences
might become the bottleneck (see Figure 13.8).
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� Overall, the best strategy to use for allocation of video sequences is to use
the Hot Minimum Seek Time strategy for allocating the video sequences to
the storage media. This is the same conclusion as reached by Hillyer et al.
(1999) when studying placement of hot data object in a tape-based library
unit with no use of data replication.

The last point answers the initial question we started this chapter with: What is
a good allocation of video sequences to storage media and library units? Of the allocation
strategies studied here, in most cases using the Hot Minimum Seek Time allocation
strategy results in the highest throughput and lowest average response times.
But as shown in this chapter, there are usage scenarios where other allocation
strategies perform better than the Hot Minimum Seek Time strategy.

An important observation from several of the experiments is that with an ac-
cess distribution as skewed as the one used in this chapter, one or a few drives in
each library unit may become the bottleneck and thus limiting the performance
that can be achieved. This is due to the fact that we do not perform any caching
of videos in secondary storage. If we had cached the hottest videos on disk, the
load on the drives serving the hottest video sequences would have been greatly
reduced. In the next chapter, we continue this study by investigating the effect of
caching the most frequently accessed videos in a disk cache.
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Chapter 14

Caching Video Sequences using a
Disk Cache

You get what you pay for.

Anonymous

In the previous chapters, we have studied the performance of tertiary storage sys-
tems used for storage and retrieval of digital video. All requests were executed
by retrieving the requested video sequence from a tertiary storage medium. For
some applications, a video archive using only tertiary storage might provide the
required throughput or be the only storage alternative due to budget constraints.
For other applications, the performance of a tertiary storage system is not suf-
ficient. In particular, the long response time of a tertiary storage system limits
its use in interactive video archive applications. In this chapter, we continue our
study of storage systems for video archives by investigating how the performance
can be improved by utilizing secondary storage as part of the storage system.

To improve both the throughput and the response time of a video archive,
magnetic disks can be used instead of tertiary storage devices. While this in-
creases the performance by orders of magnitudes, it also increases the cost of the
video archive significantly. A less costly way to improve the performance is to use
magnetic disks for storing the most frequently accessed video sequences. This is
commonly referred to as a cache. Caching is a well-known technique used at all
levels in a storage hierarchy for improving the performance. The goal of using
a cache is to achieve an average access time close to the access time of the faster
storage medium, while keeping the storage cost for the system close to the stor-
age cost of the slower storage medium. Since the cache in our study consists of
magnetic disks and is used for storing video sequences, we interchangeably refer
to it as a disk cache or a video cache.

The purpose of this chapter is to investigate some of the effects the use of a
disk cache may have on the performance and cost of a video archive based on
tertiary storage. The main issues studied in this chapter are:
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1. Cache hit rate and performance. In order to benefit from using a disk
cache, it is necessary that a high number of the requests can be served from
the cache. Two of the main factors that determine the fraction of the re-
quests that can be delivered from the disk cache are the size of the cache
and the access distribution. We study what influence these two factors have
on the cache hit rate and how this may improve the performance of the
video archive and reduce the cost of retrieving videos.

2. Disk cache size versus tertiary bandwidth. Both increasing the size of the
disk cache and increasing the bandwidth of the tertiary storage system may
improve the performance of a video archive. We study the relationship be-
tween increasing the size of the disk cache and increasing the number of
tertiary drives used in the library units.

3. Allocation strategies. In Chapter 13, we investigated strategies for allocat-
ing videos to storage media and library units in a tertiary storage system. In
this chapter, we study the same allocation strategies in order to determine
whether the conclusions made in Chapter 13 are influenced by introducing
a disk cache.

The focus in this chapter is on how the performance and cost of a video archive
using tertiary storage can be improved by using a disk cache and how inclusion
of a disk cache affects the tertiary storage system. We assume a very simple model
for the disk cache, and do not study the disk cache or technologies for building
disk caches in detail. In Section 14.5, we provide a detailed example of how a disk
cache might be implemented.

14.1 Simulation Overview

The video archive simulator was presented in Chapter 9. As shown in Figure 9.1,
the tertiary storage system is augmented by including disk drives. These disk
drives constitute the video cache, and is used for caching the most recently ac-
cessed video sequences. If a requested video sequence is available in the video
cache, it is delivered from the cache. If the video cache does not contain a copy of
the requested video sequence, it is retrieved from the tertiary storage system. For
the videos retrieved from the tertiary storage system, pipelining1 is used for re-
ducing the response time (Ghandeharizadeh et al., 1995; Chan and Tobagi, 2003).
As soon as the first blocks of the video sequence are available in main memory or
in the disk cache, the streaming of the video to the user is started.

In order to compare results in this chapter to results presented in the previous
chapters, we use the same amount of video in the archive. Thus, the simulated
archive contains 10,000 hours of 5 Mbit/s video. By including a disk cache in

1In (Chan and Tobagi, 2003) this is referred to as stage-streaming.
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the video archive, the size of the cache becomes a new configuration parameter
that must be set in order to optimize the performance and cost of the archive.
To cover the most realistic cache sizes, we vary the size of the cache from 0.1 to
30 percent of the total storage requirement. With a total amount of 20.5 TB of
video data, the cache size will be from 20 GB to 6000 GB. For the tertiary storage
system, we use the same configurations as in the previous chapters. In most of
the simulations, each library unit contains four media drives. In order to reduce
the amount of simulation time, we use the Uniform allocation strategy (defined
in Section 13.1) in most of the simulations. In Section 14.4, we study the effect
of different allocation strategies, and will in particular compare the use of the
Uniform allocation strategy to use of other allocation strategies.

14.1.1 Evaluation Criteria

As in the previous chapters, we use throughput, response time, and cost as the
main evaluation criteria. The introduction of a disk cache does not change how
we compute the throughput or cost numbers for the system, but for measuring
and interpreting the response time there are a few issues that must be taken into
account.

The response time is measured as the amount of time from the user requests
a video sequence until the video cache starts delivering the video to the user.
Since a requested video sequence either is available in the disk cache, or has to be
retrieved from the tertiary storage system, the following two cases are used for
computing response times:

1. For video sequences already present in the video cache, the response time
is zero.

2. For video sequences that must be retrieved from tertiary storage, we use the
response time of the tertiary storage system. Pipelining is used (Ghande-
harizadeh et al., 1995; Chan and Tobagi, 2003), and our model assumes that
the disk cache does not introduce any significant delay to the response time.

To use a zero response time for the disk cache is obviously not correct. The
main reason for doing this is that the response time of a disk-based system is
several orders of magnitudes lower than the response time of the tertiary storage
system (tens of milliseconds compared to seconds). The main goal of this study is
to investigate how the performance of a tertiary storage system can be improved
by using a disk cache. To make a more realistic performance model of the disk
cache would complicate the overall simulation model, and make the results of this
study depend of the architecture and strategies used by the disk cache for deliver-
ing video sequences to users. In Section 4.4, we gave an overview of some of the
technologies and strategies that can be used for implementing a disk-based stor-
age system for use as a video cache. In Section 14.5, we provide a more detailed
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model of one possible disk cache design and evaluate the resources required for
delivering video from the disk cache.

One problem related to using the average response time as a performance
criterion is that retrieval of video sequences either includes only the disk cache,
or both the tertiary storage system and the disk cache. Thus, the measured re-
sponse times fall into two sets. The first set contains the video sequences that can
be delivered from the disk cache. The second set contains the video sequences
that must be retrieved from tertiary storage. Since, (hopefully) most of the re-
quests can be served directly from the disk cache, the average response time
will be rather low even when the response time for the requests that have to be
served from the tertiary system is high. Thus, for a user requesting one video
sequence, she will very seldom experience the average response time. Frequently,
video playback may start immediately, but in some cases she has to wait a rather
lengthy time. Because of this, we present a few examples that include both the
average response time of all the requests and the average response time of the
requests that have to be retrieved from tertiary storage.

14.2 Cache Hit Rate and Performance

For a video archive using a tertiary storage system as the main video store and
a disk cache for caching the most used videos, either the tertiary storage system
or the disk cache may become the bottleneck that limits the performance of the
archive. With our model for the disk cache, the performance of the archive will be
limited by the performance of the tertiary storage system. Thus, the main factor
influencing the average response time and limiting the throughput of the video
archive is the fraction of the requests that require access to the tertiary storage
system.

For any system utilizing a cache, it is important that as many as possible of
the requests can be served from the cache. The fraction of the requests that can be
delivered from the cache is called the cache hit rate. In general, the cache hit rate
is determined by the following factors:

cache hit rate = f (data volume; cache size; replacement policy; access distribution)

In this section, we study how these factors influence the cache hit rate, the perfor-
mance and the cost of a video archive. In this study, the factors will take on the
following values:

� Data volume. The amount of video data is constant. As in the previous
chapters, the video archive contains 10000 hours of 5 Mbit/s video. The
configurations for the tertiary storage system are given in Table 12.2. Each
library unit contains four tertiary drives.
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� Cache size. The size of the disk cache is varied between 20 GB and 6000 GB,
i.e., the disk cache is able to store from 0.1 percent to about 30 percent of the
videos.

� Replacement policy. The LRU replacement policy is used for determining
which video sequences to remove from the cache in order to make room
for new video sequences. The granularity for replacement is entire video
sequences. Alternative replacement policies for use in a disk cache have
been proposed by (Ghandeharizadeh and Shahabi, 1994; Lau and Lui, 1996;
Cha et al., 2002). Also, most of the caching strategies for caching parts of
videos in main memory presented in Section 4.3 could have been extended
to use in a disk cache. Most of these strategies are page based and do not
consider entire videos for replacement. We selected to use LRU due to its
simplicity and since we wanted a replacement policy that replaced entire
video sequences in the cache. We do not use any form for trail-deletion to
reduce the amount of space occupied by each video sequence (Chan and
Tobagi, 2003).

� Access distribution. For studying the effect different access distributions
have on the cache hit rate and the performance, we use the Uniform, 80/20,
and 90/9/1 access distributions described in Chapter 12.

As the total amount of video data and the replacement strategy are fixed in
this study, the focus of this section will be on studying the effect the cache size
and access distribution has on the cache hit rate, the performance, and the cost of
a video archive.

14.2.1 Throughput

To study the effects the cache size and the access distribution have on the per-
formance of a video archive, we study the throughput of the video archive. The
main goal is to show the main consequences of the cache size and the access dis-
tribution, not to study the performance of the system in details.

As in previous chapters, the criterion used for the throughput is the number
of requests that can be served with a limit on the average response time. This
far, we have mostly used 180 seconds as the response time limit. In this section,
we use response time limits that are proportional to the response time of an idle
tertiary storage system using the different tertiary storage technologies. In order
to be able to compare some of the results in this section to results from previous
chapters, 180 seconds are used as the average response time limit for the archive
using MLR1 drives. This is 85% higher than the average response time of an idle
library unit using MLR1 drives. For the archives using Magstar and DVD drives,
we selected 41 and 12 seconds as the response time limits, which are 85% higher
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Figure 14.1 Throughput as function of cache size for three different access
distributions. Each request is for a one minute video sequence. Limits for
the average response time are 180 seconds for MLR1, 41 seconds for Magstar,
and 12 seconds for the DVD drive.
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Figure 14.2 Throughput as function of cache size for three different access
distributions. Each request is for a one hour video sequence. Limits for the
average response time are 180 seconds for MLR1, 41 seconds for Magstar,
and 12 seconds for the DVD drive.
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than the response time of an idle library unit using the corresponding tertiary
storage technologies.

To determine the throughput of the video archive, we perform simulations for
each of the access distributions. The cache size is used as the independent simula-
tion variable. The resulting throughput numbers for retrieval of video sequences
of one minute and one hour are presented in Figure 14.1 and Figure 14.2.

From studying the throughput curves for the three access distributions, the
following can be observed:

� 90/9/1. In all figures, it is obvious where all the video sequences of the hot
partition more or less always are present in the disk cache. This happens
when the disk cache has a size of approximately 500 GB. The hot partition
contains one percent of the videos, or 210 GB of video data. The reason the
size of the cache has to be about twice as large as the hot partition, is due to
that the hot video sequences have to compete with the warm and cold video
sequences for space in the cache.

� 80/20. For the 80/20 access distribution, the size of the warm distribution
is about 4 TB. Thus, in our simulations, most of the accesses to warm video
sequences can be served from the disk cache when the size of the disk cache
is 6 TB. With this size of the cache, 74 percent of the requests are delivered
from the cache.

� Uniform. With a uniform access distribution, the throughput curves in Fig-
ure 14.1 and 14.2 show that the number of requests that can be served is
rather low compared to the other two access distributions. A 6 TB disk
cache is able to store 29 percent of the video sequences.

It is important to note that the throughput curves in these figures are depen-
dent on the limit specified for the average response time. If we had specified a
higher or lower limit on the average response time, the throughput for the archive
would have become slightly higher or lower.

Cache Hit Rates

The reason for the increased throughput as more storage space is added to the
disk cache or as the access distribution becomes more skewed is that a higher
fraction of the popular video sequences are present in the cache. Figure 14.3 con-
tains the cache hit rate for all throughput curves in Figure 14.1 and Figure 14.2.
With a cache size of 1 TB, which corresponds to five percent of the total amount
of video data, for the 80/20 access distribution only 15 percent of the requests can
be served directly from the cache. For the 90/9/1 access distribution, 83 percent
of the requests can be served from the cache. If the cache size is increased to 6 TB,
the cache hit ratio is increased to 74 percent for the 80/20 access distribution, and



14.2 Cache Hit Rate and Performance 261

0

20

40

60

80

100

0 1000 2000 3000 4000 5000 6000

C
ac

he
 h

it 
(p

er
ce

nt
)

Cache size (GB)

Uniform

80/20

90/9/1

Figure 14.3 The cache hit probability of the three access distributions given
as a function of the size of the disk cache. The figure contains the cache hit
curves for all throughput curves in Figure 14.1 and 14.2.

to 91 percent for the 90/9/1 access distribution. For the uniform access distri-
bution, with cache sizes of 1 TB and 6 TB, respectively 5 and 29 percent of the
requests can be served directly from the cache.

From studying the throughput curves in Figure 14.1 and 14.2 and the cache
hit rates in Figure 14.3, we see that the size of the disk cache and the access distri-
bution have the following effects on the performance of the storage system:

1. Both the size of the disk cache and the access distribution have a large im-
pact on the achieved throughput.

2. The more skewed the access distribution becomes, the higher throughput
can be achieved, and the smaller can the cache be and still provide a high
cache hit rate.

3. For access distributions close to being uniform, the effect of using a disk
cache is small.

4. The cache hit curves overlap for each of the access distributions. This shows
that the cache hit rate is independent of both tertiary storage technology and
the length of the requested video sequences.
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Figure 14.4 (a) Average response time for the requests that must be served
from tertiary storage. (b) Utilization of the tertiary drives. These figures are
based on the simulations for the throughput numbers in Figure 14.1(a) using
MLR1 drives in the library units.

We have kept the average response time constant in these simulations. As
throughput and cache hit rate increase due to a larger cache size or a more skewed
access distribution, the following happens to the performance of the tertiary stor-
age system:

� The response time of the requests served by the tertiary storage system will
increase. This is due to that a smaller fraction of the total number of requests
have to be retrieved from tertiary storage. An example of how the response
time increases as the cache size is increased is given in in Figure 14.4(a).

� The utilization of the tertiary storage system is increased. An example of
the tertiary drive utilization as the cache size is increased is given in Fig-
ure 14.4(b).

Throughput Improvement

To illustrate the throughput improvement that can be achieved by using a disk
cache compared to the throughput of using only the tertiary storage system, we
show one example. In Figure 14.5, the throughput improvement in percent is
given for a system utilizing MLR1 drives. The throughput improvement is com-
puted using the throughput numbers in Figure 14.1(a) and Figure 14.2(a) and the
throughput of the corresponding tertiary storage system as given in Table 13.2.

These two figures show that the relative throughput can be increased much by
using a disk cache. Using a 1 TB disk cache improves the throughput with almost
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Figure 14.5 The throughput improvement in percent by using a video cache
compared to a system with no caching. For the system with no cache, the
throughput numbers for the Uniform allocation strategy in Table 13.2 are
used. The video archive contains four MLR1 drives in each library unit.

700 percent when retrieving short video sequences accessed with a 90/9/1 access
distribution. If the video sequences are one hour long, the improvement is almost
1500 percent. If the access distribution is 80/20, the corresponding improvement
numbers for retrieval of short and long video sequences are 23 and 104 percent
respectively.

The improved throughput for long video sequences compared to short video
sequences is mainly due to the throughput numbers for the tertiary storage sys-
tem used as a reference. With a maximum average response time of 180 seconds
for the tertiary storage system, the drive utilization is lower for retrieval of long
video sequences compared to retrieval of short video sequences. Thus, there are
more free resources in the tertiary storage system that can be utilized when the
disk cache is added.

For a video archive using Magstar or DVD drives, the throughput improve-
ment in percent would be in the same range as the throughput improvement
when using MLR1 drives.

14.2.2 Response Time

Just as the cache size and access time distribution have a huge impact on the
throughput of a video archive, the same factors will result in improved response
times. The purpose of this subsection is to show some examples that illustrate
how the response time is influenced by both the cache size and the access distri-
bution.



264 Caching Video Sequences using a Disk Cache

0

20

40

60

80

100

120

140

160

180

200

0 1000 2000 3000 4000 5000 6000

R
es

po
ns

e 
tim

e 
(s

)

Cache size (GB)

Uniform
80/20

90/9/1

(a) Response time, all requests

0

20

40

60

80

100

120

140

160

180

200

0 1000 2000 3000 4000 5000 6000

R
es

po
ns

e 
tim

e 
(s

)

Cache size (GB)

Uniform
80/20

90/9/1

(b) Response time, tertiary storage system

Figure 14.6 Average response time for a video archive using MLR1 drives as
function of cache size and access distribution. The load is constant, 532 re-
quests per hour for one minute long video sequences.

To illustrate the effect the cache size and the access distribution have on the
response time, Figure 14.6(a) shows the response time for a video archive using
MLR1 drives for the three access distributions. The load on the archive is con-
stant. The main conclusion from studying this figure is that the more skewed the
access distribution is, the more effect do we get from including a disk cache. In
this example, by including a 1 TB disk cache, the response time is reduced by
91 percent when the access distribution is 90/9/1, 36 percent when the access
distribution is 80/20, and by 14 percent when the access distribution is uniform.

There are two reasons for the large reduction in average response time:

1. As the cache hit rate is increased due to a larger disk cache or a more skewed
access distribution, the number of requests that can be served directly from
the cache increases.

2. As the number of requests that can be served from the cache increases, the
load on the tertiary storage system is reduced. This results in lower average
response time for the requests that have to be served by the tertiary storage
system. This is shown in Figure 14.6(b), which shows the response time of
the requests to the tertiary storage system.

It is important to note that these response time curves are dependent on the
load on the archive. Thus, with a different load, the reduction in the average re-
sponse time would be different. Still, these results show that the size of the cache
has a large impact on the response time, and the more skewed the access distri-
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Cache size Short video sequences Long video sequences

Percent GB MLR1 Magstar DVD MLR1 Magstar DVD

0 0 98.1 21.8 6.3 96.2 21.7 6.7
1 200 43.8 10.0 2.9 43.7 9.7 2.9
2 400 19.6 4.4 1.3 19.0 4.2 1.3
5 1000 16.8 3.7 1.1 16.1 3.6 1.1

10 2000 14.7 3.3 1.0 14.0 3.1 0.9
20 4000 11.0 2.5 0.7 10.6 2.4 0.7
30 6000 8.7 1.9 0.6 8.4 1.8 0.6

Table 14.1 Average response times for a lightly loaded video archive for dif-
ferent cache sizes. The requests are generated using the 90/9/1 access distri-
bution.

bution is, the smaller may the disk cache be and still result in a large reduction in
the average response time.

For the other storage technologies and for different lengths of the video se-
quences, the reduction in response time will be similar. Table 14.1 contains the
average response times for a lightly loaded video archive using each of the stor-
age technologies. The 90/9/1 access distribution is used. These numbers show
that the relative reduction in the average response time is largely unaffected by
the type of drive or the size of the requested video sequences.

14.2.3 The Cost of Using a Disk Cache

As expected, and confirmed by simulations, caching the most frequently accessed
video sequences on hard disks, greatly improves both throughput and response
time of a video archive. However, despite the recent years’ dramatically reduced
prices, a disk cache will still represent a significant part of the total cost of a video
archive. The purpose of this subsection is to give an example showing how the
cost of storing and retrieving videos is influenced by using a disk cache. We use
the same archive configuration as when studying throughput and response times.

Cost per Stream

We use the cost per stream to represent the cost of retrieving videos stored in
the video archive (Chervenak, 1998). In Figure 14.7 the cost per stream for the
throughput simulations in Figure 14.1 and 14.2 is presented. Since the cost per
stream is dependent on the throughput of the system, it is important to keep in
mind that the actual values presented in this figure are dependent on the limit we
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Figure 14.7 The cost per stream for the three different access distributions
using each of the tertiary media drives. The cost per stream is based on the
throughput simulations in Figure 14.1 and 14.2.

have chosen for the average response time. From studying this figure, the main
observations are as follows:

� When the access distribution is non-uniform, the cost per stream can be
substantially reduced by including a disk cache. In our simulations, the
results from using the 90/9/1 access distribution show that by including
a 1 TB disk cache, the cost per stream is reduced by 85 to 90 percent for
retrieval of both short and long video sequences using any of the tertiary
storage technologies.

� If the access distribution is uniform, the effect on the cost per stream of
including a disk cache is more uncertain. In our example, the cost per stream
increases for an archive using MLR1 drives, while it decreases for an archive
using Magstar drives. The reason for this difference is the high cost of the
Magstar drive, which makes the bandwidth of this drive more expensive
compared to the storage cost of the hard disks. For an archive using DVD
disks, there is a slight increase in the cost per stream when increasing the
size of the disk cache.

� Using DVD drives in the tertiary storage system provides the lowest cost
per delivered video sequence. For retrieval of short video sequences, using
MLR1 drives results in the highest cost per delivered video sequence, while
for retrieval of long video sequences, using Magstar is most expensive. As
the length of the videos increases, the relative difference between using tape
drives and DVD drives is reduced.
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The reason the cost numbers in Figure 14.7(b) are very high for small cache sizes,
is that the size of the disk cache limits the number of video sequences that can be
stored in the cache, and thus also limits the number of delivered video streams.

Storage Cost

For some applications, the storage cost is the most important criterion for select-
ing which tertiary technology to use. In Section 9.4, we gave an overview of the
storage cost for using the different storage technologies we are discussing in this
thesis and the cost of including a disk cache. The total cost of the video archive
is not dramatically increased by including a disk cache. For the archive config-
urations studied in this section and using MLR1, Magstar, and DVD drives, the
storage cost is increased by 20, 4, and 10 percent respectively by including a 1 TB
disk cache.

It is important to note that in this section we have studied the cost of a video
archive that contained four tertiary drives in each library unit. It is not neces-
sarily four drives per library unit that is the optimal choice. In Section 14.3, we
investigate how to select the cache size and the number of tertiary drives in order
to reduce the cost of the video archive.

14.2.4 Validation of the Simulated Video Cache

We end this section with a validation of the simulated video cache and the cor-
responding cache hit rates. Common for the three access distributions used in
this section is that they divide the total data volume into one or several parti-
tions, where the access distribution within each partition is uniform. Given this,
the LRU buffer model developed by Bhide, Dan and Dias (1993) can be used for
computing the cache hit probability as a function of the cache size. We refer to this
model as the BDD LRU buffer model. We use the opportunity of having both
simulated cache hit probabilities and an analytical model for the cache hit prob-
ability to validate that the implemented simulator for the video cache performs
correctly with regards to the LRU replacement strategy.

Figure 14.8 contains the cache hit rates from the throughput simulations pre-
sented in Figure 14.1 and 14.2. As this figure shows, the cache hit curves for
the different access distributions overlap. The BDD LRU buffer model is used
for computing the corresponding cache hit probabilities. The computed cache
hit probabilities are included in Figure 14.8 as points along each of the cache hit
curves. The figure shows that the values computed by the BDD LRU buffer model
and the simulated values overlap. By studying the numbers behind the cache hit
curves, we find that the difference between the computed values and the simu-
lated values is less than one percent when the size of the video cache is larger
than 100 GB. If the disk cache is less than 100 GB and is used for storing video
sequences of one hour, we find larger differences between computed and simu-
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Figure 14.8 Cache hit probability as a function of the size of the disk cache.
The curves contain the results from the simulations in Figure 14.1 and 14.2.
The points along the curves are computed using the BDD LRU buffer model
(Bhide et al., 1993).

lated cache hit probabilities (up to three percent). The reason is that the cache can
only hold a few video sequences of this size, and as soon as one video is stored in
the cache it will be locked in the cache for at least one hour. The negative effect
of having long video sequences occupying a large fraction of the cache when the
cache size is small could have been reduced by use of trail-deletion (Chan and To-
bagi, 2003). This would have reduced the contention for cache space, but would
also reduce the cache hit rate.

14.3 Disk Cache Size and Tertiary Bandwidth

In the previous section, we studied the effect of adding a disk cache to a tertiary
storage system in order to improve the performance and reduce the cost of re-
trieving videos. We showed that increasing the size of the disk cache, improves
both throughput and response time. But as shown in earlier chapters, there are
other factors that influence the performance and cost. In our simulation model the
three main factors that determine the performance and cost of the video archive
are:
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1. Tertiary storage technology. As we have seen in this and the previous chap-
ters, the choice of tertiary storage technology has a large impact on the per-
formance and cost of the tertiary storage system.

2. Tertiary bandwidth. The number of tertiary drives determines the band-
width of the tertiary storage system. Increasing the number of drives in
each library unit does not increase the cache hit rate, but increases the num-
ber of requests that can be retrieved from tertiary storage, i.e., those requests
that correspond to cache misses.

3. Disk cache size. As shown in this chapter, increasing the size of the disk
cache improves the cache hit rate, and thus increases the number of requests
that can be delivered directly from the disk cache. Increasing the size of the
disk cache, will usually also increase the bandwidth of the cache.

Since both adding hard disks and tertiary drives increase the performance of the
system, the interesting question is: Should we add more hard disks to the disk cache,
or should we include more drives in the tertiary library units in order to improve the
performance of a video archive?

The purpose of this section is to study the relationship between the size of
the disk cache and the number of tertiary drives in the tertiary storage system.
We use the relationship between the cost and the throughput of the system as
the main criterion for determining whether it is better to add more hard disks or
more tertiary drives. The goal is to determine how the size of the disk cache and
the number of drives are related, and to determine how this can be used to build
a video archive with a given performance a the lowest possible cost.

A similar study has been performed by Chan and Tobagi (1999). They study
how to design hierarchical storage systems for use in video servers. Their focus
is on determining the required bandwidth and storage space given the perfor-
mance requirements. They develop an analytical model for the performance of
a disk cache and a tertiary library unit. Compared to our model of the tertiary
storage system, they use a very simple model for the library unit. They only con-
sider the bandwidth of the tertiary drives and do not include any delays due to
mount and seek times or the robot. They also assume that the aggregate tertiary
bandwidth can be used for reading a single video from the tertiary library. This
model combined with simulations is used to determine the required bandwidth
and storage capacity of the disk cache and the required bandwidth of the ter-
tiary library unit. One of their main conclusions is that a higher tertiary bandwidth
can generally be traded with a lower secondary storage, and vice versa (Chan and To-
bagi, 1999). In (Chan and Tobagi, 1999), the videos are completely staged in the
disk cache before streamed to the user. In (Chan and Tobagi, 2003), the analytical
model is extended to support stage-streaming in order to reduce the response time.
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Drives: 1, 2, 4, 6, 8, 10
Cache sizes (GB): 2002, 300, 400, 500, 1000, 2000, 3000, 4000

Table 14.2 The number of drives per library unit and cache sizes used in the
simulations in Section 14.3.

Example

We start with an example to illustrate this issue. Figure 14.1(a) shows the through-
put of a video archive utilizing nine library units each containing four MLR1
drives. The size of the disk cache is varied from 20 GB to 6 TB. Assuming the
access distribution to be 90/9/1, Figure 14.1(a) shows that using a 1 TB disk
cache, the archive is able to handle approximately 4100 requests for short video
sequences during one hour. If the use of the archive increases, the throughput
has to be increased correspondingly if we want to avoid increasing the average
response time. As Figure 14.1(a) shows, by doubling the size of the disk cache
the throughput can be increased from about 4100 requests per hour to about 4800
requests per hour, or a 17 percent throughput increase. One terabyte of hard disk
is rather costly. With the price of hard disks we use in our simulations (see Ta-
ble 9.8), one terabyte of disk costs $ 48,500. Could the performance of the archive
be improved more by using the money on other hardware equipment than disk
drives? The simulations performed in this section will answer this question.

14.3.1 Retrieval of Short Video Sequences

In order to study the relationship between cost and performance of a video archive
using a disk cache and a given tertiary storage technology, we study the through-
put of the archive as a function of the number of tertiary drives used in each
library unit and the size of the disk cache. To reduce the simulation time, we per-
form the simulations for a limited number of combinations of drives per library
unit and disk cache sizes, as given in Table 14.2. For each of the three tertiary
drive types, we determine the throughput for each combination of the number of
tertiary drives and cache sizes by means of simulations. We use the 90/9/1 access
distribution and 30 seconds as the limit for the average response time.

Tandberg MLR1

Figure 14.9 contains the simulation results when using the MLR1 drive for re-
trieval of short video sequences of one minute. Since the goal is to study the rela-
tionship between the performance and the cost of the system, we present the sim-
ulation results as parametric graphs. The independent simulation variable (number
of drives or cache size) is not shown on either axis. As we change the value of
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Figure 14.9 Throughput and storage cost of a video archive when varying
the size of the disk cache and the number of drives. The figures contain
simulations results using 1, 2, 4, 6, 8, and 10 MLR1 drives per library unit,
and cache sizes of 300, 400, 500, 1000, 2000, 3000, and 4000 GB. The size of
the requested video sequences is one minute.

the simulation variable, it traces a curve for the relationship between the through-
put and the cost. In Figure 14.9(a) we present the storage cost as a function of the
throughput using the cache size as the independent variable. For each of the dif-
ferent number of drives in each library unit, we make a separate line. Thus, on
each line, the first point corresponds to a cache size of 3002 GB and the last point
corresponds to a cache size of 4000 GB. In Figure 14.9(b), the same simulation re-
sults are presented, but this time we use the number of drives in each library unit
as the independent variable. Thus, each line now corresponds to a fixed cache
size. It is important to note that the curves in Figure 14.9(a) and 14.9(b) are based
on the same simulation results, but different ways to present the results are used.

The first important observation in Figure 14.9(a) is that when using MLR1
drives, we should let the requested throughput determine the number of drives
in each library unit. For example, if the expected maximum load on the system
is between 2000 and 3000 requests per hour, the figure shows that four drives per
library unit give the lowest cost. (It is important to note that Figure 14.9 does
not contain simulation results for three and five drives per library unit). Second,
from Figure 14.9(a), we observe that for a given number of drives, there is only
a limited part of the cache size curve where it gives the lowest cost. By count-
ing the marks on the cache size curve and looking up the corresponding value

2For retrieval of short video sequences using MLR1 drives, a disk cache of 200 GB was not
enough to retrieve video sequences with the given throughput criterion.
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in Table 14.2, we find that for all curves in Figure 14.9(a), the cache size should
be between 300 GB and 1000 GB. If a smaller cache size is considered, we should
instead reduce the number of MLR1 drives. Similarly, if a larger cache size is con-
sidered, increasing the number of tertiary drives would be a better option. These
two observations become even more clear when we study Figure 14.9(b). This
figure shows that of the selected cache sizes we have used in these simulations,
500 GB is the cache size that gives the least total cost. Thus, using MLR1 drives
for retrieving short video sequences, the optimal configuration of a video archive
with regards to both cost and performance should have a disk cache somewhere
between 300 GB and 1000 GB. Then, the number of MLR1 drives should be se-
lected so that the archive fulfills the throughput requirement.

Before studying the simulation results for Magstar and DVD, we briefly re-
turn to the example we started out with. Figure 14.1(a) showed that by doubling
the disk cache (from one TB to two TB), the throughput would increase by 17 per-
cent. With the exception for having used a lower limit on the maximum average
response time, the curve for 4 drives in Figure 14.9(a) contains the same simula-
tion results as the curve in Figure 14.1(a). The fourth bullet on this curve gives
the throughput and cost for an archive with a 1000 GB disk cache. The fifth bul-
let gives the throughput and cost when the cache size is doubled. As the figure
shows, the cost increases approximately by $ 47,000, or by 17 percent. Instead of
buying one TB of extra hard disks, we could have increased the number of ter-
tiary drives to six. (Five drives would probably have been enough to increase the
throughput by more than 17 percent, but since we do not have simulation results
using five drives, we use the results for six drives in this example.) By studying
the numbers behind the curve using six tertiary drives in Figure 14.9(a), we find
that the throughput increases by 64 percent (from 3050 requests to 5000 requests
per hour), while the cost only increases by 10 percent. Thus, we save $ 20,000
by increasing the number of tertiary drives in the library unit by two instead of
doubling the cache size.

IBM Magstar

For an archive using Magstar drives, the situation is very different. Figure 14.10(a)
contains the simulation results using Magstar drives. The cache size is the inde-
pendent simulation variable along each curve in the figure. As Figure 14.10(a)
shows, for the cache sizes used in these simulations, it is most cost efficient to
increase the size of the disk cache instead of increasing the number of drives in
the tertiary library units. Thus, an owner of a video archive using Magstar drives
should start with one drive per library unit. As the throughput requirement in-
creases, she should add hard disks to the disk cache until the size of the disk cache
is at least 4 TB. Only if the load increases further, she should add more tertiary
drives. The reason for using a larger disk cache when using Magstar drives com-
pared to using MLR1 drives is the higher cost of the Magstar drive compared to
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Figure 14.10 Throughput and storage cost of a video archive using Magstar
and DVD drives when varying the size of the disk cache and the number of
drives as specified in Table 14.2. The size of the requested video sequences is
one minute.

the cost of the MLR1 drive (see Table 9.9 for prices used for the tertiary drives).

DVD

Figure 14.10(b) contains the corresponding simulation results using DVD drives
in the library units. In Section 10.2.2 we concluded that with the robot specifi-
cation used in these simulations, four DVD drives was the maximum number of
drives each robot could handle efficiently when retrieving short video sequences.
The simulation results in Figure 14.10(b) show the same. Using eight or ten DVD
drives in each library unit adds almost nothing to the throughput, and only in-
creases the cost. Thus, using more than six DVD drives in each library unit is
wasted resources. For an archive configuration where the number of drives is six
or less, the curves in Figure 14.10(b) show approximately the same behavior as
for the MLR1 drive. Ideally, the cache size should be in the interval from 300 GB
to 500 GB, and then the number of DVD drives should be high enough to achieve
the necessary throughput. Only if more than six drives are needed, the size of the
disk cache should be increased.

14.3.2 Retrieval of Long Video Sequences

We performed the same simulations for retrieval of long video sequences of one
hour. For all three tertiary drives, the results are presented in Figure 14.11. By
studying these figures, we find that using the three different tertiary drives for re-
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Figure 14.11 Throughput and storage cost of a video archive using each of
the three drive types when varying the size of the disk cache and the number
of drives as specified in Table 14.2. The size of the requested video sequences
is one hour.
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Drives per Cache Total Cost per
Libraries library size cost stream

MLR1 9 10 2000 405900 0.0077
Magstar 23 2 500 917400 0.017
DVD 24 1 400 458100 0.0087

(a) Short video sequences

Drives per Cache Total Cost per
Libraries library size cost stream

MLR1 10 10 2000 444400 0.085
Magstar 25 4 2000 1494400 0.28
DVD 25 4 1000 527200 0.10

(b) Long video sequences

Table 14.3 Archive configurations and cost numbers used in the examples.

trieval of long video sequences gives similar performance results as when using
them for retrieval of short video sequences. The main difference is for the DVD
drive. For retrieval of short video sequences (see Figure 14.10(b)), the robot was
the limiting resource when increasing the number of drives in each library unit.
As shown in Figure 14.11(c), for retrieval of long video sequences the robot is not
a limiting factor for the performance. We do not go further into details about the
simulations results in Figure 14.11, but only briefly summarize the main results.
Using MLR1 and DVD drives, the size of the disk cache should be between 400
and 1000 GB, and the number of tertiary drives should be selected so that the re-
quested throughput is achieved. Using Magstar drives, a large disk cache should
be used (larger than four TB), and the number of tertiary drives should be kept as
low as possible.

14.3.3 Case Study

In this section, we have investigated the cost of a video archive as a function of the
requested throughput and archive configuration (size of disk cache and tertiary
drive type). To make some of these cost figures more comprehensible, we end
this section with two small examples.

The first example is a news archive storing short video clips. We assume the
amount of video and access distribution are the same as we have used earlier in
this chapter. The average size of the requested video sequences is one minute. The
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owner wants the archive to be able to handle maximum 10,000 requests per hour.
By studying the numbers behind the curves in Figure 14.9 and 14.10, we find the
least costly configurations for the archive using each of the three tertiary media
drives. These configurations are given in Table 14.3(a). To make this example
more realistic, we assume the average utilization to be twenty percent. Thus, in
average, the system delivers 2000 news clips to users each hour. Further, if we
assume that each of the hardware components of the archive have an average
life time of three years, we can compute the average cost of retrieving one video
sequence. These numbers are given in the last column of Table 14.3(a). Using the
least costly configuration, the archive cost contributes with $ 0.0077 to the total
cost of delivering one news clip of one minute to a user.

In the second example, the archive is used for a video-on-demand service. The
requirement is that it should be able to handle a maximum load of 1000 requests
for movies per hour. Although most movies are longer than one hour, we use one
hour as the average movie length since this is the size we have used in our sim-
ulations. We assume that in average 200 movies are requested each hour. From
Figure 14.11, we get the possible archive configurations given in Table 14.3(b).
As in the first example, we assume an average discount time for the hardware
components to be three years. Thus, the archive cost per movie delivered to a
user can be computed as the total cost of the archive divided by the number of
movies delivered during three years. These costs are given in the last column of
Table 14.3(b). Today, it costs about two or three dollars to rent a movie in a movie
store. Compared to this, an archive cost of $ 0.085 per movie is only about four
percent of today’s video rental cost.

In both of these examples, we have only considered the cost of the storage
equipment. This is only one of several factors which add to the final cost of deliv-
ering a news clip or a movie to a user. We have not considered cost of the video
server software and hardware or network cost. For example, having a network
infrastructure capable of delivering a total of 5 Gbit/s of data to users of distances
up to several kilometers are still rather costly. Also the cost of operating such a
service and royalties to content owners add substantially to the total price.

14.4 Effect of Data Placement on Tertiary Media

We end this investigation of the use of a disk cache with a study on the effect
different allocations of the video sequences to tertiary storage media and library
units have on the performance of the archive. In Chapter 13, we saw that the
throughput of a tertiary storage system using the best allocation strategy could
be as much as ten times higher than the same system when the worst allocation
strategy was used. In this section, we perform similar investigations in order to
find out if and how the results from Chapter 13 are changed by the introduction
of a disk cache.
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Figure 14.12 Throughput and average response time as function of cache size
for the different allocation strategies. Each request is for a one minute video
sequence. For the throughput simulations, the average response time limit
used is 20 seconds.
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Figure 14.13 Throughput and average response time as function of cache size
for the different allocation strategies. Each request is for a one hour video
sequence. For the throughput simulations, the average response time limit
used is 20 seconds.
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For each of the allocation strategies presented in Section 13.1, we perform sim-
ulations to determine the throughput and response time as a function of the cache
size. The throughput curves when retrieving short video sequences are presented
in the left column in Figure 14.12. We use an average response time limit of 20 sec-
onds as the criterion for the maximum throughput the archive can handle. In the
right column of the figure, we present response time curves for one constant user
load. The corresponding simulation results when retrieving video sequences of
one hour are presented in Figure 14.13.

Effect of Using Allocation Strategies

For all simulations, the curves in Figure 14.12 and 14.13 show that the assign-
ment of video sequences to tertiary storage media and library units is important
for the performance of the system. The difference in the performance of the al-
location strategies are larger for small cache sizes. For retrieval of short video
sequences using MLR1 drives in the library units, the throughput of the best al-
location strategy is up to six times higher than using the worst allocation strategy
(see Figure 14.12(a)). As the size of the disk cache is increased, the relative per-
formance difference becomes less, and with a cache size of 6 TB, the difference
in performance between the allocation strategies is less than two percent. The
reason the difference between the allocation strategies decreases as the size of
the disk cache increases, is that most of the hot and warm video sequences will be
present in the video cache. Only cold video sequences have to be fetched from ter-
tiary storage. Thus, the access probability for the video sequences being retrieved
from tertiary storage will be equal, and thus are not influenced by allocation strat-
egy. Actually, the allocation strategies that optimize the access time for hot and
warm video sequences, e.g., the Minimum Seek Time and the Hot Start of Media,
now perform slightly worse than the corresponding access strategies which put
the hot and warm video sequences on the physical or logical end of the medium
(e.g., the Maximum Seek Time and the Hot End of Media). Note that this is only the
case in this study since the video sequences in the cold partition have the same
access probability.

Comparing the Allocation Strategies

If we study the throughput and response time curves in Figure 14.12 and 14.13 in
order to find what are good and what are bad allocation strategies, we find that
for most of the allocation strategies there is little difference in the performance.
However, some of the allocation strategies perform notably better or worse than
the rest. For retrieval of short video sequences, the Minimum Seek Time strategy
yields the highest throughput and shortest response times for the tape based sys-
tems. For the DVD based system, the Hot Media strategy gives the best results.
This might be surprising, since all the hot videos should be available in the cache.
The reason the Hot Media strategy performs better is that the hot media is not



280 Caching Video Sequences using a Disk Cache

used at all. This reduces the number of DVD’s that are in use, and as a result, the
average number of requests served per load of a DVD is increased. For retrieval
of long video sequences, the Minimum Seek Time and Hot Start of Media give the
best performance. These two allocation strategies give the same results due to
identical assignment of video sequences to tertiary drives when only a few video
sequences can be stored on each storage medium.

Compared to the Uniform or Random allocation strategy, to use the Minimum
Seek Time strategy can notably increase the performance for the tape based sys-
tems. For example, an archive using MLR1 drives and a one terabyte disk cache
for storing short video sequences, the throughput can be improved by 46 per-
cent by using the Minimum Seek Time allocation strategy compared to using a
random allocation of the video sequences (see Figure 14.12(a)). Similarly, as Fig-
ure 14.12(b) shows, the average response time can be reduced from 28 seconds
to 18 seconds, an reduction by 36 percent. For an archive using Magstar the
throughput improvements by using the Minimum Seek Time strategy is 6 percent.
Similarly, for an archive using DVD, the throughput improvements by using the
Hot Media strategy is only 5 percent better than using the Uniform or Random allo-
cation strategy.

Comparing Results from Cache versus Non-Cache Study

If we compare these results to what we found in the similar study for the tertiary
storage system in Chapter 13, the main results are the same, with one important
exception. For retrieval of short video sequences without using a disk cache,
the Hot Media allocation strategy gave the best performance for a tertiary storage
system containing four media drives per library unit. The reason for this was that
each time a hot tertiary media was loaded into a drive, multiple requests could be
executed. When introducing the disk cache, these hot tertiary media are hardly
used since the video sequences stored on them already are present in the disk
cache.

14.5 Evaluation of the Video Cache Model

In this chapter, we have deliberately used a very simple model for the disk cache.
The only parameter specifying the disk cache has been the amount of video data
that can be stored in the cache. We have assumed the disk cache could deliver all
the requested videos and neglected any delays introduced by the disk cache in
the simulation model.

The reason for using such a simple model was mainly motivated by the fol-
lowing two reasons: First, by including a more detailed model of the disk cache in
the simulation model would have complicated the simulator even more. Second,
and most importantly, by including a more realistic model for the disk cache, the
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disk cache would influence the performance results and might become the bottle-
neck in the storage system. The simulation results would become dependent on
the architecture and the performance characteristics of the disk cache.

In real systems, it is likely that the disk cache will be one of the components
that limit the performance of a video archive server, but in our experiments the
main purpose was to study the behavior and performance of the tertiary storage
system.

The purpose of this section is to provide a more detailed analysis of how a
disk cache may influence the performance. We present a model of a disk cache in
order to illustrate the main operations the disk cache performs and the resources
it will consume in order to deliver the video streams to the user. An analytical
model of a tertiary storage system caching videos on disks are found in (Chan
and Tobagi, 1999; Chan and Tobagi, 2003).

14.5.1 Response Time

In our model we have assumed that the disk cache does not incur any delay to
the response time experienced by the user. For the requests served from tertiary
storage, we have used the response time of the tertiary storage. For the requests
served from the disk cache, we have used a zero response time. This is an opti-
mistic assumption. The purpose of this subsection is to provide data about what
would be a more realistic assumption for the response times.

Requests Served by the Disk Cache

The response time for requests served by the disk cache becomes highly depen-
dent on the strategies used for designing and implementing the disk storage sys-
tem. In Section 4.4, we gave an overview of the main strategies for designing a
storage system for a video server. For an archive of the size studied in this chap-
ter, it is likely that the video server will consist of multiple machines. In order to
achieve an even load on the server machines and the hard disks, the videos may
be distributed over multiple machines and disks by using some kind of strip-
ing (Özden et al., 1996b) or random data allocation (Santos et al., 2000). Common to
most disk based storage systems for video is that before streaming of video to the
user can be initiated, one or a few blocks of video data must have been read from
disk to a main memory buffer, and that the storage system must provide either
statistical or deterministic guarantees that it is able to continue retrieving data
from disk at minimum the same rate as the bandwidth of the video. To guarantee
this, many systems use round-based scheduling of the video streams. In such a
system, the initial delay is highly dependent on the length of each slot and when
the first free slot becomes available. A more detailed presentation of the factors
that influence the response time is found in (Chang and Garcia-Molina, 1997b).
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Analytical model. Chan and Tobagi (1999) present an analytical model for the
average start-up delay for a disk cache. This model assumes the disk cache has
bandwidth to serve a fixed number of video streams. The model estimates the
amount of time a new request has to wait for available bandwidth in order to
be started. The model shows that as the number of streams the disk cache is
able to deliver increases, the higher can the utilization of the system be without
increasing the initial response time. For a lightly loaded system, the initial latency
will be very low, but then increases rapidly when there are resource conflicts. As
an example, for a system capable of delivering 80 concurrent video streams, with
a utilization of 80 percent, the average response time will be about 10 seconds.
The model does not include the initial delays imposed by the disk scheduling
strategy or time needed for reading the first data buffers from disk.

Practical experiments. The Tiger video server uses striping of the video and
round-based scheduling for reading of data from disk (Bolosky et al., 1996). In
order to reduce the initial latency, thrifty scheduling is proposed (Douceur and
Bolosky, 1999). Using this scheduling strategy, at 90 percent utilization, the sys-
tem is able to deliver videos with an average response time of 1.38 seconds. The
Tiger video server has been deployed in several trials with hundreds of users.
From these experiments, it has been reported that the average response time for
starting a new video has been in the order of a few seconds (Jones, 1997). For the
RIO Multimedia Storage System, which uses random data allocation, even lower
response times have been reported (Santos and Muntz, 1998). For a system that
utilize 80 percent of the disk bandwidth, the “guaranteed” delay introduced by
the disk system is approximately one second. By use of replication of video data,
the “guaranteed” delay is reduced to approximately 200 milliseconds. For ex-
periments performed using the Elvira II video server, the average response time
when starting a new video was approximately 1.1 seconds (Brataas, Klovning,
Sandstå and Torbjørnsen, 1998b).

Requests Served by the Tertiary Storage System

The simulation model assumes that pipelining is used for the videos delivered
from the tertiary storage (Ghandeharizadeh et al., 1995; Chan and Tobagi, 2003).
Thus, the streaming of the video to the user can start as soon as the first blocks of
video data are present either in main memory or in the disk cache. Assuming the
video can be delivered directly from main memory without having to be written
to disk first, all tertiary drives used in this study are capable of delivering the first
128 KB of a video stream to memory without adding more than 100 ms to the
response time.

If the video data first has to be written to the disk cache, and then read from the
disk cache before the data can be streamed to the user, the delay would become
noticeable higher and be dependent on the strategies and design used by the disk
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Figure 14.14 The main components for the storage system in a video archive
server and the main data flow for transporting video data.

cache. The Elvira II video server uses this strategy, but it would have been easy to
extend it to deliver the first part of a video directly from main memory without
going through the disks.

Conclusions

These examples show that it is possible to implement a video cache with an aver-
age response time of less than two seconds. For the videos that can be delivered
from the disk cache it is likely that they would have a response time in the order
of one to two seconds. For the videos that have to be retrieved from tertiary stor-
age, the extra delay could have been less than 100 ms. As a result of the delays
introduced by the disk cache, the response times presented in this section would
have been slightly higher if we had included a more realistic model for the disk
cache in the simulation model.

14.5.2 Disk Cache Model

In Chapter 9, the simulated disk cache was presented. The only resource included
in the simulation model was the amount of storage space. In this subsection we
present a model of one possible implementation of a disk cache. The purpose is
to provide a more detailed presentation of how a disk cache can be implemented
and the main resources consumed during video delivery. We use this model to
give some examples of the resources needed for the disk cache used in the simu-
lations presented earlier in this section.

We use the same architecture as for the video archive simulated in this chap-
ter, but add more details about the internals of the disk cache. An overview of
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the video cache is presented in Figure 14.14. The main hardware components
needed to implement the video archive consists of the tertiary storage system,
the collection of hard disks, main memory, the memory bus, I/O buses, the net-
work adapter, and the CPU. In the model, the load on the system is given by the
arrival rate of � requests per second. Each request is for a video sequence with a
bandwidth of b bytes per second and having a length of l second. The cache hit
probability is given by �. A similar model of the data transport in a video server
using tertiary storage can be found in (Doǧanata and Tantawi, 1996).

From Tertiary Storage to Disk Cache

The fraction of the requests that can not be served directly from the disk cache
must be read from tertiary storage to the disk cache. As shown in Figure 14.14,
the video data will be transferred to the disk cache by first transferring it from the
tertiary drive via an I/O bus and the main memory bus to main memory. From
main memory it will be written to disk via the main memory bus and an I/O bus.

The required data rate for transporting the video is �(1� �)bl byte/s. Thus,
this is the required bandwidth for the tertiary storage devices, the tertiary I/O
bus, secondary I/O bus, and hard disks. In addition, the data is transported
twice on the memory bus.

From Disk Cache to the Network

The disk cache must deliver all the video sequences. To do this, the disks must
deliver �bl byte/s. The data will be transferred from the disks via an I/O bus and
the main memory bus to main memory.

From main memory the data should be sent to the client using the network.
This also requires moving the data. There exists network technologies like VIA
and Infiniband, which can do this in user space and thus only require one trans-
fer of the data across the main memory bus. Also operating systems that support
zero-copy data paths can do the sending using one copy of the data (Halvorsen,
Plagemann and Goebel, 2003b). A more standard implementation is to use the
OS’s communication subsystem. This will likely require the data to be trans-
ported three times over the main memory bus. The copying from user space
through the network stack is likely to require use of the CPU, and thus the data
must be transferred twice over the memory bus, and then, the data must be trans-
ferred from the protocol stack’s message buffers to the network adapter. And
finally, the network must support a bandwidth of at least �bl byte/s.

Resource Usage

Table 14.4 contains an overview of the data rates the main components in a video
archive must be able to transport. These expressions give average values for the
data rates. Due to variations in the arrival of new requests, there will be periods
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Read Write Transfer

Tertiary storage �(1� �)bl
Disk �bl �(1� �)bl
Main memory �(3� �)bl �(3� �)bl
Main memory bus �(6� 2�)bl
Secondary I/O bus �(2� �)bl
Tertiary I/O bus �(1� �)bl
Network �bl

Table 14.4 Amount of data transfer performed by the main components in
the video archive.

where the load will be higher. We use this model of the data transfer in a video
archive to provide some examples of the work the video cache has to perform.

For a video cache that should deliver a high number of video sequences, it is
likely that the video server will consist of multiple machines. In order to achieve
load balancing across the machines, there will probably be need for redistribution
of some of the video data that is read from tertiary storage. The model does not
include any resources for redistribution of video data between machines.

14.5.3 Throughput

In this chapter we have presented numerous figures for the throughput of a video
archive using a disk cache. In the evaluation of the throughput that could be
achieved by using a disk cache in Section 14.2 we showed that the video archive
could deliver up to 150,000 one minute video sequences or 3329 one hour video
sequences per hour. In Section 14.3, we showed examples with even higher
throughput numbers.

In this subsection, we use one example from our simulations to illustrate the
work that has to be performed by the video cache and present some possible
design alternatives for how such a video cache could be designed. We use the
configuration used for evaluating the throughput of a video archive using DVD
drives and a disk cache for delivering video sequences of one hour. The through-
put is presented in Figure 14.2(c). In this example, we assume the video sequences
are accessed using the 90/9/1 access distribution since this gives the highest load
on the storage system.

We use the analytical model presented in the previous section to estimate the
data transfer rate the main components in the system have to handle. As input
to the model we use the capacity number and corresponding cache hit rates from
using the 90/9/1 access distribution in Figure 14.2(c). The data rates, which the
tertiary storage system, the disk cache, the main memory bus, and the network
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Figure 14.15 Data rates for the main components in the video archive. The
load and the cache hit rates are taken from the 90/9/1 access distribution in
Figure 14.2(c).

has to handle is plotted in Figure 14.15. In the remainder of this section we discuss
and give an example of how a system handling this load can be realized. In the
example we focus on a system containing a 6000 GB disk cache. In average, this
system should be able to deliver 3329 one hour long video sequences per hour.
The detailed results from the simulations shows that the maximum number of
concurrent requests was 3565.

From Tertiary Storage to Disk Cache

The tertiary storage system consists of 25 library units each containing four DVD
drives. Each DVD drive has a transfer rate of 2.64 MB/s (see Table 9.3). Thus, the
maximum transfer rate of the tertiary storage system is 264 MB/s. In average, not
all of this will be used. With a 90/9/1 distribution and the given size of the cache,
91 percent of the requests will go to the tertiary storage system. In average, the
tertiary storage system will be delivering 300 video sequences per hour, or a data
rate of 179 MB/s.

The video data will be transferred to the disk cache by first transferring it from
the tertiary drive via an I/O bus and the main memory bus to main memory.
Since each library unit contains four drives delivering a maximum data rate of
11.56 MB/s, the I/O bus could be realized using a wide SCSI-2 bus. From main
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memory, the data will be written to disk via the main memory bus and the disk
systems I/O bus.

Disk Cache

The disk cache must in average deliver 3329 video streams. In addition, it must
store the 300 videos transferred from tertiary storage. To do this, the disks must
read/write 2.1 GB/s. The data will be transferred from the disks via an I/O bus
and the main memory bus to main memory.

The disk cache should be able to store 6000 GB of data. Hard disks are avail-
able in a wide variety of specifications with regards to storage capacity, transfer
rate and cost. In this thesis we have used the Seagate Barracuda 18LP as a rep-
resentative hard disk for use in the disk cache (see Table 9.8). This disk stores
16.9 GB of data and has a specified transfer rate of 18 MB/s. If this disk is used
for the disk cache, 355 disks are required. This will give the disk cache a theoret-
ical transfer rate of approximately 6.2 GB/s, which should be more than enough
for transferring the video to and from main memory. The challenge is how to
organize the disks and to ensure that the load is distributed evenly across the
disks.

Network Subsystem

Each video stream requires 5 Mbit/s of network bandwidth. With an average of
3329 video streams, a total network bandwidth of 16.6 Mbit/s is required. In the
Elvira video servers, we have used OC-3 ATM adapters with a theoretical trans-
fer rate of 155 Mbit/s. In a real application, each ATM adapter should be able to
deliver at least 100 Mbit/s. With the recent improvement in Ethernet technology,
100 Mbit/s and 1 Gbit/s Ethernet might be an alternative technology at a lower
price. Thus, assuming that it is possible to get an even load on the system, 166
ATM-interfaces each delivering 100 Mbit/s of video data or 208 100 Mbit/s eth-
ernet interfaces each delivering 80 Mbit/s of video data should be able to deliver
the 3329 video sequences to the users.

Main Memory System

The main memory and the main memory bus are the components in the system
that must provide the highest transfer capacity. As shown in Figure 14.15, for the
system used in this example, the main memory system must handle a transfer rate
of 8.1 GB/s. Since the main memory bus also transfer code and other data, the
aggregate bandwidth of the memory buses in the system must be considerably
higher than this. This transfer rate is higher than most single-bus systems can
handle, and it is likely that in order to support this transfer rate multiple machines
must be used.
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Figure 14.16 a) The distribution of CPU usage for reading 128 KB segments
from disk. b) The distribution of CPU usage for sending an 8 KB container
as a UDP message on ATM. The measurements are performed using the
Elvira II video server running on a 125 MHz HyperSparc processor. Due
to overhead in the measurements of the CPU usage when sending UDP mes-
sages, this figure shows values that are approximately 300 us higher than the
real CPU usage.

Most of the experiments using the Elvira II video server were performed using
Sun Enterprise 2 machines. The memory bus on these machines has a sustained
transfer rate of 1.24 GB/s. Today (2004), corresponding machines have a memory
bandwidth of up to to 9.6 GB/s.

CPU Usage

The last main resource used during video delivery is the CPU, which runs the
video server software that administers the video delivery. It is hard to estimate
the amount of CPU resources required in a video server. To give some indica-
tion of the amount of CPU required for delivering a video stream, we provide
an example for the Elvira II video server. The main operations performed by the
video server during video delivery is to read disk segments from the disk and into
memory, and deliver the video containers from main memory to the network:

� Disk reading. The average CPU usage for reading one 128 KB segment from
disk to main memory was measured to be 1.65 ms. Figure 14.16(a) contains
the distribution of CPU usage per disk segment read from disk.

� Network sending. The disk segments contain 8 KB containers, which are
sent to the ATM network adapter. The average CPU usage for sending one
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Figure 14.17 The main components of one machine in a cluster based video
server.

container was measured to be 0.82 ms. Figure 14.16(b) contains the distri-
bution of CPU usage per container sent to the network.

These measurements were performed using a 125 MHz HyperSparc processor
(which was state-of-art in 1996). Delivering one 5 Mbit/s video stream requires
4.8 disk segments to be read from disk and 77 containers to be sent to the network
each second. Thus, using this processor, each video stream would use approxi-
mately 71 ms of CPU, making it able to deliver approximately 14 video streams
of 5 Mbit/s. Compared to the processor used in the measurements for Elvira II,
today’s (2004) processors have a processing capacity that is 20-30 times higher.

Video Server Configuration

We end this section with giving one example of how a video server capable of
handling the more than 3300 video streams we have used as example in this sec-
tion can be implemented. There are many alternative ways to build such a server.
It could consist of a single machine, e.g., a multiprocessor3, a parallel machine
like the nCube, or it could be built using a cluster of many smaller machines. The
Elvira II server is an example of the last architecture, and we use this as the ex-
ample. The purpose is to give an example of how such a video archive server can
be implemented, not to provide an optimal video server configuration.

3In 1999, one Sun Enterprise 10000 server equipped with 924 disk with a total storage capacity
of 8.4 TB was capable of processing more than 3 GB/s of data read from the disks, mainly as 1 MB
data segments (Sun Microsystems, 1999).



290 Caching Video Sequences using a Disk Cache

Earlier in this section we have established that the system should contain 100
DVD drives (distributed into 25 library units), 355 hard disks and minimum 166
ATM-interfaces (or more than 200 100 Mbit/s ethernet interfaces). If this server
was built using technology from 1998, one possible configuration would be to
use 100 server machines. Figure 14.17 contains an overview of one such machine.
Each machine would be equipped with:

� Four SCSI disks, each responsible for an average data transport of 6.1 MB/s.

� One DVD drive. An advantage of having each library unit connected to two
computers is that the video would be available even if one of the computers
would become unavailable.

� One SCSI Fast-40 I/O bus capable of transporting 80 MB/s.

� Two ATM-adapters.

In average, each machine would be responsible for delivering 33 video streams.
The data transfer on the main memory bus would require a bandwidth of 83 MB/s.
To ensure load balancing, it is likely that some form of striping would be used.
This might increase the load on the system since the videos read from tertiary
storage would have to be distributed on the machines.

If this system were to be built today (2004), a smaller number of machines
and hard disks would have required. The SCSI Fast-40 I/O bus would likely
have been replaced by a Ultra320 SCSI bus. The ATM-adapter would have been
replaced by a 1 Gbit/s ethernet interface.

Concluding Remarks

In this subsection we have presented one example of how a disk cache could
have been implemented. In the example we have used performance data from
one of our simulations. The example shows that with the disk model used as
an example in this thesis, the disk cache should be able to deliver the required
amount of video data.

We have used the highest capacity number found from using DVD drives in
the simulations performed in Section 14.2 as the example. This example results in
the highest load on the system. We have shown that with the available resources
in the disk cache, mainly the disk bandwidth, the system should be able to deliver
the required amount of data. Although this is the example with the highest load
on the system, we could also have made an example where the system probably
would not be able to deliver the number of video streams given by the simulation
results. For instance, with a 1 TB disk cache, the system should be able to deliver
approximately 1500 video streams. Although the load is halved, the number of
disks in the system is reduced six times. Figure 14.15 shows that the disk system
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would be required to transfer in average 1020 MB/s of video data. With the se-
lected disk, this would not be possible. To overcome this problem, the aggregate
transfer rate of the disk system had to be increased, by either using faster disks
or increasing the number of disks (possibly using smaller disks).

14.6 Conclusions

In this chapter we have evaluated the use of hard disks for caching the most fre-
quently used videos in a video archive based on tertiary storage. We have studied
three different issues related to introducing a disk cache in a tertiary storage sys-
tem used for storing and retrieving digital video.

Cache Hit Rate and Performance

For most systems caching data on faster and more expensive storage media, the
purpose is to increase the throughput and reduce the average response time. For
this to have any effect, it is necessary that some of the videos are accessed more
frequently than other videos. We have studied how access distributions and the
size of the disk cache influence the cache hit rate and the performance and cost of
the video archive. The main conclusions from this part of the study are:

� The performance of the archive becomes highly dependent on the skew-
ness of the access distribution. The more skewed the access distribution
is, the higher throughput or lower average response time can be achieved.
We have shown examples where using a disk cache capable of storing five
percent of the video sequences increases the throughput by 1500 percent or
reduces the average response time by approximately 90 percent when the
videos are accessed with a 90/9/1 access distribution.

� The more skewed the access distributions is, the smaller the disk cache can
be and still result in a large performance increase.

� For access distributions that are close to be uniform, the effect of using a
disk cache is small. We have shown examples where including a disk cache
increases the average cost per retrieved video sequence.

In Chapter 12, we studied how the performance of a tertiary storage system
was influenced by different access distributions. The main conclusion was that
the throughput and response times were mainly unaffected by the access distri-
bution. The reason for this was that the videos were stored on the same type of
storage medium, and thus had approximately the same access costs and access
times. The reason for the access distribution to have a high impact on the perfor-
mance when using a cache is that the storage media used in the cache and in the
tertiary storage system have very different access costs and access times.
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Disk Cache Size versus Tertiary Bandwidth

By including a disk cache in the video archive, the size of the cache becomes a new
configuration parameter, which must be selected in order to optimize the perfor-
mance and cost of the archive. The performance of the video archive is improved
by increasing the size of the disk cache. Alternatively, the performance may also
be improved by increasing the transfer bandwidth of the tertiary storage system.
We have evaluated how the size of the disk cache and the number of drives in the
tertiary storage system must be configured to get an optimal performance and a
lowest possible cost. The main conclusions are:

� The cost of a video archive with a given performance can be reduced much
by selecting the optimal combination of disk cache size and number of ter-
tiary drives in the library units.

� The ratio between the size of the disk cache and the number of drives in the
tertiary storage system is highly dependent on the throughput and cost of
the tertiary drives.

� Our simulation results show that the optimal size of the disk cache is more
or less independent of the throughput of the system. To adjust for a higher
or lower throughput requirement, the number of tertiary drives should be
adjusted. The reason for this is that the disk cache should mainly hold
the most popular video sequences, while the tertiary storage system should
handle the less popular video sequences. When increasing the load on the
system, the number of popular video sequences does not increase, but the
number of requests which goes to less popular video sequences increase. It
should be noted that our experiments were performed with one fixed access
distribution. As shown in Section 14.2, the access distribution has a high de-
gree of influence on the throughput that can be achieved for different cache
sizes.

In this part of the study, we have also shown how the video archive simulator
can be used for determining the size of the disk cache and which technology
and configuration that should be used in the tertiary storage system in order to
achieve a given performance to a lowest possible storage cost.

Video Allocation Strategies

In Chapter 13 we studied allocation strategies for allocating video sequences to
storage media and library units based on the access probability of the video se-
quences. In this chapter we have performed a similar evaluation of the same
allocation strategies to determine if the use a disk cache has any influence of the
the conclusions from Chapter 13.
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� Even when the most popular video sequences are cached on disk, the al-
location strategy for video sequences to tertiary storage media and library
units may have a large impact on the performance of the video archive.

� Caching the most popular video in a disk cache reduces the skewness of
the access distribution for the videos that have to be served by the tertiary
storage system. This may reduce the negative effect of a bad allocation of
videos to storage media and library units.

� As the size of the video cache increases, the difference between the alloca-
tion strategies decreases.

� In order to make a good allocation of the video sequences to storage me-
dia and library units, you have to have both information about the access
distribution and the a model of the behavior of the storage system.

The evaluation of the different allocation strategies shows that the relative or-
dering of the allocation strategies with regards to throughput and response time
is mostly unchanged compared to the results found in Chapter 13.
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Chapter 15

Technology Development

Software is slowing faster than hardware is accelerating.

Wirth’s Law

In this thesis, we have studied properties and performance of using different ter-
tiary storage technologies for storage and retrieval of digital video. Within data
engineering, there is hardly anything that changes so rapidly as processing and
storage capacity. This makes it harder to do research that involves the perfor-
mance of processors and storage devices since performance is improving so fast.
Most of the research done in this thesis is based on specifications of technology
that were available in 1998. In this chapter, we give a short overview of how the
performance of storage technologies used in this thesis have changed during the
last six years and we briefly discuss how this influences the results presented in
the thesis.

15.1 Technology Development

One of the best known rules of thumb in data engineering is Moore’s Law. Origi-
nally, Moore’s Law applied to circuit densities, but it is also used for microproces-
sors, main memory (RAM), and disk storage capacity. According to Moore’s Law,
storage capacity should be doubled every 18th months, or become four times
larger every three years. Based on this, the storage capacity should today (2004)
be about eight times higher than in 1998. This section presents an overview of the
development of the storage technologies used in this thesis during the last fire
years. Table 15.1(a) contains an overview of the storage capacity, bandwidth, and
storage and bandwidth cost for some of the technologies used in the research.
In Table 15.1(b), we have included performance data of corresponding storage
devices that are available in 2004.
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Storage Bandwidth Media cost Bandwidth cost
(Gbytes) (Mbytes/s) ($/GB) ($/(Mbytes/s))

Seagate Barracuda 18 LP 18 18.8 46.6 42.5
DVD (writable) 4.7 2.77 8.9 108
Tandberg MLR1 13 2.2 4.0 682

(a) 1998

Storage Bandwidth Media cost Bandwidth cost
(Gbytes) (Mbytes/s) ($/GB) ($/(Mbytes/s))

Seagate Cheetah 10K.6 146.8 59.9a 3.6 8.7
DVD (writable) 4.7 8.3b 0.3 4.8
Tandberg SLR140 70 6.0 1.1 180

(b) 2004

aThe transfer rate varies between 43 and 78 Mbytes/s with an average of 59.9 Mbytes/s.
bFor reading DVD-R disks, the maximum speed for most drives is 6X. For reading DVD-ROM

disks, 16X drives with a maximum sustained transfer rate of 22.1 Mbytes/s are available.

Table 15.1 Comparison of storage capacity, transfer rate, and cost of storage
and bandwidth for representative storage technologies in 1998 and 2004.

Magnetic Disks

As seen from the examples in Table 15.1, during the last six years, the storage
capacity of magnetic disks, or hard disks, is approximately eight times higher in
2004 compared to 1998, which is consistent with Moore’s Law. This is not the
case for the transfer rate, which has only increased by a factor of approximately
three. This development in storage capacity and transfer rate is consistent with
development trends. During the last 15 years, the storage capacity of hard disks
has been improved by a factor 1000, while the transfer rate has only improved
40 times in the same time period (Gray and Shenoy, 2000).

During the last six years there has been a large reduction in the cost of hard
disks. The storage cost today is only about eight percent of what it was six years
ago. It should be noted that the two drives used in this comparison are high-
end SCSI and Fibre channel drives. If we had included IDE/ATA drives, which
support even higher storage capacities at a lower cost, the reduction in storage
cost would have been even larger.
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DVD

The performance characteristics for DVD has developed quite differently than
for hard disks. For recordable DVDs, the storage capacity has been mostly un-
changed since 1998. The reason is that 4.7 Gbytes is the storage capacity defined
by the DVD standard for single sided, single layer DVDs. Most available record-
able DVD media are still single sided, although there exists double-sided DVD-R
disks storing 9.4 Gbytes.

In 1998, DVD was a relatively new technology and most drives were based
on existing CD-ROM technology. Thus, DVD drives had great potential for be-
ing improved. And so they have. In our study, we have used a 2X DVD drive,
which was high-end in 1998. Today (2004), high-end DVD-ROM drives are 16X
drives, but reading DVD-R media is usually only supported up to a speed of 6X.
Although the maximum transfer rate of a DVD-ROM drive today is eight times
higher, the average transfer rate has improved less. Depending on the position
on the disk, the transfer rate typically varies between 8 MB/s and 21 MB/s for
a 16X drive. The reason for the variation in transfer rate is that many high-end
drives operates as CAV or ZCLV (Zone Constant Linear Velocity) drives instead
of as CLV drives (Sadashige, 2000).

The cost of using DVD has seen even larger reductions. The cost of a DVD
drive is today (2004) only one tenth of what it cost in 1998. In 1998, the first
recordable 4.7 Gbytes DVD-R disks had just been made available. Today, there
is a large market of recordable DVDs and the media cost is today approximately
three percent compared to the cost of a DVD-R in 1998.

Since 1998 there has been a huge development in the recordable DVD tech-
nology. In 1998 only DVD-R disks were available. Since then, DVD-RW, DVD+R,
DVD+RW, and DVD-RAM have become widely available. All of these are avail-
able in single sided versions storing 4.7 Gbytes, and some are available in double-
sided versions storing 9.4 Gbytes. Currently, there is work on the next generation
of optical disks which are expected to be able to store somewhere between 30 and
50 Gbytes of data per disk and have a transfer rate of approximately 36 Mbytes/s.
Two of the main candidates to become the next generation “DVD” are HD-DVD
and Blu-ray Disc, both based on using blue laser instead of red laser for reading
and writing the disk (Sadashige, 2003).

Magnetic Tape

Magnetic tape has had a slower development in the performance and cost than
hard disks. We have used performance data for the Tandberg MLR1 and the
IBM Magstar as representative drives in our study of using magnetic tape in
video storage systems. The latest drive in the Tandberg MLR/SLR series stores
70 Gbytes per tape and has a transfer rate of 6 Mbytes/s. Compared to the Tand-
berg MLR1 drive used in most of our experiments, this is a five times increase in
storage capacity and three times in bandwidth. The Magstar MP drive series has
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Figure 15.1 Storage capacity and storage cost for different storage technolo-
gies in 1998 and 2004.

been discontinued by IBM. The storage cost of using magnetic tape is reduced by
approximately 75 percent during the last six years.

If storage capacity or storage cost is the main issue, SDLT 600 (Super DLT)
tapes storing 300 Gbytes, LTO Ultrium 2 tapes storing 200 Gbytes, and Sony SAIT-
1 tape storing 500 Gbytes are available today. With these high storage capacities,
the storage cost is reduced to approximately $ 0.3 per GB, which is comparable to
the storage cost of using recordable DVD media.

Compared to hard disks, magnetic tapes use moderate areal densities and it
should be possible to increase the storage capacity further to several terabytes per
tape (Dee, 2002). The major vendors of magnetic tape predict the storage capacity
per medium to double approximately every second year. SDLT media storing
more than a terabyte and with a transfer rate of more than 100 MB/s are expected
to be available in 2007-2008 (Sadashige, 2003). SAIT media storing a terabyte
and having a transfer rate of 60 MB/s should become available in 2005 and four
terabyte per medium and a transfer rate of 240 MB/s should become available in
2009 (Sony, 2003).

15.1.1 Comparing Storage Technologies

This far, we have presented the development of the storage technologies we have
studied in this thesis. In this section, we compare the storage technologies with
regards to storage capacity, transfer rate, and latency.
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Figure 15.2 Transfer rate and the cost of bandwidth for different storage tech-
nologies in 1998 and 2004.

Storage Capacity and Storage Cost

To illustrate how the storage capacity and cost have developed during the last
years, Figure 15.1 presents the storage capacity and storage cost for some rep-
resentative storage technologies in 1998 and 2004. For both magnetic disk and
magnetic tape, the storage capacity per medium is today between five and ten
times higher than in 1998. During the same period, the storage cost has been re-
duced by between 75 and 90 percent. Thus, for the same amount of money, you
can today buy between four and ten times more storage capacity than you could
six years ago. A more interesting observation, is that for the price you paid for
high-end tape storage six years ago, you can today get high-end hard disk stor-
age. The cost decline for hard disks and magnetic tape is not due to decrease in
cost of the media, but in increased capacity per medium, made possible by the
increase in areal density (Sadashige, 2003).

The cost ratio between hard disk and tape is decreasing. In 1998, the cost
of using hard disks was more than ten times higher than using magnetic tape.
Today, for the tape technologies used in this thesis, the cost ratio between a high-
end hard disk and magnetic tape is reduced to only four. Thus, the cost of hard
disk storage is approaching the cost of magnetic tape. Only for tape media with
very high storage capacities like the SDLT 600, LTO Ultrium 2, SAIT, or low-cost
tape technologies, the ratio between hard disk and tape is still more then ten. If
we had included lower cost IDE/ATA drives, which today have a storage cost of
less than a dollar per Gbytes, the difference between hard disk and tape would
have been even smaller.

In 1998, the cost of using recordable DVD disks was higher than using tape



300 Technology Development

for storing video. Although the storage capacity of a DVD disk has not been
increased, the price has been reduced greatly. The cost of using recordable DVDs
is today lower than most tape technologies. Although recordable DVDs are about
to outperform magnetic tape on media cost, the storage density is still higher for
magnetic tape, and is likely to increase further as the storage capacity of magnetic
tape increases. Compared to hard disks, using DVD-R disks costs about one tenth
of using high-end hard disks.

One important observation about how the storage capacity for these storage
technologies develop is that magnetic disk and magnetic tape improves in incre-
mental steps as new improvements in technology are made, while the storage
capacity of optical media, at least CD and DVD, is based on agreed standards.
Thus, the storage capacity of the optical media increases in larger steps each time
a new standard is agreed on. The CD, which is about 20 years old, still stores ap-
proximately the same amount of data as twenty years ago. The DVD is likely to
keep the current storage capacities defined today until the next generation DVD
becomes available.

Transfer Rate and Cost of Bandwidth

In Figure 15.2, the transfer rate and cost of bandwidth is presented for some rep-
resentative technologies in 1998 and 2004. The main conclusion is that the transfer
rate improves more slowly than the storage capacity. While the storage capacity
of the hard disks and the tape technologies used in this study has improved by
a factor of five to ten, the transfer rate has only improved by a factor of approx-
imately three. The cost of the bandwidth has had the same development, with a
reduction of approximately 80 percent compared to 1998. The cost of bandwidth
for tape drives is approximately 20 times higher than the bandwidth of hard disk.

For recordable DVD disks, the improvement in transfer rate is approximately
the same as for hard disks and tape. But the cost of the bandwidth for using DVDs
has been reduced dramatically, and is today comparable with hard disks. The
reason for this large reduction in price is that in 1998, DVD was a relatively new
storage technology while today it is a commodity and almost every computer is
shipped with a DVD drive.

Latency

We have shown that the transfer rate is increasing at a lower rate than the storage
capacity. The latency or response time is improving even more slowly. For hard
disks, the main reason for improved response time is the higher number of rota-
tions of the disks. In 1998, high-end disks rotated with 7200 or 10.000 revolutions
per minute. Today, the high-end disks rotate with 10.000 or 15.000 revolutions per
minute. If we compare the average access time for the two disks used as example
in Table 15.1, the average access time has been reduced from 6.9 ms to 4.7 ms, or
by approximately 30 percent.
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The response time of DVD drives has been improved by faster drives spinning
with a higher speed. By using alternative technologies like operating the drive as
a CAV or ZCLV drive, accessing data on the disk has become faster than using
standard CLV drive technology. Today’s DVD drives have an average access time
of about 100 ms.

For magnetic tape, the reduction in latency has been even lower. Most man-
ufacturers have focused on storage capacity and bandwidth, and for many drive
technologies the average access time is even higher today than six years ago. For
instance, for the tape drives included in Table 15.1, the average access time has
increased from 45 seconds for the MLR1 drive to 99 seconds for the SLR140 drive.
The Magstar MP series, which focused on providing a low response time for ap-
plications needing random access to the tape, has been discontinued by IBM.
There are still no drives available utilizing the LTO Accelis technology (Linear
Tape-Open Technology, 1998).

Other Factors

In addition to the performance related factors mentioned above, there are also
other technical factors that differentiate the storage technologies.

� Power consumption. Making the hard disks faster by increasing the num-
ber of revolutions per minute, also increases energy consumption. In sys-
tems with a high number of hard disks, the amount of produced heat might
be come a problem. Thus, using many hard disks can become costly both in
power consumption and for getting rid of the produced heat.

� Media durability and reliability. Although the reliability of high-end hard
disks is very high, it still can not compete with the durability and reliability
of magnetic tapes and optical disks. Given correct storage conditions, mag-
netic tape is estimated to have a life time of about 50 to 100 years (Judge,
Schmidt, Weiss and Miller, 2003), while recordable DVDs have an expected
storage life of at least 60 years (Sadashige, 2000).

15.2 Consequences for our Work

As shown in the previous section, the performance of the storage technologies
used in this study has improved greatly during the last six years. The perfor-
mance improvement has followed the trends from the last twenty years. The
storage capacity has been improved mostly as predicted by Moore’s Law. The
transfer rate has had a smaller improvement, but still all the technologies today
have a transfer rate which is about three times higher than in 1998. The latency
has improved the least.
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During this period, there has not been any paradigm shifts in the storage tech-
nology. The largest change has been for the DVD, which has gone from being a
new storage technology for digital video, to become a widely used storage me-
dia for data in general. In this section, we discuss how the improvements in the
storage technology during the last six years influence the results presented in this
thesis.

15.2.1 Optimizing Access Times for Serpentine Tape

In Chapter 6, 7, and 8, we studied how to optimize the use of serpentine tape for
retrieval of multiple data objects from a single tape. We showed that the average
access time and the effective bandwidth of a tape drive could be considerably
improved by use of scheduling. The model and scheduling algorithm were de-
veloped and evaluated using Tandberg MLR1 and Quantum DLT 2000 drives.
As shown in this chapter, both the storage capacity and the transfer rate of to-
day’s serpentine tape drives are much higher than for the tape drives we have
used. This improvement in performance does not make an access time model and
scheduling algorithms less important. On the contrary, there are several techni-
cal factors that make it more important today to be able to efficiently schedule
concurrent requests for data stored on serpentine tape.

� Higher storage capacities. With the increase in storage capacity, each tape
will be able to store a higher number of data objects like X-ray images or
video sequences. A higher number of data objects per tape, increases the
likelihood of having more concurrent requests to the same tape. As we
have shown, the more objects that should be retrieved, the lower the av-
erage access time per object becomes. Thus, higher storage capacities might
improve the effect of using a scheduler.

� Higher seek times. The higher storage capacity of the tapes has mainly been
achieved by the following three factors: more parallel tracks on each tape,
higher linear storage density, and longer tapes. The longer tapes have in-
creased the average access time for retrieving data on a tape. For instance,
the length of the MLR1 tapes used in our study is 366 meters (Tandberg
Data, 1996), while the length of an SLR140 tape, which is the newest mem-
ber of the MLR/SLR tape family, is 506 meters (Tandberg Data, 2003). As a
consequence, the average access time is increased from 45 seconds to 99 sec-
onds. Thus, today, each access for an object stored on tape may be even more
costly than six years ago. Thus, the savings by use of a scheduler may be
even higher today.

� Higher transfer rates. The higher transfer rates of today’s tape drives re-
duce the transfer time of a data object stored on tape. Thus, the seek time
will constitute an even higher fraction of the total time for retrieving data
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stored on tape. In order to utilize the higher transfer rate and improve the
effective transfer rate, it is even more important to reduce the amount of
time used for seeking.

These three factors are due to the technical development in serpentine tape tech-
nology. There are also other factors not directly related to the improvement in
tape technology that determine the usefulness of being able to model access times
and schedule concurrent accesses to a serpentine tape:

� The importance of tape as a storage medium decreases. Due to compe-
tition from cheaper hard disks and optical storage media like recordable
DVDs, tape is slowly losing its status as the storage medium with the low-
est cost and highest storage density. This makes magnetic tape become a
less likely choice for applications that need to store huge amounts of data.

� Online access to all data. With the steady improvements in technology,
more organizations want to have online access to data stored within the or-
ganization. This might be data that already is stored on magnetic tape, or
data with such high storage requirements and low access probabilities that
magnetic tape becomes the most economical choice. Examples of such or-
ganizations might be hospitals that want online access to e.g., X-ray images
and MR-scans, oil companies that want access to seismic data, or television
producers that have large film and video archives. Providing online ac-
cess to these kinds of large data collections may require optimal use of the
transfer rate of the tape drives, and thus benefit from being able to schedule
concurrent accesses. To be able to optimize the use of hierarchical storage
systems requires a detailed model for the access time for data objects stored
on tertiary media (Van Meter and Gao, 2000; Lijding, 2003).

The importance of being able to model access times and schedule concurrent re-
quests for data stored on serpentine tape depends on the future applications that
might use tape for storing large amount of data and the access pattern these ap-
plications have to the stored data.

15.2.2 Comparing Tertiary Storage Technologies

In Chapter 10 and 11, we studied the properties and the performance of two tape
technologies and one optical disk technology for use in library units used for
storing and retrieving digital video. The main conclusions are still valid, but due
to the large reduction in cost of using recordable DVD compared to tape, the
trends in favor of recordable DVD have become even stronger during the last
years:

� Improved transfer rate. The transfer rate of recordable DVD and magnetic
tape has increased by approximately the same rate during the last six years.
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As shown in Section 11.2, due to the much shorter seek time of a DVD disk
compared to tape, the effective bandwidth using DVD has improved much
more than for tape drives for retrieval of short video sequences. Also for
retrieval of longer video sequences will the improvement in transfer rate
favor DVD more than tape.

� Seek time. For DVD, the seek time has been improved, but as shown in Sec-
tion 11.3, this has little effect on the performance. For some tape technolo-
gies, the seek time has increased due to longer tapes. This has a negative
effect on the both response time and throughput particularly for retrieval of
short video sequences.

� Cost. As shown in this thesis, there are several factors which influence the
cost of storing and retrieving digital video. The large reduction in cost of
the DVD-R medium and DVD drives have reduced the cost of a library
unit. The large improvement in storage capacity for tape media increases
the amount video that can be stored in a library unit. Both of these factors
reduce the storage cost per GB of video. The increased transfer rate of the
drives reduces the cost per stream, but due to the large reduction in cost of
DVD drives, the reduction in cost per stream will be higher for DVD com-
pared to tape.

In Section 10.4, we showed that if throughput, response time, and cost per stream
were the most important criteria for selecting a storage technology, then DVD
would provide the lowest cost per stream. If the main factor for deciding on a
storage technology was the storage cost, tape-based systems would provide the
lowest cost per stored video sequence. With the large reduction in both media
cost and drive cost for DVD, this has changed more in favor of DVD. There will
still be systems where it is cheaper to use magnetic tape, mainly due to the much
higher storage capacity per medium.

15.2.3 Access Distributions and Allocation Strategies

In Chapter 12, we studied the effect non-uniform access distributions have on
the performance of a tertiary storage system. We showed that for retrieval of
short video sequences, the access distribution had very little effect on the perfor-
mance, while for retrieval of long video sequences, skewed access distribution
could make some of the storage media hotter than other media. The improved
transfer rate of today’s media drives will reduce the effect of media that are too
popular since the drive will be able to serve many more requests. On the other
hand, the increased storage capacity of tapes increases the likelihood of having
multiple hot video sequences on a tape.

In Chapter 13, we studied different strategies for allocating video sequences
to tertiary storage media and library units. The allocation strategies determine
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where on a storage medium a given video should be placed and in which library
unit the medium should be stored. The placement of the video sequence on the
medium determines the seek time for retrieving a given video sequence. It does
not influence on the transfer time. Thus, the best allocation strategy is the one that
minimizes the seek time. The technology improvement has improved the transfer
time, while the seek time has not been improved. Thus, in order to utilize the
improved transfer rate, the importance of using a good allocation strategy is even
more important today than six years ago. The improved transfer rate increases
the difference in performance of the allocation strategies, but the relative ordering
of the allocation strategies should be the same as shown in Chapter 13.

15.2.4 Caching Videos on Hard Disks

The effect of caching the most frequently used videos in a disk cache was stud-
ied in Chapter 14. The main technology changes during the last six years that
influence the results presented in this chapter are the increased transfer rate of
the storage devices and the reduced cost ratio between hard disks and magnetic
tape. In the first part, we studied how the size of the disk cache and the access
distribution affects the performance of the video archive. With the exception of
even higher performance numbers and lower cost, the main results should still be
valid. In the second part, we studied the relationship between the size of the disk
cache and the number of tertiary drives. The results in this section are influenced
by the following factors:

� Transfer rate increases. All storage technologies have had approximately
the same increase in the transfer rate during the last six year. As shown in
Section 14.3, a higher tertiary transfer rate can be traded with a lower amount
of secondary storage. Since the transfer rate of the tertiary storage devices
have been increased, the number of tertiary drives relative to the size of the
disk cache can be reduced.

� Reduced cost ratio between hard disk and magnetic tape. The larger re-
duction in cost of hard disks compared to magnetic tape has made it less
costly to increase the size of the disk cache. As a consequence, the number
of tape drives can be reduced. This is not the case for DVD, since the cost of
DVD drives have been reduced even more than the cost of hard disk drives.

Thus, with today’s tertiary drives, the experiments presented in Section 14.3
would have concluded with a slightly larger disk cache and a lower number of
tertiary drives as the least costly archive configuration. The evaluation of the
allocation strategies would be largely uninfluenced by the development in the
storage technologies.

The increased storage capacity per hard disk and per tape also affects the
video archive. For the tertiary storage system, the higher storage capacity per
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tape makes it possible to store more video data in each library unit. Thus, the
number of library units can be reduced. As a consequence, the number of robot
mechanisms will be reduced, while at the same time the number of drives in each
library unit might be increased. For video archives that mainly retrieves short
video sequences, we have shown that the robot mechanism might become the
bottleneck.

The large reduction in cost of hard disks may reduce the cost of the disk cache.
Unfortunately, this requires us to use larger disk drives in the cache. As shown
earlier in this chapter, the storage capacity increases much faster than the transfer
rate. A consequence of this is that using the most cost-optimal disk size with
regards to storage cost will reduce the transfer rate of a disk cache. In order
to achieve the required bandwidth of the disk cache, it might be necessary to
increase the number of disks, by for instance using smaller disks in the disk cache,
or use disk drives with even higher transfer rates.

15.3 Conclusions

Based on the above, the technology improvement during the last six years has the
following consequences on the results presented in this thesis:

1. Bandwidth becomes more important. The storage capacity is increasing
more rapidly than the transfer rate of the storage devices. Thus, it will be-
come even more important to utilize the bandwidth efficiently.

2. The relative cost of secondary storage (hard disk) versus tertiary storage is
decreasing. The media cost of hard disk might become equal to the media
cost for tape. Thus, disks will replace tape in many applications. Still, other
factors like durability of more than 50 years, cost of connecting the disks
(cables and cabinets) to the computer system, and power consumption will
continue to be in favor of tertiary storage.

3. DVD outperforms magnetic tape on price. When starting this study, record-
able DVD disks were more costly. This has changed during the last six years.
This has made recordable DVD even more favorable compared to tape as a
tertiary storage medium for video. The main problem for DVD compared
to tape is the lower storage capacity per medium.

With these large improvement in the storage technology, it could be assumed
that the challenges for storing digital video should be reduced correspondingly.
This is probably not the case. Processor and network technologies have improved
similarly, which has made it possible to process and deliver digital video with
even higher quality. Thus, the performance improvements in the technology are
likely outweighed by a steadily increasing demand for storage and delivery of
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more video with a higher quality. Based on this, the challenges that storage sys-
tems for digital video faced in 1998 are still challenging for today’s storage sys-
tems. The reasearch issues studied in this thesis are still relevant in the context of
digital video archives.
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Chapter 16

Conclusions and Further Work

To be sure of hitting the target, shoot first, and, whatever you hit, call it the target.

Ashleigh Brilliant – UC Berkeley ’street’ philosopher

The objective of this thesis has been to achieve a better understanding of the chal-
lenges of storing large amounts of digital video and to evaluate different storage
technologies for use in digital video archive systems. In this last chapter, we
conclude this work by stating the main conclusions and the main contributions.
Finally, we outline some directions for further research.

16.1 Main Conclusions

The research presented in this thesis is divided into two main parts. The first
part is a study of the use of magnetic tape as a storage media for digital video,
while the second part is an evaluation of tertiary storage technologies and storage
architectures for use in digital video archives.

The focus of the first part was to optimize the utilization of the transfer rate
for serpentine tape. The strategy for achieving this was to develop a detailed
model of the access times for data stored on the tape and to develop scheduling
algorithms for concurrent requests to the tape. The main conclusion is that it
is possible to establish an accurate access time model for serpentine tape drives
that is more generic and has a lower cost with regards to instrumentation than
existing access time models for serpentine tape. Further, by using this access time
model and the proposed scheduling algorithm, it is possible to achieve significant
improvements in initial latency, average access time, and the number of requests
that can be served by a single tape drive in cases where there are multiple video
sequences to be retrieved from the same tape.

In the second part, we evaluated three tertiary storage technologies for use in
a large video archive and several strategies for how to organize the data within
an archive. The main conclusion from this part of the study is that there are no
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single storage technology or storage architecture that is the optimal solution for
use in a video archive. The choice of storage technology and storage organization
depends on the size of the requested video sequences, the load on the archive,
and the access probability for the videos. It also depends on whether the main
goal is to maximize throughput, minimize response time, or minimize the cost
of the archive. In order to implement a cost-efficient digital video archive, it is
necessary to have detailed knowledge about the available storage technologies as
well as the anticipated use of the archive.

When it comes to comparing the three tertiary storage technologies, the main
conclusion is that the DVD technology outperforms the tape technologies in most
of the investigated cases. The main reason for DVD performing better than tape
technologies is the much lower seek times. The difference in seek time is due to
the random access supported by DVD drives versus the sequential access sup-
ported by tape based storage technologies. Only in systems where the response
time is not an important criterion and the requests are for long video sequences,
the tape based systems are able to perform comparable with a DVD-based sys-
tem. At the time this study was performed (1998-2003), tape still provided the
cheapest storage.

The study also shows that when allocating videos to storage media, it is nec-
essary to have knowledge about access probabilities in order to optimize the per-
formance of the tertiary storage devices. In a video archive where the access
distribution is sufficiently skewed, the best method to improve the performance
is to include a disk-based cache.

16.2 Contributions

16.2.1 Using Serpentine Tape for Storing Digital Video

The research performed on optimizing the use of serpentine tape as a storage
medium for digital video has focused on reducing the access time for video se-
quences stored on tape. The main contributions from this work are:

� A novel access-time model for serpentine tape. Compared to other access-time
models for serpentine tape, this model is more generic and has a lower cost
for instrumentation of the individual tapes. The model has been evaluated
using two different serpentine tape drives. (Chapter 6)

� A novel scheduling algorithm for optimizing the utilization of serpentine
tape. This algorithm is evaluated using simulations and measurements on
two different serpentine tape drives. (Chapter 7 and Appendix C)

� An evaluation of using serpentine tape for storage of video sequences and
images. (Chapter 8).
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These results have also been presented in the following papers: “Low-cost ac-
cess time model for a serpentine tape drive” (Sandstå and Midtstraum, 1999b),
“Improving the access time performance of serpentine tape drives” (Sandstå and
Midtstraum, 1999a), and “Analysis of retrieval of multimedia data stored on mag-
netic tape” (Sandstå and Midtstraum, 1998).

16.2.2 Large Scale Storage of Digital Video

A large video archive must support both storage and retrieval of the videos. The
last part of the thesis evaluated use of tertiary storage as the main storage in a
digital video archive. The main contributions from this part of the research are:

� An architecture and simulator for a video archive. This simulator can be
used for evaluating the properties and the performance and cost of using
different tertiary storage technologies in a video archive. It is also suitable
for evaluating improvements of the storage technologies. In Chapter 11, it
is shown that the simulator can be used for evaluating the effect improve-
ments in tertiary storage devices has on the performance of the storage sys-
tem. (Chapter 9)

� An evaluation of three tertiary storage technologies. The storage technolo-
gies are evaluated for use in a system storing and delivering digital video.
The main criteria used for evaluating the storage technologies have been
response time, throughput, and the cost of using the different storage tech-
nologies. (Chapter 10)

� An evaluation of how technological improvements of the storage devices
will effect the overall performance of a video archive system. (Chapter 11)

� An evaluation of how the access distribution for the stored videos influ-
ences the performance. The performance of the tertiary storage system is
evaluated for three access distributions. (Chapter 12)

� Several allocation strategies of videos to storage media are presented and
evaluated. (Chapter 13 and 14.4)

� An evaluation of the effect of using a disk-based cache for improving the
performance of the video archive. In addition to throughput and response
time, an evaluation of the cost of using disk for caching videos is performed.
The trade-off between the size of the cache and the number of tertiary drives
has been investigated. (Chapter 14)

Although most of the work presented in this thesis has been related to storing
and retrieving digital video, the results are also valid outside this context, and
should be useful for systems that utilize tertiary storage for storing data.
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16.2.3 Related Work

During this doctoral study, we have also done other related work, which is not
included in this thesis. This includes the following work:

� VideoSTAR. The results from the work on the VideoSTAR project has been
published in the following papers: “Searching and browsing a shared video
database” (Hjelsvold et al., 1995a)1, “A temporal foundation of video data-
bases” (Hjelsvold et al., 1995b), and “Integrated video archive tools” (Hjels-
vold et al., 1995).

� Elvira video servers. A performance evaluation of the first Elvira video
server has been performed. This evaluation is presented in the paper “Video
server on an ATM connected cluster of workstations” (Sandstå et al., 1997).

The Elvira II video archive server has been designed and implemented. The
main feature that distinguishes this server from most other video servers is
the integrated support for tertiary storage making it suitable for use in large
video archives. An overview of the architecture of Elvira II is included in
Appendix A.

16.3 Criticism

The research presented in this thesis is based on performing evaluations of sev-
eral strategies for optimizing the use of different storage technologies. The exper-
iments performed range from modeling a specific serpentine tape drive to perfor-
mance evaluations of storage systems for digital video archives. In this section,
we present some criticism of some of the research presented in this thesis:

� Workload. The investigated systems have not been evaluated with real-
world workloads or been used in real world applications. In both the re-
search on optimizing the performance of serpentine tape and on technolo-
gies for large scale video archives, we have only used synthetic workloads.
To compensate for this, we have used several different workloads during
the investigations, but still a more realistic workload would have been valu-
able in order to validate the results.

� Choice of technology. In this study, we have used specific models of stor-
age devices for representing the different storage technologies. The danger
of using specifications of current storage devices, is that the results might
be influenced by a particular behavior or performance of one of these stor-
age devices. Another drawback of using specifications of current storage

1A version of this paper has also been published as a chapter in the book “Multime-
dia Database Systems: Design and Implementation Strategies” (Nwosu, Thuraisingham and
Berra, 1996)
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devices is that the results might quickly become outdated due to the fast
development of new and improved technology.

� Validation of simulation results. The study of storage systems for digital
video archives have been performed using a simulator. Some of the results
have been evaluated by comparing them with known analytical models or
by careful inspection of the simulation results. To improve the confidence
of the simulation results, more of the results could have been validated by
use of analytical or statistical methods.

� Evaluation criteria. Another issue with the simulation results is the choice
of performance metrics when studying the performance of the video archive.
In most of the experiments, we have used the average response time as the
main criterion for usability. In many of the experiments, the response time is
not uniformly distributed. This is particularly the case when introducing a
disk-based cache. The majority of the requests are fulfilled with a very short
delay, while the requests that are served by the tertiary storage system expe-
rience a response time that is much higher than the average response time.
In some of these experiments, the average response time presented as the
main result could have been accompanied by the variance of the response
time.

16.4 Further Work

Although we are about to finish the last chapter of this thesis, there are still plenty
of research that can be done within the topic of supporting storage and delivery
in large video archives. In this section we give some suggestions for continued
work related to this thesis:

� The experiments done for evaluating the performance of serpentine tape
and video archives could be conducted based on real-world workloads.
This would validate the results given in this thesis and possibly produce
new and interesting results.

� The results from the performance study of video archives could be com-
pared against the performance of a real video archive. This could either be
done by building a working prototype based on the architecture presented
in this thesis or by trying to compare the performance of an existing video
archive to the results we have presented in this thesis.

� A study could be performed to determine the requirements organizations
with large amounts of analog or digital video have for a digital video archive.
This should also determine how the archive would be used, the access pat-
tern, and the required performance.
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� The implemented prototype for the Elvira II video archive server could
have been used more for conducting performance and usability studies with
larger amounts of digital video.
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Sørensen, G. and Sandstå, O. (1996). ECM – Elvira Catalog Manager, Technical
report, Department of Computer Systems and Telematics, Norwegian Uni-
versity of Science and Technology, Trondheim, Norway.

Stallings, W. (1996). IPv6: The new internet protocol, IEEE Communications
34(7): 96–108.

Steinmetz, R. (1995). Analyzing the multimedia operating system, IEEE Multime-
dia 2(1): 68–84.

Steinmetz, R. and Nahrstedt, K. (1996). Multimedia: Computing, Communications
and Applications, Prentice Hall, chapter 7 Optical Storage Media.

Strategic Research (1996). Demystifying tape performance, Technical report, Strate-
gic Research Corporation, Santa Barbara, California.

Sun Microsystems (1999). Sun StorEdge A5200 fibre channel array and Sun Enter-
prise 10000 server set new milestones for I/O speed and performance, White
paper, Sun Microsystems, Palo Alto, California.

Tandberg Data (1996). Tandberg MLR1 Series Streaming Tape Cartridge Drives Refer-
ence Manual, 1st edn, Tandberg Data, Oslo, Norway.

Tandberg Data (1997). Tandberg MLR Library Series Reference Manual, Tandberg
Data, Oslo, Norway.

Tandberg Data (2003). Tandberg SLR7, SLR50, SLR60, SLR75, SLR100, SLR140 Ref-
erence Manual, 11th edn, Tandberg Data, Oslo, Norway.

Tantaoui, M. A., Hua, K. A. and Sheu, S. (2002). Interaction with broadcast video,
Proceedings of ACM Multimedia ’02, Juan-les-Pins, France, pp. 29–38.

Taylor, J. (1999). DVD-Video: Multimedia for the masses, IEEE Multimedia
6(3): 86–92.

Tekalp, A. M. (1995). Digital Video Processing, Prentice Hall Signal Processing Se-
ries, Prentice Hall.

Tewari, R., Mukherjee, R., Dias, D. M. and Vin, H. M. (1996). Design and per-
formance tradeoffs in clustered video servers, Proceedings of the IEEE Inter-
national Conference on Multimedia Computing and Systems, Hiroshima, Japan,
pp. 144–150.

Triantafillou, P. and Georgiadis, I. (1999). Hierarchical scheduling algorithms for
near-line tape libraries, Proceedings of 10th International Workshop on Database
and Expert Systems Applications, Florence, Italy, pp. 50–54.



332 REFERENCES

Triantafillou, P. and Papadakis, T. (1997). On-demand data elevation in a hier-
archical multimedia storage server, Proceedings of the 23rd VLDB Conference,
Athens, Greece, pp. 226–235.

Triantafillou, P. and Papadakis, T. (2001). Continuous data block placement in
and elevation from tertiary storage in hierarchical storage servers, Cluster
Computing 4(2): 157–172.

Triantafillou, P., Christodoulakis, S. and Georgiadis, C. A. (2002). A comprehen-
sive analytical performance model for disk devices under random work-
loads, IEEE Transactions on Knowledge and Data Engineering 14(1): 140–155.

Tsao, S.-L. (2001). A low cost optical storage server for near video-on-demand
systems, IEEE Transactions on Broadcasting 47(1): 56–65.

Tsao, S.-L., Huang, Y.-M., Lin, C.-C., Liou, S.-C. and Huang, C.-W. (1997). A novel
data placement scheme on optical discs for near-VOD servers, Proceedings of
the 4th International Workshop on Interactive Distributed Multimedia Systems and
Telecommunication Services (IDMS ’97), Vol. 1309 of Lecture Notes in Computer
Science, Springer, Darmstadt, Germany, pp. 133–142.

Tsiolis, A. K. and Vernon, M. K. (1997). Group-guaranteed channel capacity in
multimedia storage servers, 1997 ACM SIGMETRICS Conference on Measure-
ment and Modeling of Computer Systems, Seattle, Washington, pp. 285–297.

Van Meter, R. (1997). Observing the effects of multi-zone disks, Proceedings of
USENIX 1997 Annual Technical Conference, USENIX, Anaheim, California,
pp. 19–30.

Van Meter, R. and Gao, M. (2000). Latency management in storage systems, Pro-
ceedings of the 4th USENIX Symposium on Operating System Design & Imple-
mentation, San Diego, California, pp. 103–118.

Vin, H. M., Goyal, P., Goyal, A. and Goyal, A. (1994a). An observation-based ap-
proach for designing multimedia servers, Proceedings of the IEEE International
Conference on Multimedia Computing and Systems, Boston, Massachusetts,
pp. 234–243.

Vin, H. M., Goyal, P., Goyal, A. and Goyal, A. (1994b). A statistical admission
control algorithm for multimedia servers, Proceedings of the ACM Multimedia
94, San Francisco, California, pp. 33–40.

Vin, H. M., Rao, S. S. and Goyal, P. (1995). Optimizing the placement of multime-
dia objects on disk arrays, Proceedings of the IEEE International Conference on
Multimedia Computing and Systems, Washington D.C., pp. 158–165.



REFERENCES 333

Viswanathan, S. and Imielinski, T. (1996). Metropolitan area video-on-demand
service using pyramid broadcasting, Multimedia Systems 4(4): 197–208.

Vogt, C. (1995). Quality-of-service management for multimedia streams with
fixed arrival periods and variable frame sizes, Multimedia Systems 3(2): 66–
75.

Wallace, G. K. (1991). The JPEG still picture compression standard, Communica-
tions of the ACM 34(4): 30–44.

Wang, Y. and Du, D. H. C. (1997). Weighted striping in multimedia servers, Pro-
ceedings of the IEEE International Conference on Multimedia Computing and Sys-
tems, Ottawa, Ontario, Canada, pp. 102–109.

Wijayaratne, R. and Reddy, A. L. N. (2000). Providing QOS guarantees for disk
I/O, Multimedia Systems 8(1): 57–68.

Wilkes, J., Golding, R., Staelin, C. and Sullivan, T. (1995). The HP AutoRAID
hierarchical storage system, In proceeding from the fifteenth ACM Symposium
on Operating Systems Principles, Cooper Mountain, Colorado, pp. 96–108.

Worthington, B. L., Ganger, G. R. and Patt, Y. N. (1994). Scheduling algorithms for
modern disk drives, Proceedings of the 1994 ACM SIGMETRICS conference on
Measurement and modeling of computer systems, Nashville, Tennessee, pp. 241–
251.

Worthington, B. L., Ganger, G. R., Patt, Y. N. and Wilkes, J. (1995). On-line extrac-
tion of SCSI disk drive parameters, Proceedings of the 1995 ACM SIGMETRICS
joint international conference on Measurement and modeling of computer systems,
Ottawa, Canada, pp. 146–156.

Xu, L. (2001). Efficient and scalable on-demand data streaming using UEP codes,
Proceedings of ACM Multimedia ’01, Ottawa, Canada, pp. 70–78.

Yu, P. S., Chen, M.-S. and Kandlur, D. D. (1993). Grouped sweeping scheduling for
DASD-based multimedia storage management, Multimedia Systems 1(3): 99–
109.

Zhang, L., Deering, S., Estrin, D., Shenker, S. and Zappala, D. (1993). RSVP: A
new resource ReSerVation protocol, IEEE Network 7(5): 8–18.

Zimmermann, R. and Ghandeharizadeh, S. (1997). Continuous display using het-
erogeneous disk-subsystems, Proceedings of the ACM Multimedia 97, Seattle,
Washington, pp. 227–238.



334 REFERENCES



Appendix A

Elvira II Video Archive Server

This appendix gives an introduction to the Elvira II video archive server. The
Elvira II video archive server is a parallel video server that supports efficient
storage and delivery of digital video to users. In addition to using hard disks
for storing the most frequently used videos, it supports mass storage of digital
video using tertiary storage.

The Elvira II video archive server was designed and implemented as part of
the initial work on studying storage and delivery of digital video. Working on the
practical issues of designing and implementing a working prototype for a digi-
tal video archive server has given valuable experiences into the central problems
of storing and delivering digital video. The Elvira II video archive server has
been used as a framework and for establishing the context for the research areas
covered in this thesis. The research on digital video archives is based on the archi-
tecture of the Elvira II video archive server. This appendix gives an introduction
to how such a video archive server can be designed and implemented.

A.1 Background

The work on storage and delivery of digital video using a video server was ini-
tiated by the VideoSTAR project (Hjelsvold, 1995). In the VideoSTAR project a
data model for storing meta-information about digital video (Hjelsvold and Midt-
straum, 1994) and a model for querying and browsing of digital video (Hjelsvold
et al., 1996) were created. Based on this model the VideoSTAR prototype for a
video database management system was implemented (Hjelsvold et al., 1995).

VideoSTAR stores both meta-data and the digital video in ordinary Unix files.
To achieve high quality playback of the digital video, it required the video files
to be stored on the user’s workstation. This was a solution that neither scaled
well nor promoted sharing of video between users. To efficiently share the digital
video among multiple users it was necessary to store the video files on a central
server. With the aim of being able to store and efficiently play back the video
from a server, the first version of the Elvira video server was designed and im-
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Figure A.1 The architecture for the Elvira II video archive server. Thick lines
show how video data is transported while thin lines show how commands
and control information are exchanged.

plemented (Langørgen, 1994). The first version supported storage and playback
of Motion JPEG compressed video. This was later extended to support MPEG-1
video (Sandstå, Langørgen and Midtstraum, 1996). The Elvira video server was
mainly used for storing and delivering digital video for the VideoSTAR proto-
type. It was also used by the LAVA project for delivering television news on the
Internet (Bryhni, Lovett, Maartmann-Moe, Solvoll and Sørensen, 1996).

To continue the research on storage and delivery of digital video, we decided
to design and implement a new experimental video server. The design of the new
video server called Elvira II video archive server was based on our experiences
from using the first Elvira prototype (Sandstå et al., 1997). We wanted the new
video server to be even more efficient in the delivery of digital video and to be
able to scale better, both in terms of the number of nodes that could efficiently be
utilized in video delivery, and in the amount of video that could be stored on the
server. In addition to use hard disks for storing the video, we wanted the new
server to be able to use tertiary storage for supporting storage of large amounts
of digital video.

A.2 Elvira II Video Archive Server

The Elvira II video archive server consists of two main parts. The first part is the
video server, which is responsible for delivering the video to the users. The video
server consists of a Command Server and multiple Video Pumps. The capacity of the
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video server can be scaled by adding more video pumps as they are independent
of each other. The second part is the video archive, responsible for providing mass
storage for digital video. In addition, the system contains a video catalog that is
responsible for storing meta information about the content stored in the video
server and in the video archive.

The architecture of Elvira II video archive server is presented in Figure A.1.
This figure contains the main modules in the video archive server. The clients
connect to the video server and request a certain movie. The video server func-
tions as a cache for the video archive. If the requested video sequence is stored on
the video server’s disks, it is delivered directly from disk. If the video is not found
on the disks, the video is retrieved from the video archive into the video server’s
disks and then delivered to the user. The video catalog is used both by the users
of the video archive for browsing and searching the content of the archive and by
the video server for finding storage information about each video sequence it has
to deliver.

A.2.1 Elvira II Command Server

The video archive server consists of multiple server processes. One of them is
the Command Server and the rest are Video Pumps. Remote clients connect to the
command server and submit commands to it. If a video sequence is to be deliv-
ered, the command server allocates delivery capacity on one or more of the Video
Pumps, and instructs them to start the delivery of the requested video.

The command server normally runs on a separate node in the video server,
but can also run on one of the video pump nodes. The command server uses
the video catalog to get meta-data about the video sequences stored in the video
pumps. The main responsibilities of the command server are:

� Respond to requests from clients. The clients connect to the Command
Server using a TCP/IP connection. The implemented client interface is
based on the MPEG-2 DSM-CC standard (MPEG-2, 1996). This defines com-
mands that clients can use for controlling the playback of video.

� Resource administration. The command server keeps track of the current
usage of disk and network bandwidths to make sure that the system is not
overloaded, in order to avoid disruption of the video delivery. The is done
by performing admission control before a client is allowed to start playback
of a new video. It is also the responsibility of the command server to keep
the pump nodes evenly loaded.

� Control the video pumps. This is done by sending commands for allocat-
ing resources in the video pumps and commands for controlling the video
delivery.
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Figure A.2 The design of the Elvira II video pump. The threads are specified
as: C = Command Thread, S = Delivery Thread, L = Loading Thread, and R
= Disk Thread.

All communication between the video clients (video players) and Elvira II
goes through the command server. Each time the client issues a new command,
the command server updates the DSM-CC state machine for the video and sends
the necessary commands to the video pumps that are responsible for delivering
the video to the client.

A.2.2 Elvira II Video Pumps

When a video sequence is loaded into the video server, manually or from the
video archive, it is stored either in one of the video pumps or striped across mul-
tiple video pumps. To increase the delivery capacity of the server, popular video
sequences may also be stored on multiple video pumps. It is the command server
that is responsible for assigning clients to video pumps with spare capacity.

The main responsibility of the video pump is to deliver the video sequences
to the clients as isochronous data streams. The video is delivered to the client
using UDP on top of IP or ATM. In addition to delivering data to the clients, the
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video pumps are also taking part in transferring video sequences from the video
archive to the video pumps’ disks.

Figure A.2 gives an overview of the architecture of the Elvira II Video Pump.
A video pump process consists of the following threads:

� A Command thread which is responsible for communication with the com-
mand server. This thread receives commands containing information about
the video sequences to deliver, the client address the video should be de-
livered to, when to start the delivery and which speed the playback should
have. It also answers requests about the status of the video pump like CPU
usage and status for delivery of the video sequences.

� For each disk used by the video pump, there are two Disk threads that are
responsible for reading video data (segments) from the disk into the main
memory. These threads are also responsible for writing video that is re-
ceived from the video archive to disk.

� A set of Delivery threads that are responsible for delivering video data from
main memory to the network.

� A set of Loading threads that are responsible for receiving video from the
video archive, storing the video segments in main memory, and insert them
into the disk threads’ write queues.

To ensure that the clients receive the video in time for the presentation, all op-
erations performed by the delivery threads and the disk threads are given a deadline
for when they have to be completed. If an operation can not be performed within
its deadline, that operation is skipped. Skipped operations leads to interruptions
in the video playback.

Elvira II File System and Storage format

Elvira has its own file system. This can either be placed on top of a standard Unix
file system or use raw disk devices. The main reason for having a special file
system is to give the video server full control of where to place the different video
sequences on the disk and to be able to optimize reading (and writing) of video
from (to) the disks.

When a file containing a video is stored in the video server it has to be con-
verted to the Elvira file format. Figure A.3 shows an overview of the storage
format used by Elvira. The video is broken into containers which are stored in
segments. The rationale for using these two storage units are:

� A container is the storage unit used by Elvira for sending the video to the
client. The size of a container is selected to achieve good utilization of the
network and to keep the cost of transferring the video as low as possible. In
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Video file

Containers

Disk Segments

Figure A.3 The storage format used by Elvira. The original video file is first
divided into containers suitable for sending on the network. The containers
are then stored in segments suitable for storing on disk.

addition to video data, each container has a container header. This header
contains information about the point in time the container should be re-
ceived by the client (show time), and about the time it should be presented
on the screen (movie time). The show time is used by the video pump to
determine when to send the container to the client.

� A segment is the storage unit used for storing video on the disk. A segment
contains multiple containers. The segment size is selected to give a high
utilization of the disk bandwidth.

For a typical configuration using UDP (on top of IP or ATM) the container size
will be 8 KB and the segment size will be in the range from 64 KB to 512 KB.

For each video sequence being delivered, a few (typically three) video seg-
ments are resident in main memory. As soon as all containers in one of these are
sent to the client, a request for the next video segment is entered into the disk
scheduler’s queue. This request contains information about which segment to re-
trieve and the deadline for when the segment has to be present in main memory.

As shown in Figure A.2, the delivery threads are responsible for sending the
video to the client. The delivery thread uses the show time field from the video
container to determine the time when the container has to be sent to the client. If
it is not able to send the container within the deadline given by the show time, it
skips the container and continues with the next container.

The main advantage of having this storage format is that it breaks the video
into storage/transfer units where the size of the container and segment can be
independently optimized for transfer from disk to main memory and for transfer
on the network. Another advantage of this storage format is that it is independent
of the video format. By including the necessary timing information about which
time each container should be sent from the server, it is not necessary for the
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video pumps to do any processing of the video during delivery of the video. All
the necessary processing of the video can be done once when storing the video
in the Elvira file system. In our experiments, we have stored both MPEG-2 and
Motion-JPEG video in Elvira II without having to do any changes in the video
pumps.

The drawback of using a container format that is independent of the video
compression format, is that the video client must be able to understand the Elvira
container format in order to recreate the video stream. Since the container header
consists of just two timestamps this is a very easy job, still this makes it difficult
to use a standard video client for displaying the video.

Support for VCR operations

In addition to play back video sequences in the same speed and sequence that
the original video had, a video server should also support the main functionality
provided by modern VCR and DVD players: This includes playback of the video
using a different speed than the originally recorded speed (mostly fast forward
and fast rewind, but also slow motion) and jump to a random position within the
video.

Elvira II uses index files for supporting random access within a video sequence.
For each video file stored, there is an index file that contains a list of positions in
the film where it is possible to re-start playback. For video formats that compress
the individual video frames independently of the surrounding frames, each frame
is a possible position for continuing the playback. For more complex compression
formats that use interframe encoding, it is not possible to jump to every position
within the video. For example, using MPEG-2 it is only possible to jump to po-
sitions that are encoded as an I frame.1 Each entry in the index file contains the
timestamp and storage information for the video container that this time stamp
corresponds to. When a user requests a jump to a given position in the film, the
video pump finds the entry in the index file closest to this position and starts to
deliver the video from that point.

There are several strategies for implementing support for fast forward and fast
rewind in a video server. In Elvira II, we decided to use separate files containing
special fast forward and fast rewind versions of the video. These files contain
only a subset of the frames of the original video, for example every fifth frame.
Since the quality of the displayed video can be reduced during operations like
fast forward, the size of the fast forward file can be further reduced. The main
advantage of using separate video files for fast forward and fast rewind is that
it does not increase the use of resources during these operations above what is
used during normal playback. By having lower quality versions of the video
that contain less frames, the video server is able to deliver a fast forward version

1For MPEG-2, this requires that the encoder has not changed the encoding strategy between
the start position and the position where the user has requested the playback to resume from.
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Figure A.4 The process of generating files for supporting fast forward and
fast rewind of MPEG-2 video in Elvira II.

or a fast rewind version of the video without increasing disk, memory, CPU, or
network resource usage.

When the user issues a command for doing fast forward, the video pump
uses the index file for the fast forward file to find the closest position where it can
change from delivering the video at normal speed to delivering the video at the
requested speed. If the user requests the video to be delivered at a speed which is
lower than the speed used for creating the fast forward file, the video pump uses
the fast forward file, but delivers the video containers to the network at a slower
speed.

The process of creating these extra fast forward/rewind files can be done once
as a preprocessing stage when loading the video into the video archive. The
main drawback of using separate files for fast forward/rewind is that this re-
quires more storage space. Since these extra files only contains a small fraction of
the frames, and can be compressed with a lower quality, the storage space only
increases by more approximately 20-30 percent.

Support for MPEG-2

The implemented version of Elvira II supports video compressed using Motion
JPEG and MPEG-2. To illustrate the processing of the video that is necessary for
including a video in Elvira II, we briefly show how MPEG-2 compressed video
can be stored and delivered to a user. A more detailed description of how the
support for MPEG-2 video is implemented can be found in (Remmem, 1997).

Elvira II requires that the MPEG-2 video is compressed as a transport stream
when it is stored in the video server. If it is compressed as either an elementary
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stream or a program stream, it must be converted to a transport stream.
When a MPEG-2 video is loaded into Elvira it has to be stored as Elvira II video

containers. In order to enable the video pump to know at which time to deliver
each of the containers, the show time has to be stored in the container header. A
MPEG-2 transport stream contains multiple time stamps. In our implementation
we use the Program Clock Reference (PCR) to get information about which time
the video pump should deliver each of the containers. Thus, to store a transport
stream in the Elvira file system, we mainly do the following operations on the
video file:

1. Decodes the transport stream to get the PCR values. Based on these we
compute the delivery times to store in the video container’s header.

2. The transport stream is built up from transport packages, each of 188 byte.
These transport packages are stored as payload in the video containers.

Many MPEG-2 videos have very few access points for random access. In order
to provide better support for random access in the video we insert an Random
Access Indicator (RAI) and a sequence header in front of each Group of Pictures
(GOP) when converting the transport stream to video containers.

To produce files for fast forward and rewind from a MPEG-2 file is a complex
task. Figure A.4 shows the main tasks that have to be performed in order to
produce these files. Based on a MPEG-2 transport stream, the following steps are
performed when producing the fast forward and rewind files:

1. The transport stream has to be demultiplexed in order to get the elementary
stream containing the video.

2. By decoding the video stream we get the individual frames.

3. To get frames for the fast forward and rewind files we select every Nth frame
from the original video. For example, to produce a version of the video that
is suitable for fast forward up to five times the speed of the original video,
we select every fifth frame.

4. The selected frames are used as basis for producing the fast forward version
of the video. In order to make a fast rewind version of the film, we sort the
selected frames in opposite order.

5. The frames are encoded using an MPEG-2 coder to produce the Elementary
video streams for the fast forward and fast rewind versions of the video.

6. The Elementary video streams are run through an MPEG-2 multiplexer in
order to produce transport streams.
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The resulting transport streams are stored in the Elvira II file system in the same
way as the original version of the video.

The stored MPEG-2 video contains multiple time stamps that can be used by
the video client to decode and present the video to the user. The most impor-
tant of these are Program Clock Reference (PCR), Decoding Time Stamp (DTS),
and Presentation Time Stamp (PTS). In our implementation of the video server
we do not change any of these when doing a change of speed or when doing
a reposition within the video. If the video pumps should do this it would re-
quire that it “patched” the content of the video containers that contained any of
these time stamps before sending them to the client. Our experience is that these
time stamps are not very important during decoding. The MPEG-2 decoder we
used decoded the received frames correctly without bothering about that these
time stamp where not adjusted correctly when the playback changed from nor-
mal speed to fast forward/fast rewind or when the playback jumped from one
position to another position in the video.

A.2.3 Elvira II Video Catalog Manager

To store necessary meta-information about the video stored in the video archive,
a Video Catalog has been implemented (Sørensen and Sandstå, 1996). The purpose
of the Elvira II Video Catalog Manager is to function as an information central,
where the other Elvira processes and users of the video server and archive can ac-
cess and store information about the videos stored in the archive. The data model
used by the Video Catalog is based on the VideoSTAR data model (Hjelsvold and
Midtstraum, 1994). The VideoSTAR data model has been extended to contain in-
formation about the compression format used for the video and storage informa-
tion. This information is used by Elvira II to determine where in the video server
a given video is stored and to determine the resources needed for delivering the
video to the user.

For each video, the Catalog Manager has information about compression for-
mat, bit rate and where the video is currently stored within the server (which
video pump it resides in and where in the video archive it is stored). It also has
information about the fast forward and fast rewind files that have been generated
for each of the videos.

In addition to contain physical storage information, the video catalog supports
some of the operations defined in (Hjelsvold et al., 1995b). The most important
of these are support for virtual video documents (Mackay and Davenport, 1989)
that can be composed by multiple physical video segments and that a video doc-
ument can have multiple physical representations. For example, the same video
can be stored in the server using different compression technologies. This makes
it possible for the user to specify which quality she wants on the delivered video,
depending on the capacity of the network. It also provides opportunities for the
server to change from a high quality version of the video to a lower quality ver-
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sion of the video during playback if it is about to get overloaded.
A Web interface for searching and browsing of the Elvira Video Catalog has

been implemented (Gallefoss, 1997).

A.2.4 Elvira II Storage Manager

The Elvira II Storage Manager is responsible for managing and providing storage
for the videos stored in the video archive. On request from users, the command
server will instruct the Storage Manager to retrieve a given video from its stor-
age system. The video is first transferred from the storage manager to one (or
multiple) of the video pumps where it is stored on hard disks. Then it is the
responsibility of the video pump(s) to deliver the video to the user. The video
pumps act as a cache for the storage manager.

Figure A.5 gives an overview of the architecture of the Elvira II Storage Man-
ager. The main operations performed by the Storage Manager are as follows:

� Storage administration. The storage manager is responsible for administra-
tion of the videos stored in the archive. It also administrates the storage
media that are used for storing the videos and the free storage space that is
available for storing new videos.
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� Buffer administration. The video pumps contain a copy of the most popular
videos and the videos currently being delivered. Since the video pumps in
general will have less storage space than the video archive, they function
as a cache for the video archive. The Storage Manager is responsible for de-
ciding which videos that should reside in the video pumps. Each time a
new video is loaded from the video archive to the video pumps, the stor-
age manager has to be sure that the video pumps have enough free storage
space. The Storage Manager does this by instructing the video pumps to
release the space occupied by one or more of the currently cached videos.
To manage the video pumps’ buffer space the storage manager uses an LRU
strategy.

� Resource scheduler. The Storage Manager receives requests from the com-
mand server to load videos from the archive to the video pumps. To op-
timize the use of the storage devices, the Storage Manager uses a resource
scheduler. This can reorder the sequence of when the requests for a video is
issued to the storage system.

� Video transfer. When the storage manager has decided to load a video from
the archive and into the video pumps, it instructs the storage system to start
reading the video and delivering it to the video pump. On the video pump,
one of the Loading threads will receive the video and make sure it is stored
on the video pump’s disks.

More details about the design and implementation of the Elvira Storage Man-
ager can be found in (Sørensen, 1997). Since this project did not have access to
any media robots, the implemented version of the storage manager uses multiple
Tandberg MLR1 tape streamers (Tandberg Data, 1996). In the experiments per-
formed with the Elvira Storage Manager, tapes were loaded and unloaded by a
human “tape robot”.

A.3 Use of Elvira II Video Archive Server

The implemented version of the Elvira II Video Archive Server runs on clusters of
Sparc workstations. In the configuration we have used for running experiments
we have used four workstations connected by an ATM switch as video pumps
and a separate workstation running the command server and the video catalog.
As the Storage Manager we used a workstation that had two MLR1 tape drives
connected.

The design and implementation of the video server were done as the initial
part of the work behind this thesis. During the process of implementing the video
server, it was used as the framework for multiple master theses (Dybvik, 1997;
Gallefoss, 1997; Koteng, 1996; Remmem, 1997; Sørensen, 1997).
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The Elvira II video archive server has also been used by a Eurescom project
that evaluated and compared advantages of different video server architectures
(Hughes and Brataas, 2000; Brataas, Crespo, Hughes and Miethe, 1998a; Brataas
et al., 1998b). The Elvira II server was used as the basis of evaluating the perfor-
mance of a video server based on independent workstations. This architecture
was compared against a video server based on one parallel machine (Oracle Me-
dia Server on the nCube machine (Laursen, Olkin and Porter, 1994)).

A.4 Summary

In this appendix, we have given a short presentation of the Elvira II video archive
server. The architecture of the Elvira II video archive server is based on using a
parallel video server as a cache for much larger video archive system. The archive
stores most of the videos on tertiary storage. The video server stores the most
frequently used videos and is responsible for delivering the video to its users. The
architecture for the Elvira II video archive server is used when studying storage
systems for digital video archives.
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Appendix B

Analysis of Model Error Rates for a
MLR1 Tape

The access time model for serpentine tape drives was presented in Chapter 6.
The purpose of this appendix is to provide a detailed example of how well the
access time model estimates seek times. The model partitions all possible seeks
into eight seek classes as shown in Figure 6.5. For each seek class, we provide a
function which estimates seek times. To demonstrate how accurately the model
estimates seek times, we present statistical data and plots of the difference be-
tween estimated and measured seek times for tape accesses for each of the eight
seek classes.

In the measurements presented here, we have used one MLR1 tape filled with
32 KB blocks and characterized by use of the Write-Turn strategy. Using this tape,
we performed 2000 tape accesses, each for one data block. The accesses were se-
lected to give approximately the same number of seeks within each seek class.
Figure B.1 shows the distribution of the difference between measured and esti-
mated seek times for all the tape accesses. In Table B.1 we present the Average
absolute deviation between measured and estimated seek times for all seeks, and
for seeks within each of the eight seek classes. The average absolute deviation is
computed using the following definition:

Average absolute deviation =
1
n

n

∑
i=1

j measuredi � estimatedi j

This is the average difference an application would experience between measured
and estimated seek times for tape accesses. We have also included the Standard
deviation between measured and estimated seek times in the table.

To give a measurement of how close the model models a specific tape, we de-
fine the Model closeness as:

Model closeness =
1
n

n

∑
i=1

(measuredi � estimatedi)
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Figure B.1 a) Distribution of the difference between measured and estimated
seek times for all seeks. b) Cumulative distribution of the difference between
measured and estimated seek times for all seeks.

Average absolute Standard Model
Seek class Samples deviation (s) deviation closeness (s)

1 393 1,117 1,386 0,027
2 243 2,588 2,044 0,250
3 212 1,887 1,426 0,045
4 216 1,072 1,550 –0,086
5 267 2,188 1,489 0,205
6 213 1,829 1,368 0,195
7 213 1,070 1,581 –0,215
8 243 2,600 1,591 0,514

All 2000 1,767 1,673 0,119

Table B.1 Differences between measured and estimated seek times for 2000
tape accesses grouped by seek class. All times are in seconds.
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The closer the Model closeness comes to zero, the better does the model estimate
seek times for a particular tape. The last column of Table B.1 shows this for each
of the seek classes for the used tape.

B.1 Model Deviation Rates for each Seek Class

The rest of this appendix contains plots for each seek class showing the deviation
between measured and estimated seek times. For each seek class we provide four
plots:

a) The seek profile. To get an impression of how well the model estimates
the measured seek times within each seek class, we plot the seek time as a
function of the physical seek distance. All seeks are ordered by increasing
seek distance, and the measured seek time for each seek is used to draw a
line. We also include a plot of the function used by the model to produce
seek time estimates.

b) Difference for each seek. To visualize how much the seek time of individ-
ual seek operations differ from the estimated seek time, this plot shows the
difference between measured and estimated seek times for each seek. The
seeks are ordered along the x-axis in the order they were performed.

c) Error distribution. This plot shows the distribution of the difference be-
tween measured and estimated seek times.

d) Cumulative error distribution. This plot shows the cumulative distribution
of the difference between measured and estimated seek times.

In all plots, the value shown is negative if the measured seek time is larger
than the estimated seek time.
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Figure B.2 Seek class 1.
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Figure B.3 Seek class 2.
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Figure B.4 Seek class 3.
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Figure B.5 Seek class 4.
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Figure B.6 Seek class 5.
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Figure B.7 Seek class 6.
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Figure B.8 Seek class 7.
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Figure B.9 Seek class 8.
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Appendix C

Quantum DLT 2000

The access time model for serpentine tape presented in Chapter 6 was mainly
developed using the Tandberg MLR1 drive. To test the usability and accuracy
of the tape model on another tape drive, we have used the Quantum DLT 2000
drive (Digital, 1992). In this appendix, we present results from using the schedul-
ing algorithms presented in Chapter 7 for scheduling requests on the Quantum
DLT 2000 drive.

The Quantum DLT 2000 drive is one of the first of the high capacity drives
of the DLT series. One cartridge is able to store 10 GB of data (without use of
compression). The transfer rate of the drive is 1.25 MB/s (with the compression
turned off). The physical data layout on the tape is similar to the Tandberg MLR1
drive. Both drives use tapes that are 366 meters long. The width of the tape used
by the DLT drive is twice the width of a MLR1 tape (a half inch compared to
a quarter inch). The number of physical data tracks is 128, where two physical
tracks are grouped into one logical track, giving 64 logical data tracks. The cor-
responding numbers for the MLR1 drive are 144 physical tracks grouped as 72
logical data tracks.

C.1 Scheduling of Random I/O Requests

In Chapter 7 we presented nine scheduling algorithms for scheduling requests for
serpentine tape drives. From simulations and practical measurements using the
Tandberg MLR1 drive, we concluded that our new algorithm, Multi-Pass Scan
Star (MPScan*), performed equal or better than any of the other algorithms for
schedule sizes from two to about thousand requests. In this section we present
similar experiments performed using the Quantum DLT 2000 drive. Some of the
results presented here are also included in Chapter 7.
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Figure C.1 Total and average access times using different scheduling algo-
rithms for different problem sizes. Results from the SORT and MPScan
schedulers are not included.

C.1.1 Simulations of the Scheduling Algorithms

To compare the relative performance of the algorithms, we have simulated the
scheduling algorithms using the access time model for the DLT 2000 drive pre-
sented in Section 6.4.2. All simulations were performed on sets of request lists
containing from one to 2048 requests. Each request was for one random 32 KB
block on the tape. For schedules with less that 256 requests, we used 100,000
different request lists. For longer schedules, the number of request lists were
gradually reduced to 500 request lists for schedules of 2048 requests due to CPU
limitations. For the OPT algorithm, the largest request lists contained 12 requests,
and was run only 100 times due to the high CPU usage. All simulations started
with the tape drive positioned at the beginning of the tape.

Figure C.1(a) and C.1(b) show total execution times and average access time
per request using the different scheduling algorithms. The results are very sim-
ilar to what we got using the Tandberg MLR1 drive. With only one request, the
average access time will be 67 seconds for all scheduling strategies, except for the
READ strategy. Without any scheduling, the average access time will stabilize
at about 52 seconds as we increase the number of requests in the schedule. For
schedules with less than 12 requests, the curves for MPScan* and OPT overlap,
and any of them can be used. As long as the number of requests in a schedule is
less than about 80 requests, MPScan* produces the best schedules. For schedules
with lengths from 80 to about 500 requests, LOSS is the preferred scheduler. For
even longer schedules, the best way to retrieve the requested data is to read the
entire tape, i.e., use the READ strategy.
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Figure C.2 Measured average access times for requests scheduled by MP-
Scan*. Estimated average access times for the same requests are included to
show the average deviation between estimated and measured access times.
Simulated access times for FIFO and READ are included for reference.

For the Tandberg MLR1 drive, MPScan* was best for schedules containing up
to about 1000 requests. The reason MPScan* has to give up to LOSS for smaller
schedule sizes for the DLT 2000 drive, is due to the fewer key points on each
track. The fewer key points makes the initial MPScan schedule contain longer
seek distances each time the drive has to change track.

C.1.2 Validation of MPScan* on a Quantum DLT 2000 Drive

To validate the correspondence between estimated access times and actual ac-
cess times when executing the requests of a schedule on a drive, we have run
schedules produced by the MPScan* scheduler on the DLT 2000 drive. As for the
simulations, each request was for one random 32 KB block, and the tape drive
was positioned at the beginning of the tape when we issued the first request.
For schedules containing up to 12 requests, 20 schedules were executed on the
DLT 2000 drive. For schedules containing 16 and 32 requests, ten schedules were
executed. For larger schedules, only five schedules were executed on the drive.

The access time per request was measured. Based on these measurements,
the average access times were computed. These are presented in Figure C.2. To
visualize the accuracy of the estimated access times produced by the model, we
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Figure C.3 Percent deviation in estimated execution times for schedules pro-
duced by MPScan* and run on the DLT 2000 drive. For each problem size,
the results from five schedules are included. A positive value indicates that
the estimated execution time is a number of percent higher than the actual
measured execution time.

have included the estimated average access times for the same requests in the fig-
ure. From the figure we see that for schedules of less than about 500 requests, the
model underestimates the cost of executing the schedule on the drive, for larger
schedules the model overestimates the cost. To provide a better comprehension
of the accuracy of the estimated execution times, Figure C.3 shows the deviation
in percent between estimated and measured execution times for a set of sched-
ules produced by the MPScan* scheduler, and run on the DLT 2000 drive. The
main reason why the model underestimates the execution times for the sched-
ules with less than 500 requests and overestimates the execution times for larger
schedules, is the fact that the model does not take the two speed behavior of the
DLT 2000 drive into account. The drive will perform short seek distances using
the lower read speed only. Due to the use of linear regression for estimating the
cost functions, the seek time for short seeks will be overestimated. As the num-
ber of requests in a schedule increases, more of the requests in the final schedule
will belong to seek class 1. E.g., for a schedule of 2048 requests, about 1900 of
the requests will be in seek class 1, and most of these will have a rather short
seek distance. Figure C.4 contains an actual plot of the measured seek times for
a schedule of 2048 request. The plot contains only the requests falling into seek
class 1. From this figure, it can be seen that the shorter the seek distance is, the
more do the model overestimate the actual access time. To only way to avoid this,
would be to include the two speed behavior of the DLT 2000 drive into the model.
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Figure C.4 Plot of actual seek times for the 1880 requests in seek class 1 of a
schedule consisting of 2048 requests. All seeks are shorter than 800 blocks.
The total length of a track is approximately 4600 blocks. Seek times estimated
by the model are included to show how the model overestimates seek times
for short seeks.

Despite the fact that the estimated time to perform a schedule on a tape drive
is much larger than the actual time for large schedules, the model is good enough
for the scheduling algorithms to produce a good ordering of the requests. And
by studying Figure C.1, for schedules of this size (more than 500 requests), we
should not use any of the complex scheduling strategies. The best way to read
this many simultaneous requests is to read the entire tape, i.e., use the model in-
dependent READ strategy. The execution time for the READ strategy is not based
on the seek time model, but rather on the transfer time. The transfer time is easier
to estimate, and thus will be more accurate.


