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Figure 9: Color flow image of a leaking aortic valve.
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Figure 10: Tissue Doppler image of the left ventricle.



12 Introduction

Doppler techniques are then commonly used to quantitatively evaluate the severity
of valvular stenoses, leakages, etc. Some important clinical applications of Doppler
ultrasound are listed below.

• Cardiology. Detection and assessment of valvular stenoses, regurgitations, shunts,
and similar defects that give disturbed flow patterns in the heart.

• Peripheral vascular disease. Detection and assessment of stenoses and aneurysms.

• Radiology. Assessment of malignancy of tumors based on the blood flow.

• Fetal medicine. Early detection of abnormal flow patterns related to high blood
pressure in the fetus.

3 Factors Affecting the Quality of Color Flow Imag-
ing

The most basic task of a color flow system is to detect if blood is present or not in
a given sample volume. The next task is to calculate unbiased estimates with low
variance of the blood velocity and the signal bandwidth. This thesis deals mainly with
color flow systems, and in this section we discuss factors that affect the ability of the
system to fulfill these goals.

3.1 Noise

There are mainly two forms of noise that corrupt the Doppler signal from blood. Ther-
mal noise in the transducer and front-end electronics limit the lowest Doppler signal
strength that can be detected. Thermal noise is modeled as a white Gaussian random
process, which means that two different noise samples are statistically independent
with a Gaussian probability density function [70]. The second type of noise is the
signal from stationary and slowly moving tissue structures, including reverberations
caused by multiple reflections. This clutter signal can be 80-100dB stronger than the
Doppler signal. The tissue moves more slowly than the blood, thus giving a smaller
Doppler shift, and the clutter signal can be removed with a high-pass filter.

Thermal Noise

The received signal is passed through a filter to minimize the noise bandwidth in order
to maximize the sensitivity of the instrument. A matched filter maximizes the peak
SNR for a known signal in white noise [46]. In ultrasound imaging, the shape of
the received signal is, however, not known, and conventional matched filtering is not
applicable. Even though the shape of the received signal is unknown, it is shown in
[47] that a receiver filter with a rectangular impulse response with duration equal to
the pulse length is close to maximizing the signal-to-noise (thermal noise) ratio (SNR).

The SNR can be improved by transmission of pulses with higher power. There are,
however, safety limitations on the acoustic intensity [6]. In Doppler applications, the













































































































































































































































Cross-Sectional Blood Flow Velocity Profiles G-3

the information needed from 1 heartbeat to construct the instantaneous cross-sectional
velocity profile, we used software developed for high frame-rate imaging as described
below.

2.3 Instrument Setting

Recordings of tissue images were obtained in second harmonic imaging mode with
a transducer transmittal frequency of 1.7 MHz. For color flow imaging, the center
frequency of the transmitted pulse was 2.5 MHz. The radial sample volume length was
0.8 mm.

2.4 Data Acquisition

The subjects were examined in the left lateral decubital position. To reduce cardiac
movement, the recordings were done in held end-expiration. Ultrasonographic data
were acquired in an apical 5-chamber view and an apical long-axis view. To get as
high a frame-rate as possible during recordings of aortic blood flow, a prototype data
acquisition technique was used, which provided an increased frame-rate with a mod-
erate decrease in spatial resolution. The sector angle was set to a minimum, and the
region of interest minimized to cover the LVOT to obtain a rate of ≥ 90 frames/s, and
a time delay less than 6 ms over the flow sector was achieved. Thus, from a single heart
beat, blood flow velocities from various positions within the LVOT were recorded with
a resolution better than 6 ms at each point.

We scrolled the replay memory in the digital ultrasonographic scanner to find the
longest R-R interval. The subsequent R-R interval was short. The digital image
data from the 3 subsequent heartbeats corresponding to these 2 R-R intervals were
transferred from the ultrasonographic scanner to an external personal computer.

2.5 Data Processing

For each sample volume, the flow information was encoded in a 16-bit “word”. This
data format ensures adequate resolution for both the power and velocity estimates. The
data were visualized and processed with the use of software written in the MATLAB
language. By performing angle correction, flow velocities perpendicular to arbitrary
lines in the image could be plotted as a function of time. Detection of large discontinu-
ities in the velocity estimates enabled correction for aliasing caused by high velocities.
This way, the color flow data could be used in the quantitative analysis of the flow
pattern through the aortic valve.

Tissue priority and flow gain were adjusted to make sure that the flow was within
the anatomic borders. The systolic periods from 2 subsequent heartbeats were studied.
Measurements were obtained for the R-R interval, defined as the time from the previous
heartbeat to the one studied. A line across the LVOT was drawn 0.5 to 1 cm proximal to
the insertion of the aortic valve (Figure 1), and cross-sectional velocities were extracted
from this line and visualized with color M-mode echocardiography (Figure 2). The line
was fixed and did not track the tissue during systole. Blood flow velocities from any
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Figure 1: A line across the LVOT was drawn 0.5 cm proximal to the insertion
of the aortic valve, and cross-sectional velocities were extracted from
this line.

Figure 2: Cross-sectional blood flow velocities encoded as color flow from the
left ventricular outflow tract obtained in a 5-chamber view in a pa-
tient with atrial fibrillation. The blue area limited by yellow lines
represents the systolic period. The green marker is located at the
septum. The yellow marker is located laterally. The pink marker is
located at the point of maximum velocity and represents the maxi-
mum velocity-time integral. The pink line represents the maximum
velocity-time integral.
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Figure 3: The instantaneous cross-sectional velocity profile in systole limited
by yellow lines in Figure 2. The red line crossing the picture along
the axis marked position represents time of maximum velocity. The
pink marker represents the maximum velocity. The red line along
the axis marked frame number represents the position of maximum
velocity-time integral.

given time interval (in our setting, during systole) were analyzed by extracting the data
as illustrated in Figure 2. The following heartbeat was treated in the same manner.

The instantaneous cross-sectional velocity profile was reconstructed by plotting
blood flow velocities against time and position along the diameter of the LVOT (Fig-
ure 3). Figure 4 shows the velocity profile from 2 heartbeats of different R-R interval
lengths (long and short). As a quantitative assessment of the velocity distribution, any
possible skew was described by comparing the ratio of the maximum VTI to the mean
velocity integral, and the maximum velocity to the mean velocity. Furthermore, the
position of the maximum velocity and the maximum VTI along the cross-sectional line
was noted. Finally, we calculated the part of the line that crossed the LVOT in which
values between the maximum VTI and maximum VTI−20% were detected (Figure 5).

2.6 Statistical Analysis

Data from 2 different heartbeats were compared with the paired t-test (null hypoth-
esis: there is no difference between the 2 heartbeats; alternate hypothesis: there is a
difference). The level of significance was chosen at P < .05.
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Systole 1 Systole 2

Figure 4: The instantaneous cross-sectional velocity profiles from 2 heartbeats
with different R-R interval lengths in a patient with atrial fibrillation.
Blood flow velocities are plotted against time and position along the
diameter of the left ventricular outflow tract. The highest blood flow
velocities are located toward the intraventricular septum.

(a) (b)

Figure 5: The relative length of (VTI max to VTI max−20%)/Total diameter.
Five-chamber view. The x-axis represents the line across the left
ventricular outflow tract. Point 0 is located at the septum and 1 at
the lateral end. The bold part of the curve is the interval VTI max to
VTI max−20%. a. Heartbeat 1. The relative length of (VTI max to
VTI max−20%)/Total diameter= 0.65. b. Heartbeat 2. The relative
length of (VTI max to VTI max−20%)/Total diameter= 0.69. VTI,
velocity-time integral.







































































High Frame Rate Tissue Doppler and Strain Rate Imaging I-3

Time [s]0 0.75

Pos. velocity

Neg. velocity

Figure 1: Example of a tissue Doppler M-mode image. The velocities in the
septum of the heart during one heartbeat are visualized. The frame
rate is 266 frames/second.

direction, where l is the frame number, k is the depth index, and n is the temporal
index corresponding to pulse transmissions. A commonly used velocity estimator is
based on estimates of the autocorrelation function with temporal lag equal to one [3].
This autocorrelation value can be estimated at depth krs and time lTframe using the
unbiased sample mean estimator given by

R̂k,l(1) =
1

N − 1

N−2∑

n=0

x∗
l (k, n)xl(k, n + 1) (1)

where N is the number of pulses in each packet. Based on R̂k,l(1), an estimate of the
velocity component along the beam direction is calculated by

v̂(k, l) =
c

4πf0T
· arg(R̂k,l(1)) (2)

where c is the sound velocity, and f0 is the center frequency of the received ultrasound
signal. The phase angle arg(R̂k,l(1)) is contained in the interval [−π, π]. If the velocity
is so large that the phase shift from pulse to pulse is larger than π, aliasing occurs, i.e.
a positive velocity is interpreted as a negative velocity and vice versa. The maximum
unaliased velocity is called the Nyquist velocity and is given by

vNyq =
c

4f0T
(3)

The tissue velocities are encoded using colors, and superimposed on the tissue B-mode
image. A common colormap is to let red correspond to velocities towards the probe, and
let blue correspond to velocities away from the probe. The magnitude of the velocity
determines the hue and saturation of the color, while the tissue intensity determines
the intensity of the color. To get both temporal and spatial information in one image,
the velocities along a curved line following an anatomical structure in the 2D image
can be imaged versus time as shown in Figure 1. This is called a color M-mode image,
and in Figure 1 we see the velocities in the septum of the heart during one heartbeat.
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Figure 2: Illustration of the velocities used in the strain rate estimate in Equa-
tion 4.

3 Strain Rate Imaging

The strain rate (SR) is equivalent to the spatial gradient of the velocity [2]. Estimates
of the velocity component along the beam direction are available from tissue Doppler
imaging, and an approximation to the strain rate at depth krs and time lTFrame is
given by

SR(k, l) ≈ v(k, l) − v(k + ∆k, l)
∆k · rs

(4)

where ∆k · rs is a small radial lag as illustrated in Figure 2. Combining Equations 2
and 4, an estimator of strain rate suitable for real time implementation is given by

ŜR(k, l) =
c

4πf0T∆krs
· arg

(
K−1∑

m=0

R̂∗
k+m,l(1)R̂k+m+∆k,l(1)

)
(5)

where averaging is performed over K radial samples to reduce variance. Aliasing of the
strain rate estimates occurs if the mean difference between the phase angle of R̂k,l(1)
and R̂k+∆k,l(1) exceeds π.

Strain rate can be visualized using a color technique similar to TDI. A strain rate
M-mode of the septum is shown in Figure 3, where blue corresponds to local shorten-
ing (negative SR), red corresponds to local elongation, and green corresponds to zero
deformation.

4 Data Acquisition

When imaging down to a depth r, the minimum time between pulse transmissions
is Tmin = 2r/c. For the heart, the depth r is approximately 15cm, and with sound
velocity c = 1540m/s, the minimum time between pulse transmissions is Tmin ≈ 200µs.
With an ultrasound center frequency of 2MHz, this gives a Nyquist velocity of 96cm/s
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Expansion

Contraction

Time [s]0 1.34

Figure 3: Example of a strain rate M-mode image. The strain rates in the
septum of the heart during one heartbeat are visualized. The frame
rate is 323 frames/second.

which is suitable for blood velocity imaging. The timing of the pulse transmissions
in one beam direction is illustrated in Figure 4 when N = 3 pulses are used for each
velocity estimate. During the time Tframe − NT , both the Doppler data in the other
beam directions and the tissue B-mode data are acquired. If the Nyquist velocity can
be reduced by a factor M , T can be increased by the same factor M . This means that
during the time T between two pulse transmissions in the same beam direction, there
is time to acquire data in M − 1 other beam directions. The tissue velocities are much
smaller than the blood velocities, and by allowing some aliasing, the Nyquist velocity
can be reduced by a factor M ∼ 10. By restricting the Doppler image to consist of only
M beams, the entire Doppler image can be scanned before two pulses are fired in the
same beam direction. If the velocities are estimated based on N pulse transmissions,
there are N Doppler scans between each tissue B-mode scan.

In 2D blood flow imaging, the optimal transmitted pulses for the tissue B-mode
and Doppler image are different. One reason for this is that to get a sufficient signal-
to-noise ratio (SNR), higher power has to be transmitted for Doppler imaging than
for tissue B-mode imaging. There are, however, safety limitations on the transmitted
pulse amplitude, so the power is increased by increasing the pulse length. Increasing
the pulse length also decreases the noise bandwidth, giving a further increase in the

�
Time

� � � � � � � � �
��T � �Tframe

︸ ︷︷ ︸
v(k, 1)

︸ ︷︷ ︸
v(k, 2)

︸ ︷︷ ︸
v(k, 3)

Figure 4: The timing of N = 3 pulses fired in the same beam direction for
conventional 2D Doppler imaging.
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Figure 5: Sliding window velocity estimation of data with constant sampling
intervals.

SNR. B-mode images calculated from these long Doppler pulses would have reduced
radial resolution. Fortunately, when imaging tissue velocities, the signal-to-noise ratio
is much higher than it is for blood velocity imaging. Both the tissue B-mode and the
Doppler image can therefore be calculated from the same pulse transmissions without
any degradation of the image quality. If a small bandwidth is required in Doppler
algorithms, the signal can be band pass filtered and still have sufficient SNR. The
penalty for using the same pulses is that the tissue B-mode image sector is restricted
to be of equal size as the Doppler image sector.

Without a separate tissue B-mode scan, there is a continuous stream of data x(k, l)
with constant sampling intervals in the temporal direction. The autocorrelation esti-
mate can then be calculated using a sliding window technique given by

R̂k,l(1) =
1

N − 1

N−2∑

n=0

x∗(k, l + n)x(k, l + n + 1) (6)

One image is thus calculated for each Doppler scan, and the frame rate is 1/T as
illustrated in Figure 5. The conventional method needs M Doppler scans and one tissue
B-mode scan before a new image is calculated, and the frame rate is 1/(MT + Ttissue),
where Ttissue is the time needed for the tissue B-mode scan. The difference in the
timing of the velocity estimates obtained with the conventional and the new acquisition
technique is clearly seen by comparing Figures 4 and 5.

Another advantage of the new acquisition scheme is a potential reduction of rever-
beration artifacts. Figure 4 illustrates the pulse timing of the conventional acquisition
scheme, and we see that the scanning history is different for the different pulses in the
same beam direction. A time varying reverberation signal might therefore exist. In
the new acquisition scheme, the scanning history is equal for all the pulses, and the
reverberation signal is constant in time.

A disadvantage of the new acquisition scheme is the limited number of transmit
beams N ∼ 10 available. The distance between neighboring beams must be small
to get good lateral resolution for the tissue image, and this acquisition method is
therefore only suited for a narrow image sector. With a relatively wide transmit beam,
and receive beam-forming performed in parallel, several beams can be calculated from
one pulse transmission. Using two parallel beam-forming channels, around 20 beams
are available, which is sufficient for a 20 degree image sector. Fortunately, this is wide
enough to individually image the different walls of the heart with a spatial resolution
of the Doppler image that is equal to the tissue image resolution.

Digital ultrasound data were recorded using a GE Vingmed System Five scanner
to test the described acquisition scheme. The digital data were stored as complex base
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band signals where the in-phase and quadrature signal samples were represented as 16
bit integers. These data were transferred from the scanner and processed on a standard
computer using MATLAB.

5 Fundamental vs. Second Harmonic Imaging

The tissue image quality is improved when a band pass filter centered at twice the
transmitted frequency is applied to the received signal. A brief explanation of this is
as follows. Second harmonic frequency components are generated by non-linear wave
propagation, and the second harmonic generation increases with wave amplitude and
propagation distance. The most severe reverberation noise is generated while the pulse
propagates through the body wall. The propagation distance from the probe to the
reverberating layers in the body wall is, however, so small that the second harmonic
signal level is low, and the reverberation noise is reduced compared to the fundamental
frequency band. The second harmonic image also has better lateral resolution since
the sidelobe power level is not high enough to generate second harmonic frequency
components.

To test if the quality of TDI and SRI is improved by using the second harmonic
signal, we recorded data with acquisition parameters as shown in Table 1. By using
band pass filters centered around fTX and 2fTX, the fundamental and second harmonic
signals could be obtained from the same data. The tissue images were calculated using
the second harmonic signal, while TDI/SRI was tested on both the fundamental and
second harmonic signals. A comparison using this data is not completely fair since a
higher fTX is preferable for fundamental imaging, but the comparison provides valuable
information.

Examples of TDI and SRI M-modes using the two frequency bands are shown in
Figure 6 where we see that the velocity estimates are of good quality using either the
fundamental or second harmonic signal. There is, however, some aliasing due to the
low pulse repetition frequency. Because of a doubling of f0, the Nyquist velocity for
the second harmonic signal is half of the Nyquist velocity for the fundamental signal.
As seen in Figure 6, the strain rate estimates are considerably better when the second
harmonic signal is used instead of the fundamental signal. Since the strain rate values
are calculated as a difference between two velocity values, there are no severe aliasing
problems caused by using the second harmonic signal for SRI when the radial distance
∆krs in Figure 2 is small.

Transmit frequency, fTX 1.67MHz
No. of periods in pulse 1.5
Demodulation frequency 2.5MHz
Demodulation bandwidth 2MHz

Table 1: Wide band acquisition parameters.
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Figure 6: Example of M-modes using the fundamental and second harmonic
signal. (a) TDI. (b) SRI.
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Figure 7: Aliasing correction using two subbands.

6 Anti-aliasing Techniques for TDI

The aliasing artifacts of the TDI images can be corrected for by using a method similar
to the one described in [5]. Correcting aliased velocities is easier for tissue Doppler
imaging than for blood flow imaging since the signal-to-noise ratio is much higher.
In addition, the bandwidth of the Doppler signal is lower when tissue velocities are
measured than when blood flow is measured. All the tissue scatterer in one sample
volume moves with approximately the same velocity, while blood scatterers might move
in several different directions with different velocities resulting in a large bandwidth of
the Doppler signal.

The received signal has frequency content centered around f0, and can be filtered
with two narrow band filters centered at the frequencies f1 and f2 as illustrated in
Figure 7. Two autocorrelation estimates, R̂f1

k,l(1) and R̂f2
k,l(1), are calculated from these

two narrow band signals using Equation 6. The difference between the phase angle of
these two autocorrelation estimates can be found from Equation 2 and is equal to

arg(R̂f2
k,l(1)) − arg(R̂f1

k,l(1)) =
4πT

c
(f2 − f1) · v̂12(k, l) (7)

An estimator of the velocity based on the two subband signals is thus given by

v̂12(k, l) =
c

4π(f2 − f1)T
arg(R̂f1

k,l(1)∗R̂f2
k,l(1)) (8)

where the Nyquist velocity
v̂12
Nyq =

c

4(f2 − f1)T
(9)

is increased with a factor f0/(f2−f1) compared to Equation 3. The band pass filtering
used to obtain the subband signals unfortunately reduces the spatial resolution of the
velocity estimate. To regain spatial resolution, the velocity estimate v̂12 is used to
correct the velocity estimate based on the original wide band signal centered at f0. For
each (possibly aliased) velocity estimate, several candidate velocities are found as

v̂(k, l) =
c

4πf0T
(arg(R̂k,l(1)) + 2nπ), −Nmax ≤ n ≤ Nmax (10)

where Nmax ≤
⌊

f0
f2−f1

− 1
⌋
, and �·� means nearest integer towards −∞. Next, the

candidate velocity v̂(k, l) that is closest to the unaliased velocity estimate v̂12(k, l) is
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Figure 8: TDI M-modes and velocity traces before (a) and after aliasing cor-
rection (b).

chosen. The spatial resolution of the original velocity estimate is kept, while avoiding
the problem of aliasing.

The difference in Doppler shift increases with the distance between f1 and f2. Since
the thermal noise and estimator variance are independent of the values of f1 and f2,
best results were obtained when f1 and f2 was relatively far from each other. There
is thus a trade-off between the increase of the Nyquist velocity and the robustness of
the algorithm. We also obtained best results with a relatively small bandwidth B. A
small bandwidth results in a minimal overlap between the bands, and the noise in the
two bands becomes uncorrelated.

Examples of TDI M-modes and velocity curves before and after aliasing correction
are shown in Figure 8. The velocities are estimated from a second harmonic signal
centered at f0 = 3.3MHz with frame rate 323frames/second. The sampling frequency
after complex demodulation was 2MHz. The subband signals were obtained from
the baseband signal using 10th order Hamming weighted rectangular band-pass filters
with bandwidth B = 75kHz, and center frequencies corresponding to f1 = 2.9MHz and
f2 =3.7MHz respectively. Some velocities are aliased twice, but the described algorithm
provides a robust correction. The Nyquist velocities for the fundamental signal, the
second harmonic signal, and when the correction algorithm is used on the second
harmonic signal are shown in Table 2. Using the correction algorithm, the second
harmonic signal can be used for TDI without aliasing artifacts. This is important when
TDI and SRI are calculated from the same data, since Figure 6 shows an improvement
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323 frames/second

(a)

65 frames/second

(b)

25 frames/second

(c)

Figure 10: (a) SRI M-mode with 323 frames/second. (b) The M-mode in (a)
decimated to 65 frames/second. (c) The M-mode in (a) decimated
to 25 frames/second corresponding to video frame rate.
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but is ideally suited for studying the timing of the relaxations and contractions in the
rapidly moving myocardium.

The SRI quality was found to be significantly improved when second harmonic
imaging was used. The pulse repetition frequency is equal to the frame rate, and
is relatively low. This results in aliasing artifacts in TDI, especially when second
harmonic imaging is used. A method has been presented to correct for this aliasing,
and for a typical signal, the Nyquist limit was increased from 3.7cm/s to 15.5cm/s.
The algorithm was demonstrated to work robustly even for velocities that were aliased
several times.

The new acquisition technique provides a continuous stream of samples with con-
stant sampling intervals. Doppler spectra can thus be calculated from the 2D data,
and visualizes the velocity spread instead of just the mean velocity available from ve-
locity traces based on TDI. This is an advantage when reverberations are present,
because reverberations corrupt mean velocity estimates, but in a Doppler spectrum
they can visually be differentiated from true tissue velocities. A method to generate
tissue Doppler and strain rate sound signals at arbitrary points in the 2D image has
also been presented. However, the clinical benefit of such sound signals has not yet
been proven.
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almost simultaneously at all levels from base to apex, followed by a slight, equally
simultaneous recoil (Figure 3). Similarly, the shortening during ejection started al-
most simultaneously. The elongation of the septum started in the midinferior septum,
and even before the isovolumic relaxation as shown by the phonocardiogram in Fig-
ure 4. The two main phases of diastole; i.e. early filling and atrial systole, were clearly
demonstrated in all subjects. However, the deformation patterns were not similar in
the subjects. In diastasis (the slow filling phase) the strain rate was almost zero. Mean
peak systolic strain rate in the healthy subjects was −1.65± 0.13s−1. Mean peak dias-
tolic strain rate during early filling was 3.14 ± 0.50s−1 and mean peak diastolic strain
rate during atrial systole was 0.99 ± 0.09s−1. In Figure 5 we have compared a high
temporal resolution (high frame rate) strain rate imaging M-mode with M-modes of
lower frame rates. The M-mode was calculated from data acquired with a frame rate
of 323 FPS (a) and these data were then decimated down to frame rates of 65 FPS (b)
and 25 FPS (c).

4 Discussion

This study shows the feasibility of studying rapid deformation patterns in the heart
with a new strain rate imaging method with very high frame rates. The method has
a superior temporal resolution as illustrated in Figure 5. The frame rate of 25 FPS
corresponds to the frame rate of data recorded on video tape. The precise spatial
position of the start of the elongation of the septum can only be found with the highest
frame rate. A smoother display of the M-modes in Figure 5b and c can be achieved
by temporal and spatial interpolation. However, Figure 5 illustrates the temporal
information contained in the raw data for different frame rates.

It is a fundamental problem with the currently available strain rate methods in
ultrasound that only one out of possibly nine strain components can be measured at one
time. However, the clinical relevance of the method is promising [14–16] and with frame
rates above 300 FPS the potential for quantification of the regional myocardial function
is even greater than with the currently available methods. The spatial resolution with
this method is equal to the B-mode resolution and is superior to conventional strain
rate imaging.

This study shows the feasibility of high frame rate strain rate imaging, with a
possibility of studying events and temporal-spatial inequalities of down to 3ms duration.
It is important to realize that strain rate imaging shows only deformation. Shortening
may either be contraction or elastic recoil after stretching. In systole, the isovolumic
contraction started almost simultaneously judged by a shortening followed by a short
simultaneous elongation which we believe is a recoil before the ejection phase. As the
ventricle shortens during the isovolumic contraction period, this is in accordance with
the ventricle assuming a more spherical shape. The shape and geometry of the ventricle,
arrangement of the fiber bundles in the wall and the nonuniform stress distribution at
rest are all major determinants of the ventricular contraction-relaxation pattern. These
structural features result in nonuniform configurational changes during systole, when
the left ventricle changes shape [3]. In addition, the mechanical performance of the
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Expansion

Compression

Figure 3: Strain rate imaging M-mode of the ventricular septum for one heart
cycle in four healthy subjects from the apical part at the top of each
image to the basal part at the bottom. Start is at the R-wave of the
QRS complex and the vertical line marks the mitral valve opening
determined from the 2-dimensional image. To the right is the colour
scale where cyan to blue corresponds to positive strain rate values
and orange to blue corresponds to negative strain rate values.



High Frame Rate Strain Rate Imaging J-7

Figure 4: Strain rate imaging M-mode of the ventricular septum for one heart
cycle in two healthy subjects in a similar way as in Figure 3, but
with tissue priority in the middle and standard phonocardiogram in
the bottom image.
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323 frames/second

(a)

65 frames/second

(b)

25 frames/second

(c)

Figure 5: (a) A strain rate imaging M-mode calculated from data with a frame
rate of 323 FPS. (b) A strain rate imaging M-mode from the data
in (a), but decimated down to 65 FPS. (c) A strain rate imaging
M-mode from the data in (a), but decimated down to 25 FPS. No in-
terpolation is performed in the visualization of the M-modes. Green
colour in these strain rate imaging M-modes corresponds to strain
rates values around zero (see the colour scheme in Figure 3)
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