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Abstract

This thesis focuses on methods and analysis for building scalable Internet Search Engines. In this work, we have developed a search kernel, an architecture framework and applications that are being used in industrial and commercial products. Furthermore, we present both analysis and design of key elements.

Essential to building a large-scale search engine is to understand the dynamics of the content in which we are searching. For the challenging case of searching the web, there are multiple dimensions of dynamics that should ideally be handled. In this thesis we start by examining some of these dimensions and the implications they have on search engine design.

When designing a search engine kernel, the focus has been on selection of algorithms and data structures in the general case. Also, and even more important, we design worst-case characteristics into the search kernel that are very decisive from a scaling standpoint. A performance model to analyze the behavior of the kernel is also developed.

The designed search engine kernel was realized as a predecessor of the current FAST Search kernel (the FMS Kernel), and practical experiments and benchmarking demonstrate the correctness of the assumptions from the design of the kernel.

Then a framework for scaling shared-nothing systems based upon nodes working on separate portions of the data is introduced. The design of the framework is based on the general principles of replication and distribution. A performance model and an algorithm for cluster design are provided. This is in turn applied to construct a large-scale web search engine and benchmarking of clusters indicate that the assumptions and models for the distributed architecture hold.

The scaling aspect of search engine is further studied in the context of the application itself. Query locality is explored and used to create an architecture that is a generalized type of caching (through partial replication) using the application behavior and a configurable correctness trade-off to design super-linear scalable search engines.

Finally, a discussion of how linguistics are being used in web search engines is provided, focusing on the constraints that apply to ensure the desired scalability.
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1 Organization

This thesis contains 3 published papers ([97], [93] and [44]), and two technical notes ([94] and [95]). [95] is further submitted for publication in IEEE Transactions on Knowledge and Data Engineering. Each of the papers are self-contained, discussing certain aspects around technology for web search engines, focusing on scaling and performance. Furthermore, three patents have been derived from the work found in this thesis ([91], [96] [92]).

The main section of this thesis is a thorough discussion of web search engines, and the techniques required to scale every component of such an engine, referring to the individual papers.

1.1 Readers Guide

Each of the papers included in the thesis are self-contained contributions, and could be read individually. The goal of the main section of this thesis is to connect the papers in the context of designing and building a scalable Internet search engine. Thus, the papers should be read before the main section.
2 Introduction

The area of search engines has had a tremendous growth and evolution over the last very few years with the increasing influence of the World Wide Web[11]. Search engines have grown from simple instantiations of early Information Retrieval models into multi-billion dollar businesses taking on enormous amount of traffic and becoming the single most important sources for information access on the web.

2.1 Models for Information Retrieval

Information Retrieval (IR) is the process of identifying and retrieving relevant documents based on a user’s query. An IR system consists of three basic elements: a document representation, a query representation, and a measure of similarity between queries and documents. The document representation provides a formal description of the information contained in the documents; the query representation provides a formal description of user’s information need; and the similarity measure defines the rules and procedures for matching the query and relevant documents.

These three elements collectively define a retrieval model. The most common models include the Boolean Model [111], the vector space model [99], the probabilistic model [111], and the inference network model [109]. We briefly outline the Boolean model and the vector space model below. The interested reader is encouraged to look into [111] and [109] for detailed studies of the models. A more detailed introduction to all models can be found in [8].

2.1.1 The Boolean Model

In Boolean retrieval [111], a document is represented as a set of terms \( d_j = t_1, \ldots, t_k \), where each \( t_i \) is a term that appears in document \( d_j \). A query is represented as a Boolean expression of terms using the standard Boolean operators: \( \text{and} \), \( \text{or} \) and \( \text{not} \). A document matches the query if the set of terms associated with the document satisfies the Boolean expression representing the query. The result of the query is the set of matching documents.

2.1.2 The Vector Space Model

The vector space model [99] enhances the document representation of the Boolean model by assigning a weight to each term that appears in a document. A document is then represented as a vector of term weights. The
number of dimensions in the vector space is equal to the number of terms used in the overall document collection. The weight of a term in a document is calculated using a function of the form $tf \cdot idf$, where $tf$ (term frequency weight) is a function of the number of occurrences of the term within the document and $idf$ (inverse document frequency weight) is an inverse function of the total number of documents that contain the term.

A query in the vector space model is treated as if it were just another document allowing the same vector representation to be used for the queries as for documents. This representation naturally leads to the use of the vector inner product as the measure of similarity between the query and a document. This measure is typically normalized for vector length, such that the similarity is equal to the cosine of the angle between the two vectors. After all of the documents in the collection have been compared to the query, the system sorts the documents by decreasing similarity measure and returns a ranked listing of documents as the result of the query.

### 2.1.3 Hybrid solutions

Search engines typically use a hybrid mix of a boolean model and a vector space model. The boolean model is used for optional (or required) query syntax, while the rationale behind the vector space model is used for relevance calculations.

### 2.2 IR and Search Engines - a brief history of time

Information Retrieval by the means of computers has been a known concept since the beginning of the 1960's. This makes the research community centered around the problems of IR an experienced and advanced one.

The historical timeline of IR has been well documented several places, like [8], [111], and [99].

The applications of IR was restricted to specialized information systems where the setting was well controlled or at least controllable, i.e.:

- Content is homogeneous and known for the application. Coverage is finite.
- Users are of a known and limited numbers, receiving training to efficiently use the IR system.
- Content update rate is in many cases a known parameter of the application.
2.2.1 And then there was the Web

The introduction of the World Wide Web[11] created a totally different world of needs for IR. As the web started to grow, we had:

- Heterogeneous content, and an infinite coverage problem.
- Huge numbers of users, untrained, queries highly indeterminate.
- Update rate of content unknown.

All of this imposed a huge challenge for search and IR technology. Search engines grew from small but groundbreaking projects like WebCrawler [86], Google [21] and AltaVista[90] into a multi-billion dollar industry, and the second most popular application on the Internet (after email).

Along the path from the smaller projects, many challenges have emerged, some of them even partially solved. Challenges representing the difference between and standard IR system and a search engine for the web. A lot of work has been done on the task of combing Hypertext with IR. In [30] a model for retrieval taking the hypertext structure and links into account was introduced. Kleinberg [57] and also Page[85] abandoned much of the old retrieval model thinking, sorting retrieved documents by network analysis models.

2.3 The Role of a Search Engine

The role of search engines has clearly matured from being research experiments into being very important business engines for marketing and knowledge discovery. Search engines have found their place in every persons daily life on the Web, and is still growing into our desktop and workspaces.

In [76] an interesting perspective is taken, trying to evaluate the usefulness of a search engine response to a query. The results clearly indicate that there still is a huge potential for improving the overall quality of search engines. We certainly still are in the infancy of the Search Engine development.

2.4 The FAST Web Search Engine

The FAST Web Search Engine system is a large scale search engine offering OEM services to multiple customers. Currently, the engine holds more than 3 billion web pages in the index, with updates every two weeks. The system is running on more than 1000 nodes, and is capable of handling more than
2.4 The FAST Web Search Engine

800 queries per second. The crawlers have a URL list of more than 5 billion entries, and are currently touching more than 150 million pages every day.

Fast Search & Transfer (FAST) (http://www.fast.no/) is a Norwegian company that has been operating in the web search and corporate search segments since 1997. The web search division is probably most known for its search engine AllTheWeb (http://www.alltheweb.com/), and for supplying search results to portals in most parts of the world. After this thesis was drafted, the web search product was sold to the American company Overture. Overture has now been acquired by Yahoo, and the search technology from FAST is a key part of the Yahoo search platform.
3  THE WEB AND ITS SCALING DYNAMICS

Figure 1. Hostnames, IP addresses and Computer count development

3  The Web and its Scaling Dynamics

To be able to build a useful search engine for the web, it is crucial to understand the dynamic characteristics of the web. In [97] we shed light onto some of the scaling issues for search engines on the web. Also in [10] there is a very detailed discussion around modeling of the dynamics of the web.

In this chapter, we touch upon some of the challenges and aspects of scaling that are mention in [97] and their recent development.

3.1  Growing in Size

The Web is reported to have had an exponential growth in every published paper about the topic. Both ISC [51] and Netcraft [83] perform domain and host surveys Figure 2, Figure 1, confirming the exponential growth. Giles and Lawrence introduced an overlap-based method for estimating the size of the web that seem to indicate the same in [63] and [64].

In [87] the concept of the Deep Web is introduced, suggesting that the
3.2 The Freshness

A dimension of the web that is very interesting for search engines is the freshness and update dynamics.

3.3 Growing in Content Diversity

This dimension of scaling is illustrated by the presence of other formats on the web, and the growing use of the Web for B2B application date. The Semantic Web [12] will also be a new dimension of the web.
4 Key Components of a Web Search Engine

A Web Search engine is a complex software and hardware system consisting of several components. In the papers in this thesis we have used a reference model of a web search engine to illustrate key components and the flow between these.

**Definition 1 Crawler.** A crawler is a module aggregating documents from the World Wide Web in order to make them searchable. Several heuristics and algorithms exist for crawling, most of them based upon following links in hypertext documents.

**Definition 2 Indexer.** A module that takes a collection of documents or data and builds a searchable index from them. Common methods are inverted files, signature files, suffix structures and hybrids of these. In this thesis we will use the FMS Search kernel indexer system.

**Definition 3 Searcher.** The searcher is working on the output files from the indexer. The searcher accepts user queries from the dispatcher (defined below), executes a query over its part of the index, and returns sorted search results to the dispatcher with document ID and the relevance score.

**Definition 4 Dispatcher.** The dispatcher receives the query from the user, compiles a list of searchers to execute the query, sends the query to the searchers and receives a sorted list of results back from each searcher. For each result it receives a unique document ID, and the relevance score. The hits from the searchers are then merged to produce the list of results with the highest relevance scores for presentation to the user.

In this thesis we will describe a search kernel along with its index structure [94] and a framework for scaling a search engine[95]. Together the modules cover the **Indexer, Searcher** and **Dispatcher** from the reference model above. In [97] the crawler part of the FAST Web Search is also briefly described.

4.1 Aggregation of Data – Crawling the Web

Crawling is still the dominant way of aggregating content for the main web search engines. Crawling the web imposes a large set of serious challenges to cope with the dynamics of web as outlined earlier in this thesis, and also covered in [97]. All major search engines use a crawler to gather documents
for indexing. The design of the crawlers for the commercial engines is not revealed with a lot of details, but some of them are discussed in [21] and [48].

A crawler system usually has multiple subcomponents, briefly touched upon below, and illustrated in Figure 4.

### 4.1.1 Scheduling

Scheduling what documents to download is a key algorithm of a crawling system. Performance in freshness, coverage and quality all depend on proper scheduling of content. Furthermore, one wishes to maximize bandwidth consumption of the crawler system. Ordering of pages are extensively discussed, among others in [27, 32, 106]. The dynamics of web pages is also a topic
highly related to scheduling, and discussion are found in [19, 25].

4.1.2 Document Downloading and Storage Systems

Once the sequence of downloading has been determined, there is a subsystem to handle downloading of the content and usually storage for indexing purposes. [31, 41].

4.1.3 Scaling and Distribution Framework

Given the scaling and growth of the web, it has become imperative to parallelize or distribute crawling and aggregation of web pages for a large-scale search engine. Different crawlers seem to do that task in different ways. The early description of the Google crawlers [21] outlines that they have a centralized URL distributor that distributes download/crawl tasks to multiple slave nodes all working into a central storage. This is illustrated in Figure 5 However, the description of [41] shows a significantly more sophisticated storage part of the system.

The UbiCrawler introduced in [13] uses a fully distributed schema. By using consistent hashing [54] one avoids the issues of regular hashing, especially rehashing issues around adding buckets. The UbiCrawler schema has no centralized tasks, and its architecture is fault-tolerant by design. This is illustrated in Figure 6.
4.2 Building and Searching Indexes

Now, given a repository of web pages, the process of building a useful structure for searching is the next step (Figure 3). Many different indexing structures are being used for searching, however variants of inverted files [99, 113], suffix structures [71, 43] or signature files [37] are most common.

The amount of data to be indexed in a large-scale web search engine is of such a vast amount [63, 87], and has such dynamic characteristics [19, 97] that parallelization and distribution of the indexing and searching tasks is imperative to handling the systems.

For inverted files, there are two possible ways of distributing the index and the index building process:

- **Local Inverted Files.** Each node in the distributed systems holds an inverted index of a subset of the documents to be searched, so partitioning happens on the document identifiers.

- **Global Inverted Files.** Each node holds the inverted files for a subset of the terms in the dictionary.

Using local inverted files requires a synchronization step to ensure that dictionary statistics is normalized across the nodes, however on a system with a large set of documents, it seems to be the preferred distribution model. Also, suffix structures and signature files does not have the same distribution flexibility as the inverted files because the dictionary part is intertwined with the postings. FMS Search [94] uses a hybrid solution of indexing structures where the document based distribution is considered to
be the best way, due to the intertwining of dictionary and postings. The document based distribution schema is briefly illustrated in Figure 7.

Index construction can either be incremental [23] or based on rebuilding the entire structure as most major search engines seem to be doing. In the rebuilding mode, one could either build new indexes on the active search nodes, or have offline search nodes for building the index, before swapping into online mode. These two options are briefly illustrated in Figure 8.

Creating an index usually has multiple steps involving parsing documents, sorting and merging dictionaries and postings. In [75] pipelining of these steps are discussed, and it is shown that this improves performance significantly.

4.3 Query Frontend

In the distributed cases outlined above, a query frontend to handle dispatching of queries and merging of results is required. However, in recent web search development there has also emerged technologies relying on preprocessing and analyzing queries as well as postprocessing the results coming back from the engine.

In [44] we outline some of the techniques that are often used on documents and queries, in some cases as a query preprocessing or a result postprocessing. In [98] we discuss how certain analysis could be used for dynamic relevance models.

A possible layer-model for the query frontend is shown in Figure 9, with
4.3 Query Frontend

Figure 8. Having duplicated nodes for indexing and serving, with a flip-flop mode of switching

Figure 9. Layered query frontend model
3 layers:

- **Presentation/Interaction.** This layer holds the interaction and presentation parts of the engine. It can be from a simple HTML/XML template engine into a full-blown interactive search application.

- **Query and Result processing.** These steps usually are pipelines, in which queries are analyzed and possible rewritten or augmented with metainformation \((Q \rightarrow (Q'; M_Q))\), and where results are analyzed and also possible changed \((R \rightarrow R')\).

- **Distribution and merging.** This layer manages the distributed query serving nodes, ensuring all nodes receive the query and results are properly merged when creating the final search result.
5 The Quest for Scaling

Maintaining a web search engine requires studying the scaling properties of the web. The growth, the existence of the “deep web” [87], and the dynamics [19] are all challenging tasks to handle individually. A good search engine needs to take on all the challenges in a balanced manner [18].

This thesis focuses on scaling issues for the query serving part of a search engine system. This chapter will start by discussing design and performance characteristics of a search kernel, then move on to discuss a general architecture for scaling in size and query capacity. Furthermore, we discuss a new concept called tiering, and how that can improve the size and capacity scaling properties. Finally, we discuss linguistic technologies in a large-scale search engine, and what properties are required on those processes to work in a large-scale setting.

The FMS Search kernel [94] and the FAST DPA [95] in the setting of the FAST Web Search system is being used as the case throughout the papers encapsulated in this thesis.

5.1 Search Core Design and Performance

The design of commercial search kernels has not been public information at large, but in general it seems like most of the engines use inverted files or variants including suffix structures. The Google kernel is partially discussed in [21], and in this thesis (and [94]) we outline the basic structures and algorithms for the FMS Search kernel, a predecessor of the FAST Search system.

The search core is the foundation for building a scalable search engine system. In this section we will outline some basic requirements for a search core, and illustrate possible ways to meet those requirements using the FMS Search kernel as an example.

5.1.1 Ensuring Scalability of Search Kernel

Building a search kernel exposes a series of design option and possibilities. Everything from retrieval model to actual data structures and algorithms and load handling are critical for ensuring the wanted scalability. In this chapter we focus on three key challenges to ensure scalability:

- **Balancing I/O and processing.** Ensuring that we are not saturated in only processing or I/O is essential to ensure that the system is
operating in a sweet-spot area. The goal of the design is to make this area as wide as possible.

- *Memory versus Disk.* Disk and memory usage must be balanced in a way that is optimal with regards to cost and performance.

- *Worst-case handling.* Different queries can have various processing and I/O requirements. To avoid having queries interfere with other queries, there must be some worst-case handling of queries.

### 5.1.2 Balancing I/O and Processing

The balance between I/O and processing depends on choices of preprocessing and online processing, and also the selection of datastructures and algorithms.

Inverted files have been thoroughly studied in the literature, and their performance is well known both for querying and for building [116, 79, 113, 8].

The FMS search kernel deploys multiple structures, based on what query operations it should support (single term or phrase query). For single term queries (the mapping from a query term to a document, \( q \rightarrow \{id_{doc}\} \), a simple inverted file with a separate dictionary is being used (the mapping from a query to a set of query terms, \( Q \rightarrow \{q\} \). The inverted file does not store position occurrences, just frequency information for relevance ranking on each document-term pair.

A wide variety of compression schemes have been studied for inverted files ([113, 115]). The indexing structure as described in [94] requires 56 bits per posting in the basic implementation. Given the findings in [94] regarding dictionary growth being close to linear (but with a very low constant factor), the structure is relatively small (less than the corpus size). The processing required for a \( q \rightarrow \{id_{doc}\} \) matching operation is very low, since it will be a single iteration over the inverted list for the given query term, \( q \), with an aggregate relevance function to compute the relevance score for each entry, then followed by a final sort for the entire result set.

The phrase matching operation of a search engine is heavily used (through more advanced automatic query optimizations and relevance improvements) and the performance of this operation is critical. While the inverted lists for the single term matching operation is fairly small in size (since there is maximum one entry per document for each term), the use of inverted postings (with position information) for phrase matching could impose several serious issues with regards to performance.
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- I/O load. The I/O load would be high for frequent terms (so-called stop words). It could also require to do block-wise operations on the inverted list, since it could possibly be too large to fit in memory.

- Processing load. The processing load for scanning very long posting lists (for each term) doing the merge with proximity operations could be heavy for certain cases where the individual terms in the phrase are frequent.

The FMS Search kernel aims to handle these issues by using a slightly different indexing structure for phrase matching \( q \rightarrow \{ i_d, \alpha \} \). The datastructure is based on the ideas of suffix structures, more specifically the Suffix Array (discovered in parallel in [71] and [40]). Online construction of these structures were explored in [110] and [42].

Based on the suffix tree, a more space-economical structure was created, namely the sparse suffix tree [55].

The principle of the phrase matching structure of FMS Search is to have a sparse suffix array, only indexing the entries starting at word boundaries. (Since we only search for whole words in the query model). Furthermore, instead of using the backlink method introduced in [71], we store entire suffixes, with a cut-off at length 3. The relative position of the triple is also stored. Thus, one would divide a query into triples and query for the triples in parallel before intersecting to create the final resultset.

This method is a generalization of the nextword structures discussed in [112] and [9].

The method sacrifices relatively large storage requirements (about 200% of the raw data volume) for low I/O load and efficient processing. The performance model in [94] suggests that the query algorithm over the structure is sub-linear, and the experiments with queries including phrase queries seem to indicate the optimality of this model.

Furthermore, the bitvector mechanism, combined with the drilling system ensures an upper I/O bound.

5.1.3 Memory versus Disk

The balancing act of memory usage and memory size in concordance with disk I/O operations is also essential for scaling and performance of a search kernel.

In the FMS Search kernel, this balancing is assisted by three mechanism, namely caching, the use of bitvectors and drilling.
5.1 Search Core Design and Performance

Web Search query logs inherit a clear locality feature ([93, 114, 100, 73]. Given the datastructures used in FMS Search, there is a very direct relationship between results and postings stored in the structure. Thus, the locality observed on the queries will map directly onto locality on the posting entries as well.

The FMS Search kernel [94] has both query caching as well as caching of the posting entries and the dictionary entries. The cache hit ratios found indicate the importance of this.

The bitvector structure enables us to do queries of stopwords without any ranking information with very limited memory usage, and also enabling bit-parallelism in boolean operations. Combined with the drilling mechanism, FMS Search ensures that memory balancing with disk usage can always be optimized. Bitvectors can be further optimized by using compression, as outlined in [77]. Also in [116] a discussion of bitvectors and bitslice signatures can be found, further optimizing the usage of bit-based structures.

5.1.4 Worst-case handling

Inverted files and the refined structures used in FMS Search has linear space requirements to the data volume being indexed. Still, one must be efficient on I/O, memory and CPU usage during query processing to reduce the impact of “hard” queries on the overall system performance.

FMS Search has several mechanisms for handling worst-case queries, and limiting their impact on system performance.

The bitvectors used for hit representation clearly limits the memory and processing requirements for queries or query terms with high frequency. However, the direct use of bitvectors would imply that no relevance ranking would be available for these queries or query terms.

In order to allow for a more flexible schema for impact reduction, the “drilling” system outlined in [94] allows us to define relative importance in subsections of documents, and to use ranking information only for subsections when the frequency of the query or the query term is considered too high. This allows for a more continuous reduction of ranking information than the binary scheme would be for bitvectors.

Furthermore, the FMS Search kernel employs a somewhat simplified $tf \cdot idf$ ranking function that is cheaper to compute. There are other ways of improving relevance ranking for worst case handling, also discussed in [113, 78, 80].
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5.2 Scaling in Size and Capacity

A Web Search engine faces challenges that require very good scaling capabilities in terms of size and capacity. In parallel computing, there are four typical models for computing (SISD, SIMD, MISD, MIMD). There has been a clear trend in parallel and cluster computing to move towards inexpensive and commodity based systems.

In IR, the distributed system approach has been a well-known one [70, 108, 89]. A large-scale search engine was also well-known for using a distributed scheme, namely the Inktomi engine [39] and [17].

5.2.1 Scaling Dimensions

For a web search engine, we see the importance of scaling in many dimensions. Here we focus on two dimensions:

1. *Data volume scaling.* Being able to handle a rapidly increasing amount of data to search is critical. Linear scaling in data volume is an absolute requirement.

2. *Query capacity scaling.* A publicly available search engine will often have to handle many million queries per day, and there is a strict requirement of interactivity.

Scaling in freshness is also a critical dimension, given the trends of the web [19]. However, this is considered to be outside the scope of this thesis.

5.2.2 Distribution Schemes

Distribution in IR is tied into the selected data structures of the search kernel. For inverted files, there have been two common ways of distribution, namely local inverted files and global inverted files. The first strategy is to distribute documents across the available processing nodes, making each node responsible for querying a subset of the documents. A merging framework on top of the nodes will be required to merge the hit lists.

The other strategy is to distribute the inverted files such that each node handles inverted lists for a subset of query terms. This also requires a merging framework on top, but with more complexity added to merge with proper combination of results. Performance studies [108] suggest that local inverted files in most cases have good performance and resource usage characteristics.

The datastructures used in FMS Search [94] are more complex than just inverted files, and the data volumes for a web scale search engine are
so large that one may assume that a uniform distribution of documents would be possible. Thus, using an approach where distribution is based on documents rather than terms is chosen.

5.2.3 FAST Web Search Scaling

In [95] a general framework for scaling in two dimensions, namely in size of data and in capacity of processing. Furthermore, a performance model is outlined and utilized to describe the FAST Web Search engine and to analyze its performance. Also, the FAST DPA includes models for fault-tolerance and ensuring desired levels of this.

The DPA scales in two dimensions using:

- Replication of processing capacity and data for increasing query capacity, and

- distribution of documents for handling data volume growth.

These are very basic methods for scaling [107].

The application of FAST DPA for Web Search illustrates the usefulness of the framework and of the provided design algorithms. Various configurations of nodes and clusters with the FMS Search kernel on each of the nodes was tested. As expected the scaling in data volume does not have a noticeable impact on the query capacity for the system. The latency in the system is a logarithmic function of the query complexity, but the growth of this is controllable through changing the fanout of the system. In our experiments the latency was well within the limits of any service level that would be required by an industrial application of a web search engine.

5.3 Caching and Tiering, Adaptive Scaling

[95] suggests an architecture that enables a search engine to scale linearly in either size or query capacity. However, the architecture is very general, and it applies to a large set of problems with shared-nothing characteristics (not only searching).

Caching of search engines results has been studied in multiple papers[65, 4, 73] clearly showing high locality in queries. Caching is an obvious way of improving scaling performance of search engine that benefits from high query locality. The locality is also supported by query log analysis like the ones found in [93] and [101]. In [107] a discussion of caching for IR system is also found.
5 THE QUEST FOR SCALING

Figure 10. Mapping from a document space into tiers of search nodes

The use of partial replication for IR system was introduced in [68] and [67]. Partial replication means to replicate a smaller portion of the database and query that smaller replica first. The selection of the replica was proposed to be tied into a query log analysis, exploiting the locality. [69] analyzes the partial replication solution compared to a caching solutions and shows advantages of using partial replication.

In [93] we generalize the partial replication concept into a so-called tiered architecture where a collection of documents are grouped based on features along many dimensions (locality of query hits could be one). The mapping concept is illustrated in Figure 10 where documents are mapped from a feature vector with multiple dimensions to a set of search nodes (or possibly a sub-index on a set of search nodes). The sets of documents are disjoint, so $\bigcup_{i=1}^{N} T_i = D$ where $T_i$ is defined as a tier or a subset of documents. The mapping from documents into tiers is done by a function, $F$. Furthermore, a custom fall-through algorithm, FTA is used to determine how many tiers to search and when to fall through between them.

The tiering architecture can be configured in many ways by tuning the mapping function and the fallthrough algorithm. In the paper [92], we test three different alternatives based on three assumptions of relevance and locality:

1. Overall ranking is highly correlated into static ranking of document (PageRank, EigenRank etc).
2. Query locality, called *tier-locking* in the paper.

3. Term Context boosting is highly correlated into ranking. (Title and anchor hit boosting).

Studies in the paper clearly shows that the first assumption is incorrect, at least for the ranking we employ. The error numbers between the 1D-tier model and the reference model is very high.

By adding locality preferences, or tier-locking, the error rate drops significantly, which is what would be expected from published query and cache analysis papers [68, 4, 73, 65].

Furthermore, as suggested in [85] and [21] the anchor texts of links pointing a document have high importance when a match of the query is found there. The same assumption seems to be valid for title matches in Web Searches [46]. This is the foundation for the third assumption, we see from the 2D tiering solution that the error rate has dropped significantly and is approximating the reference system very well.

The performance improvements from the tiering architecture are superior to what you would expect from caching solutions. Furthermore the dynamics of the tiering architecture (the mapping and the fallback algorithm) enables one to tune the accuracy versus performance freely.

5.4 Linguistic Processes

Linguistics has been identified to be one of the central elements of the IR evolution [66, 103, 56]. One differentiates roughly between statistical (mostly language independent) [20] and grammatical (language sensitive) approaches to processing natural language. In the former branch, the popularly used *tf-idf* relevance ranking function is utilizing a 'general vs. specific' linguistic relation of index terms. The latter branch of linguistic methods may be utilized in extracting 'grammatically specified' meaningful index terms.

More sophisticated linguistic techniques have entered the scene for information retrieval systems, and web search engines in particular. Taking into account the scale and scaling requirements of web search engines, there is a clear need to ensure that all applicable computational linguistics methods will have extreme scaling needs.

In [44] we describe the use of linguistic processing in the FAST Web Search engine, including language detection, lemmatization, phrase detection, text categorization and clustering.

There are currently two main applications for text categorization: language identification (i.e. categorizing the text as 'written in language X')
and detection of offensive content. These both methods are dictionary based i.e. each meaningful text sequence (word or phrase) is looked up in a dictionary for its vector of (category, weight) pairs. High level of efficiency in looking up a sequence is achieved by using finite state devices [81]. This enables categorization to happen online during either crawling or indexing.

Lemmatization is a part of the normalization of index terms. The approach outlined in [44] is again based on finite state automata for high enough performance to be part of the indexing process. Depending on how many documents a language is represented in, some more time consuming approaches may be used that improve the precision and recall e.g. decompounding for German and Scandinavian languages.

A very important linguistic technology used in the FAST Web Search engine is the phrasing capability. Based on considerably huge dictionaries of offline extracted phrases, we rewrite queries online into a multi-word entities (e.g. new york → 'new york'). As discussed, the quality of phrasing is coupled with the size of the phrase dictionary being used. The growing use of phrases or automatic (weighted) phrasing [98] clearly indicates the importance of efficient phrase matching structures in the search kernel. This was a clear design objective when building the FMS Search kernel [94], and also for the FAST Web Search system.

The technology for clustering of results described in the paper is an experimental service. Its quality depends again on the quality of extracted index terms with the techniques described above. From [95] the bandwidth requirements of the dispatching network system will be a bottleneck when sending large sets of data for each hit (e.g. the entire document, or possibly improving it by sending its most characteristic extracted index terms). The method can balance between precomputing feature vectors offline from the search process or compute the features on the fly from the document itself or from a summary of the document. Alternative document teasers that show the most relevant index terms for a hit document (table of concepts) may also be generated by using grammar based index term extraction. The quality of the clusters and the usability of clustered results are tightly coupled into how many documents of which we perform the clustering over and how good the considered index terms are. Typical ranges are 50 – 200 documents and most of the index term grammars are developed (precomputed) for the most frequent languages.
6 Results and Future Work

This thesis is the results of many years of work by a group of people with a desire to build a true scalable search engine. This thesis wraps up the design and analysis of the key components we have built.

6.1 Contributions

1. We have discussed in a broad setting how characteristics of the dynamic web impose constraints and challenges for a large-scale search engine, touching on crawling, but focusing on indexing and searching.

2. The FMS Search kernel (and its successors) has proven in industry to be extremely scalable and to have excellent performance characteristics. This thesis outlines the design process and choices to build the FMS Search kernel. Furthermore, a performance model is provided and experiments clearly suggest the correctness of that model. The FMS Search kernel has several mechanisms that seem to be novel for these kinds of applications, like hybrid suffix structures and the drilling mechanism to achieve the desired performance characteristics.

3. The FAST DPA framework is a general framework for shared-nothing parallel computing. Our contribution is to provide this along with a performance model and an algorithm to construct the clusters. The use of this model and algorithm on a large-scale web search engine shows the usefulness of this work, and the flexibility of the framework.

4. Even with linear scaling, we are approaching boundaries of technology and financial power in order to build search engine solutions capable of scaling with the web. The extreme locality found in query logs makes caching a critical technology to scale more efficiently. In this thesis we introduce tiering as a generalized version of partial replication. Tiering allows for the same performance effects as caching, but tiering also allows us to trade correctness for performance in a controlled manner. This makes sense, since the relevance ranking scores are very much approximations of relevance, and introduction of stochastic noise does not seem to destroy the user experience.

5. Linguistic technology is gaining importance for search engines. The ultimate goal of true natural language processing might still be some way ahead, but various linguistic processing has entered the search engine arena. In this thesis we discuss some of these processes for
a large-scale search engine, and present some constraints to ensure proper scaling.

6.2 Future Work

Search engines have become a high-target on the web radar screen both from a usefulness standpoint and from a financial standpoint. It is obvious that the area will be a crowded one for future research. The good news is that a huge set of research problems needs to be worked on further.

6.2.1 Search Engine Kernel Development

Development of search engine kernels will still be very important. A lot of search engine applications are built upon legacy-class search kernels. Introduction of incremental updates to a large index, much better support for fielded or structured searching and a more flexible ranking framework are some of the areas that could be brought together to realize a new search kernel.

6.2.2 Scalable Architectures and Tiering

The scalability of search engines is based on general scaling principles. The introduction of tiering takes application specific elements into account to create a super-linear scaling. An interesting study would be to evaluate tiering compared to caching, and also to study how much caching could improve performance on an already tiered system.

In order to study more dimensions of possible tiering, machine learning techniques should also be applied.

6.2.3 The Freshness Dimension

A dimension of the web dynamics that no search engine has taken fully into its operation is the freshness aspect. Most engines do snapshot updates of the index, and vast batch processing. A true incremental engine would be required. However this would require much more online processing, different technology for aggregation and a search engine kernel that allows for almost real-time updates of the index.
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Abstract

In this paper we study several dimensions of web dynamics in the context of large-scale Internet search engines. Both growth and update dynamics clearly represent big challenges for search engines. We show how the problems arise in all components of a reference search engine model.

Furthermore, we use the FAST Search Engine architecture as a case study for showing some possible solutions for web dynamics and search engines. The focus is to demonstrate solutions that work in practice for real systems. The service is running live at www.alltheweb.com and major portals worldwide with more than 30 million queries a day, about 2.1 billion documents, a crawl base of more than 5 billion documents, updated every 11 days, at a rate of 400 documents/second.

We discuss future evolution of the web, and some important issues for search engines will be scheduled and query execution as well as increasingly heterogeneous architectures to handle the dynamic web.

1 Introduction

Search Engines have grown into by far the most popular way for navigating the web. The evolution of search engines started with the static web and relatively simple tools such as WWW [17]. In 1995 AltaVista launched and created a bigger focus on search engines [19]. The marketplace for search engines is still dynamic, and actors like FAST (www.alltheweb.com), Google, Inktomi and AltaVista are still working on different technical solutions and business models in order to make a viable business, including paid inclusion, paid positioning, advertisements, OEM searching, etc.

A large number of analysis have been made on the structure and dynamics of the web itself. Conclusions are drawn that the web is still growing at a high pace, and the dynamics of the web is shifting. More and more dynamic
and real-time information is made available on the web. The dynamics of the web creates a set of tough challenges for all search engines.

In Section 2 we define a reference model for Internet search engines. In Section 3 we survey some of the existing studies on the dynamics of the web. Our focus is on the growth of the web and the update dynamics of individual documents on the web. In Section 4 we provide an overview of the FAST Crawler and describe how its design meets the challenges of web growth and update dynamics. We continue in Section 5 with a similar description of the indexing and search engines. Finally, we outline some future challenges and provide some benchmarking figures in Section 6 and Section 7, respectively.

The FAST Search Engine technology is used as a case study throughout the paper. The focus of the paper is on how web dynamics pose key challenges to large-scale Internet search engines and how these challenges can be addressed in a practical, working system. The main contribution of this paper is to offer some insight into how a large-scale, commercially operated Internet search engine is actually designed and implemented.

2 A Search Engine Reference Model

Most practical and commercially operated Internet search engines are based on a centralized architecture that relies on a set of key components, namely Crawler, Indexer and Searcher. This architecture can be seen in systems including WWW [2], Google[5], and the FAST Search Engine [1], and can be illustrated in Figure 1.

Definition 5 Crawler. A crawler is a module aggregating documents from the World Wide Web in order to make them searchable. Several heuristics and algorithms exist for crawling, most of them based upon following links in hypertext documents.

Definition 6 Indexer. A module that takes a collection of documents or data and builds a searchable index from them. Common methods are inverted files, vector spaces, suffix structures and hybrids of these.

Definition 7 Searcher. The searcher is working on the output files from the indexer. The searcher accepts user queries from the dispatcher (defined below), executes the query over its part of the index, and returns sorted search results back to the dispatcher with document ID and the relevance score (defined below).
Definition 8 Dispatcher. *The dispatcher receives the query from the user, compiles a list of searchers to execute the query, sends the query to the searchers and receives a sorted list of results back from each searcher. For each result it receives a unique document ID, and the relevance score. The hits from the searchers are then merged to produce the list of results with the highest relevance scores for presentation to the user.*

Some systems also keep a local store copy of the crawled data.

Definition 9 Local Store *A local store copy is a snapshot of the web at the given crawling time for each document.*

Systems usually run the crawler, indexer, and searcher sequentially in cycles. First the crawler retrieves the content, then the indexer generates the searchable index, and finally, the searcher provides functionality for searching the indexed data. To refresh the search engine, this indexing cycle is run again.

In real systems, the different phases of the indexing cycle may overlap, be split into different sub-phases, and so on. For instance, it is unacceptable to stop the searcher while running the crawler or indexer. However, in most search systems these fundamental steps of the indexing cycle are easily discernible.

The literature often distinguishes between *batch* and *incremental* crawlers. (Different papers use different terms and definitions. This paper uses the definitions by Cho and Garcia-Molina [7].) A batch crawler starts from scratch with an empty local store in every indexing cycle, and it never fetches the same document twice in that cycle. An incremental crawler never erases its local store. When it has retrieved a sufficient number of documents, it continues by re-fetching documents and updating the local store copies. When
a new indexing cycle starts, an incremental crawler continues where it left off when the last indexing phase started.

3 The Dynamics of the Web

In this section we outline the nature of web dynamics. We define the different aspects of web dynamics, and we review the literature on the topic. We do not attempt to provide a complete review of the published studies but rather focus on a number of representative and significant works.

3.1 Dimensions of Web Dynamics

The concept of web dynamics has several dimensions and all are important for large-scale Internet search engines. First, the web grows in size, and most studies agree that it grows at an exponential rate. This poses a serious challenge of scalability for search engines that aspire to cover a large part of the web.

Second, the content of existing web documents is updated. A search engine must not only have good coverage, but perhaps even more important, the local store copy must be fresh. A search engine must not only scale to a large volume of documents, but it must also be able to refresh these documents in a timely manner.

This requirement will only grow more important as people start turning to search engines for breaking news and other dynamic content.

Furthermore, the link structure of the web is in constant flux. Links between documents are constantly being established and removed. The dynamics of the link structure is important for search engines as long as link structure is an important component in ranking of search results. It is likely that using link structure in ranking creates a slow-working positive feedback loop in the entire web to make popular sites even more popular at the expense of less known or new sites.

A number of studies of link structure have been made, for instance the recent study by Broder et.al [10]. However, none of these studies cover the dynamics of the link structure. We do not consider dynamics of the link structure in this paper.

Yet another dimension of web dynamics is introduced with structure. XML is evolving rapidly in inter-service systems, and the ability for a search engine to get under the hood of a presentation engine to understand the structure and semantics of the data is a key feature for the next generation engines.
3.2 Web Growth Dynamics

The web has grown at an incredible rate since the very inception about ten years ago. The web started out with a one-to-one connection between the data to be made available and the HTML page used to present the information. The web has been the driving factor for establishing a new era for storage and retrieval of information, and we are seeing the beginning of yet another. The web took storage from the application era into the information era, and the web is actually a huge storage and retrieval network.

HTML is a format description for documents. The combination of URIs and HTML made a connection between a file system object and an URI obvious, and web servers are today most commonly applications that serve HTML files directly from a file system upon requests. However, the enormous growth in information that we want to publish on the web has created the need and space for more advanced publication systems tying business applications to web servers.

The web being the platform for a new information era has caused the web to evolve into an application and transactional space as well. E-trading is becoming a major application on the web.

These two evolutionary trends on the web have erased the connection between HTML documents, URIs, and the actual content being presented. This has furthermore limited the percentage of the web that is actually indexable by a search engine. E-trading and advanced information systems introduce personalized or transaction-dependent content that is not normally accessible by standard web aggregation methods.

Several studies of the size of the web have been conducted. OpenText conducted a very early study in late 1995 [3]. It showed about 223,000 unique web servers, and the number of documents estimated to be 11.4 million.

In 1998 and 1999, Lee Giles and Steve Lawrence conducted well-known tests to estimate the size of the web[15], and to explore the accessibility of the indexable web[16].

In [15] the study is based upon multivariate analysis of the search engine coverage and overlap to estimate the size of the web. Six search engines were used, and the lower bound estimate for the size of the web was 320 million pages. Since the study is based on search engines and the result sets overlap, the measure is clearly on the indexable web, not taking into account the percentage of the web that is not touched by any search engine. Looking at the estimated coverage of each search engine with respect to the combined coverage, HotBot was the most comprehensive at the time of that measure (approximately 57% coverage).
The test was repeated and extended in Nature in 1999 [16]. The 11 months that had passed showed a significant increase in the number of indexable documents found. The lower bound of size was estimated to 800 million documents, and the search engines had significant less coverage of the indexable web. The maximum coverage estimated was 16.

In [13], a theory for the growth dynamics of the World Wide Web is presented. Two stochastic classes are considered, namely the growth rates of pages per site, and the growth of new sites. A universal power law is predicted for the distribution of the number of pages per site. The paper brings theories that enable us to determine the expected number of sites of any given size without extensive crawling.

These three papers discuss the growth in what is referred to as the "indexable" web, but no study was performed of the percentage of pages "indexable" versus "non-indexable". A study by Bright Planet LLC [18] introduced the concept of the "Deep Web".

The deep web is easily identified as the subset of the web not discussed in [15] and [16], the "non-indexable" web. The percentage of web pages belonging to the non-indexable category is growing at a much higher rate than the indexable pages. This is a natural cause of the web moving from a simple document share space into an information sharing space and even into an application sharing space.

Key findings are in the study by Bright Planet are:

- 7500 terabytes of information (19 terabytes assumed to be the surface web).
- Approximately 550 billion documents.
- Largest growing category of web information.
- Highly relevant content found in the deep web.

### 3.3 Document Update Dynamics

A number of challenges must be faced to handle document update dynamics in a large-scale Internet search engine. First, we must develop a model for how documents are updated. Then, we must develop a crawling strategy that maximizes the freshness of the local store given this document update model. To evaluate the performance of various update strategies, we need mechanisms for measuring the freshness of the local store.

These challenges have been studied in the existing literature. Cho and Garcia-Molina have published several studies both on how web documents
are updated and on crawling strategies [8] [7] [6]. Their models and experiments indicate that web document updates can be modeled as independent Poisson processes. That is, each document $d_i$ is updated according to a Poisson process with change rate $\lambda_i$, and the change rates are independent. Their experiments on the web indicate that an average document is changed once every ten days and that 50% of all documents are changed after 50 days [7].

Cho and Garcia-Molina have also developed statistical estimators for the Poisson parameters under various assumptions. They have derived estimators for uniform and random observation of the web documents, and for known and unknown time of last document update. The new estimators are much better than the naive estimator: the number of document updates observed divided by the observation time[6].

Finally, they have also presented an optimal crawling strategy given their model of a crawler and local store. They also propose a framework for measuring how up-to-date the local store is through their concepts of freshness and age. They define the freshness of a document $d_i$ at time $t$ as the probability that the document is up-to-date at the given time. Age is defined to be the 0 for documents that are up-to-date and the time since the last document update in the real world for others. For both freshness and age, the interesting measure is the average freshness or age both over all documents and over time[8]. In this paper we will use the term "freshness" in a more informal manner.

Based on their models for document change and freshness measures, they present some optimal scheduling policies for an incremental crawler. They make the following observations:

- Refreshing document using uniform update frequencies is always better than using document update frequencies that are proportional to the estimated document change frequencies $\lambda_i$.

- The scheduling policy optimizing freshness penalizes documents that are changed too often. Intuitively, these documents are likely to change again very soon and hence do not contribute much to the overall freshness of the local store.

- The scheduling policy optimizing age favors documents that are changed very often, but the actual change is small.

Brewington and Cybenko[4] also performed a number of experiments to discover how web documents are updated. They also conclude that web
documents are updated according to a Poisson process. Brewington and Cybenko also propose a novel measure of freshness, termed \((a, b)\)-currency. A document \(d_i\) is \((a, b)\)-current if it were up-to-date \(b\) time units ago with probability \(a\). This measure captures both the aspirations and the actual achievements regarding freshness. A daily newspaper may be \((0.95, 1\text{ day})\)-current, meaning that 95% of all articles in the paper was up-to-date one day ago. They estimate that an Internet search engine containing 800 million documents must refresh 45 million documents every day to be able to maintain \((0.95, 1\text{ week})\)-currency.

Edwards, McCurley, and Tomlin [9] present a crawler that minimizes the number of obsolete documents in the repository without making any a priori assumptions about how documents are updated. They use measured document change rates and divide their crawling resources on documents according to their change rate. They solved a vast optimization problem to find the optimal distribution of crawling resources.

3.4 Search Engines and Search Technology

There is not a rich body of literature describing practical large-scale crawling and searching systems, and in particular, very few address issues relating to the dynamic web. Brin and Page have described an early version of the Google system [5]. They address issues relating to growth of the web and scaling of the document volume, but they do not address refreshing of the local store.

Heydon and Najork describe their scalable web crawler [11]. Their crawler is scalable in the sense that the required machine resources are bounded and do not depend on the number of retrieved documents. Their crawler reportedly runs on a single, large machine, but it can probably quite easily be implemented in a crawler cluster to scale with even larger document volumes or processing load in a manner similar to our FAST Crawler as discussed later in this paper. Heydon and Najork do not discuss refreshing the crawled documents.

Edwards, McCurley, and Tomlin[9] provide some design details about their crawler. This crawler runs incrementally, constantly refreshing documents to ensure freshness over time, as described in the previous section. They also provide some details about their scheduling algorithm. Each document is classified according to its measured update frequency, and crawling resources are then divided among these classes. They formulated and solved a vast optimization problem for computing how to allocate the crawling resources among the different document update classes.
4 Aggregation of Dynamic Content

In this section, we use the FAST Crawler as a case study to illustrate how we have addressed the challenges of scaling with the size of the web and ensuring the freshness of our local store.

4.1 Overview of the FAST Crawler

The FAST Crawler consists of a cluster of interconnected machines as depicted in Figure 2. Each machine in this cluster is assigned a partition of web space for crawling. All crawler machines communicate with all other machines in a star network. However, the machines work relatively independent of each other, only exchanging information about discovered hyperlinks.

Figure 3 depicts the main components of a single crawler machine in our system. The solid arrows indicate flow of document content, and the dotted arrows indicate flow of document URIs, possibly with associated meta-information.

The Document Scheduler is responsible for figuring out which document
to crawl next. Conceptually, this means maintaining a huge prioritized queue of URIs to be crawled while also observing the informal "social code" of web robots such as the robots exclusion protocol [14] and various constraints on the access pattern to individual web servers imposed to avoid overloading servers with crawler requests. The Document Scheduler sends a stream of URIs to the Document Processor.

The Document Processor is responsible for retrieving documents from web servers and performing any processing on them. This component consists of a manager module that provides a plug-in interface used by a set of processing modules. The manager routes documents through a pipeline of processing modules based on configuration information, the document content type, etc. This architecture provides the necessary flexibility to quickly support new document processing functionality in the crawler. We currently have processing modules for parsing HTML documents and various multimedia formats, classification of language, classification of offensive content, etc. It is the HTML parser that discovers hyperlinks to other documents and passes these back to the scheduler.

After processing, the crawler stores relevant document content and meta-information in the Local Store. Document content represents the bulk of the data, and we have optimized our storage system for efficiently writing
or updating individual documents and for streaming the entire document
collection to the indexing step. There is no need for efficient random access
reading of document content. We use a hybrid of a hashing and logging
storage system. Hirai et al describe the WebBase system, a system that is
very similar to our storage system[12]. Some document meta-information is
kept in a high-performance, random access database.

The Distributor exchanges hyperlink information with other machines in
the crawler cluster. There is a static mapping from the relevant hyperlink
information to a crawler machine.

The crawler architecture also contains two important components for
duplicate detection and link-based ranking, respectively. These modules are
relatively complex and outside the scope of this paper.

The FAST Crawler is an incremental crawler. That is, when the docu-
ment repository has reached its target size, the crawler continues by refresh-
ing existing documents to detect changes. It fetches new documents only to
replace documents that are deleted from the repository because the crawler
discovers that they have been deleted from the web or for other reasons.
The crawler is never stopped. It is temporarily suspended during a part of
the indexing process, but when indexing is completed the crawler resumes
operation where it left off.

4.2 Scalability

A large-scale crawler must be scalable both with respect to document storage
capacity and document retrieval capacity. In our architecture, each crawler
machine is responsible for all retrieval, processing, and storage for a partition
of the document space. The different machines constituting a crawler cluster
work independently except for exchanging discovered URIs. Hence, the
storage capacity, $C_S$, and the processing capacity, $C_P$, of the crawler cluster
is the sum of the capacity of each individual machine:

$$C_S = \sum_j C_{S,j}$$

(1)

$$C_P = \sum_j C_{P,j}$$

(2)

An additional constraint on the crawler retrieval and processing capacity
is the capacity defined by the total network bandwidth available to the
crawler cluster, $C_N$. Hence, the total retrieval capacity of the crawler cluster
is:
\[ C_R = \min(C_P, C_N) \]  

Usually, network bandwidth represents the highest cost for running a large-scale crawler and hence it makes sense to dimension the system so that \( C_N \leq C_P \). Note that the bandwidth used for communicating internally in the crawler cluster is proportional to the inbound bandwidth used for retrieving content from the web. The internal bandwidth is only used for exchanging hyperlink information, and the number of hyperlinks is proportional to the number of retrieved documents.

We can easily increase the document storage capacity, \( C_S \), by adding new machines to the crawler cluster and redefine the workload partitioning in the distributor accordingly. This will also give us some extra processing power, \( C_P \), ”for free”. Increasing only the document storage capacity does not require more network bandwidth, \( C_N \), between the crawler and the web or internally between the individual crawler nodes comprising the cluster. As a result, the crawler scales linearly with document storage capacity.

We also scale linearly with document retrieval capacity, \( C_R \). Retrieving, processing, and storing more documents per unit of time requires a linear increase in inbound network bandwidth from the web and also a linear increase in network bandwidth between the machines comprising the crawler cluster, \( C_N \).

Scaling document retrieval capacity by increasing network capacity assumes that each machine in the crawler cluster has enough spare processing capacity to handle the increased load, that is . If this is not the case, then additional machines must be added to the cluster to achieve the required processing power. This will also increase the document storage capacity. Hence, the total system scales linearly with both storage and retrieval capacity as long as there is a reasonable balance between the two. In practice, this is usually the case, as we do not want the ratio of retrieved documents per unit of time to the total number of documents to drop as we scale the system, as this will eventually impact our freshness. For a crawler to maintain a given freshness, \( F \), the following ratio must be kept constant while scaling (let \( k \) be any constant):

\[ k \frac{C_R}{C_S} = F \]  

A system that scales to many components must also be robust with regards to failure of any of these components or otherwise the probability of having a working system will drop with the number of components. Our
The FAST Crawler provides fresh data to the search engine through its very high document retrieval capacity and its scheduling algorithm prioritizing retrieval of documents most likely to have been updated on the web. A good scheduling algorithm increases the constant factor $k$ in the freshness equation in the previous section.

In normal operation, the crawler is refreshing a local store of approximately a constant number of documents limited by the capacity of the search engine and the crawler itself. In this state, the crawler will only retrieve new documents when old documents are removed from the local store either because the crawler attempted a refresh but the document does not exist on the web anymore or for other reasons. When the document storage capacity is increased, we normally relatively quickly retrieve enough documents to again reach this steady state.

Providing fresh search results to users implies short indexing cycles, and we do not have the capacity to refresh all documents in our local store between each indexing cycle. In this situation the scheduling algorithm is a key element in ensuring a fresh local store. To maximize freshness, we must spend as much as possible of our crawler network capacity on refreshing documents that have actually changed.

The FAST Crawler currently uses a relatively simple algorithm for adaptively computing an estimate of the refresh frequency for a given document. Basically, this algorithm decreases the refresh interval if the document was changed between two retrievals and increases it if the document has not changed. This is used as input to the scheduler, which prioritizes between the different documents and decides when to refresh each document. In addition, the scheduler is configured with global minimum and maximum refresh intervals to keep the refresh rate for a document within sensible bounds, e.g. to allow refreshing of documents for which we have never observed a change.

Cho and Garcia-Molina observe that it is not always optimal to refresh documents that are updated very frequently "as often as possible [8] [6]. Intuitively, these documents will always be obsolete anyway when the repos-
irectory is indexed. In fact, they conclude that a uniform refresh policy where all documents are updated equally often is always superior to such a proportional refresh policy. In practice, this is not a big problem. With a repository of the size required for a large-scale search engine, there are always enough documents waiting to be refreshed to diminish the effect of the relatively few documents that are updated very often. Also, we configure the scheduler to avoid rescheduling any document more than once for each indexing cycle.

4.4 Freshness through Heterogeneity

When optimizing freshness through scheduling, we assume that all documents have the same freshness requirements. Having a fresh copy of one document in the repository is just as valuable as having a fresh copy of any other document. This is not always the situation in the real world. Consider the following two examples:

- There is an industry trend to offer a "pay for inclusion" service to content providers. This offer usually comes with service level guarantees covering refresh and indexing intervals.

- There is a trend towards searching in increasingly dynamic content, e.g. news. This content must be refreshed and indexed very often to be of any value to users.

The above two scenarios cannot be supported in a large-scale crawler using a relatively simple scheduling algorithm alone. In the FAST Crawler, we have solved this problem by permitting heterogeneity in the cluster of crawler machines. This means that the different machines can be configured with very different storage and processing capacity, $C_{S_i}$ and $C_{P_i}$. A relatively small number of machines are dedicated to special purposes, such as crawling of content from paid inclusion programs or news sites. These machines can be configured specially with the service requirements of these services in mind, and we can control the load on these machines without sacrificing the high capacity and efficiency of the main bulk of the machines in the crawler cluster.

We still keep these dedicated machines as a part of the cluster just as all the other machines so that all machines can efficiently share link information, computed link ranks, etc. The cost is relatively small - only a small increase in the complexity of the distributor.
Figure 4 shows an example of a heterogeneous crawler cluster. This figure depicts a crawler cluster with a few dedicated machines for crawling news content in addition to the large-scale web crawler. We have also included a few machines comprising a multimedia crawler to illustrate the flexibility of the architecture. In this example, the large-scale web crawler will typically be configured with a large $C_S$ but a relatively low $F$. The news crawler will be configured with a lower $C_S$ to maintain a high $F$. The multimedia crawler will have high $C_S$ and low $F$ just as the large-scale web crawler, but operating this crawler as a separate part of the cluster allows control over resources used for different media types.

4.5 Cooperation with Providers

Another approach, that we are experimenting with, is cooperating with content providers to further improve freshness. There are different models for cooperating with content providers, and in this section we outline the different options.

InfoSeek once proposed a standard for a web server meta-file named `site-info.txt` to complement the more established `robots.txt` de facto standard. The purpose of the `siteinfo.txt` file was to provide information to crawlers about which documents had changed, mirrors of the server, etc. The `site-info.txt` standard was never able to establish itself and our own crawling indicates that today no server is using it. Today, a number of content providers use proprietary meta-files to publish information about their sites.
and how they are updated.

This is a pull model that permits the crawler to perform efficient per-site scheduling. In this model, the crawler periodically fetches some meta-information from the web server. It uses this information to influence its own scheduler with hints about new or changed documents. This model is illustrated in Figure 5. (The arrowheads indicate the direction of the requests.) However, building a crawler that supports all these proprietary meta-information formats is a daunting task.

A more elaborate approach is to push content or meta-information directly from the content provider to the crawler. In this model the content provider sends a notification to the crawler whenever a document is added, modified, or deleted on a site. In its simplest form, the content provider just submits the URI of the document. This method can be enhanced by also submitting various meta-information, or even the entire content of the documents. However, care must be taken to avoid opening the crawler and search systems to spamming and other abuse so such a service can only be offered to partners. This model is illustrated in Figure 6 with the dotted arrow indicating an optional request.

A third approach is a hybrid between the two above. There are many obstacles to having push technology deployed at a large set of content providers. For instance, site operators may be reluctant to increase the complexity of their systems by installing additional software components. The hybrid ap-
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**Figure 7. Hybrid meta-information pull-push model**

The hybrid model is quite powerful. The proxy may not limit itself to obtaining meta-information from only the server or set of servers being crawled. For instance, it can also fetch meta-information from other sources to discover ”hot spots” in the web and then direct the crawlers to these spots.

After establishing the communication pipeline with the providers, a natural next step lies within better understanding the content of the provider. XML could be a significant player for describing both semantics and dynamics of the content.

5 Searching Dynamic Content

The second and third components in the reference search engine model, the Indexer and the Searcher, need also to handle the different dimensions of web dynamics. Traditionally, search engines have been based upon batch-oriented processes to update and build indexes. To handle the growth in size of the Web and the update dynamics, most traditional designs fall short. In this section, we will study several aspects and solutions for an indexer and
a searcher to handle a dynamic web.

5.1 Scalability with Size and Traffic

Being able to handle the web growth calls for architectural solutions. Given traditional solutions with inverted files or equivalent, the cost of building, maintaining and searching an index is worse than linear.

One possible architecture for a Web search engine is the FAST Search Engine Architecture. It handles scalability in two dimensions, namely size and traffic volume. The architecture is a distributed architecture, and has two classes of nodes:

- **Search Nodes**: A Search node $S_i$ holds a portion of the index, $I_i$. The total index is $I = \bigcup_i I_i$ Each of the search nodes is a separate entity than holds a search kernel (searcher) that searches the index $I_i$ and returns search results. The search nodes have no interconnection between them.

- **Dispatch Nodes**: A dispatch node does not hold any searchable data. The dispatcher is a routing, distribution, and collection/merging mechanism. A dispatch node receives queries and routes them to a set of underlying search nodes, $S_i \ldots S_j$. The results are collected and merged before they are sent to the issuing client.

A search node has two capacities, namely the number of documents on each node, $|D_i|$, and the query rate or traffic capacity, $C_i$. A dispatcher has one capacity, namely the dispatching capacity, $C_d$. The $C_d$ depends on the number of search nodes the query is sent to.

Now, by using the two components described above, we can build a simple architecture to allow linear scaling with the data size. The architecture
is shown in Figure 8. Each box $S_i(I_i)$, is a search node holding the index partition $I_i$. The entire dataset, $I$, is partitioned out on the search nodes. The dispatch node is broadcasting queries to all search nodes in parallel and merging results from the search nodes to build the final result set.

Now, assuming that each search node handles the query individually of the other search nodes, we see that a linear scale up for increasing the overall size $|D|$ is achieved.

At the same time, to scale with the query rate, replication will provide the capacity $mC_i$. The dispatch node will know all search nodes in a column, and a round-robin algorithm can be used to rotate between the different columns. This extended architecture is illustrated in Figure 9. Here $S_{ij}$ is a search node $j$ handling partition $i$. As illustrated, the dispatcher knows all search nodes in each column, and can load-balance between them, achieving a linear performance scale up.

So, the number of search nodes required for a dataset $I$ of size $|I|$ is derived as $\frac{|I|}{p}$, where $p$ denotes the optimal size of a search node partition. This number is of course dependent on actual hardware configurations and costs. Furthermore, the number of search nodes to handle a given query rate $Q_i$, is derived as $\frac{Q_i}{c_i}$.

The limitation of this architecture clearly lies within the dispatching
Figure 10. Multi-level dispatch architecture
system. A dispatcher has a capacity of merging results. Optimal merging algorithms are in order of $O(r \log m)$, where $r$ denotes the number of sources and $m$ the number of entries. Thus, the merge performance is limited by the number of search nodes that receive the query in parallel.

To ensure linear scalability, a multi-level dispatch system can be configured. By letting a dispatcher dispatch to a part of each row, and the letting a super dispatcher dispatch to those dispatch nodes, we can use a tree-like architecture, as shown in Figure 10.

Any number of levels can be built to accommodate for the scale in the two dimensions. In the worst case, this will be a binary tree, where the number of nodes is $O(2N - 1)$, and still linear to the size of the data being searched.

An immediate observation from the description above is that the architecture also has implicit fault-tolerance. By having multiple nodes with the same index partition, $I_i$, dispatchers can be fault-tolerant by detecting timeouts or non-replies. To ensure fault-tolerance on any level, the transparency of dispatcher/searcher can be utilized to have redundant dispatcher.

### 5.2 Handling Update Dynamics

The second dimension of web dynamics, the update dynamics, is also a problem facing search engines. Traditionally, structures used for indexing are based upon offline building, and in many cases this is a highly time consuming process.

There are two ways to make indexing processes more dynamic:

1. Identifying new inverse structures that allow for online updates.

2. Utilizing a heterogeneous architecture to allow for dynamic changes to the dataset.

For 1) there are several proposed solutions in the IR community, but none that has gotten big acceptance in the industry.

The FAST Search engine uses the second approach to cope with dynamic updates. Looking at the distributed architecture described above, the indexing is an easy goal for parallelization. Indexing $D$ can be done by indexing $I_1, I_2, \ldots I_N$ individually. Since separate search nodes handle each partition, indexing can be done individually.

This solution still does not make indexing possible online on each search node, but by having slight overcapacity of search nodes, we can easily switch nodes on and off line to update parts of the dataset. Still, the system is
batch-oriented and the time from detecting a document update until it is pushed live will still be 20 hours or above.

By using a crawling system that allows heterogeneous clusters of crawler nodes, it is easy to identify sources with different update rates. Taking the architecture described in 5.1 and using that as a building block, we can have a cluster of search clusters where each cluster has a different update frequency.

A possible cluster solution is shown in Figure 11. In this example, we deploy three different clusters, each receiving a data feed from a different crawler cluster. The update frequencies of the clusters can then be different, but in general update cost (in either time or required hardware) is linear to the data size.

6 Future Challenges

The evolution of the dynamic web raises several significant challenges for search engines. First, the increasing dynamics and size makes intelligent scheduling increasingly important. Being able to update the most important parts of an index at a timely rate will be crucial in order to bring relevant search results to the users. Intelligent scheduling, heterogeneous crawling and push technology will be crucial to building aggregation and search systems capable of scaling with the web at a reasonable price.

The size of the web is clearly a big challenge, and one important question is arising: Do we actually need to search several billion documents for every query? Being able to intelligently classify and predict a probable subset of
the data set to search for given queries will enable us to build much more efficient and cost-effective.

At the same time, the "Deep Web" is most likely growing at a rate much higher than the current "indexable" web. There is no unified and practical solution to aggregate the deep web on a large scale, but push based technology and perhaps tight integration into publication and content management systems will evolve to address this challenge.

The explosive growth of the web also calls for more specific search engines. The introduction of focused crawling and document classification enables both crawlers and search engines to operate very efficiently within a topically limited document space. The Scientific search engines scirus.com and www.researchindex.com are good examples of engines that uses both focused crawling along with document classification. The dynamics also has a more homogeneous character within such a vertical, enabling a fresher search experience.

7 Conclusions

We have discussed several dimensions of web dynamics. Both growth and update dynamics clearly represent big challenges for search engines. We have shown how the problems arise in all components of a reference search engine model.

The FAST Search Engine architecture copes with several of these problems by its key properties. The overall architecture that we have described in this paper is quite simple and does not represent very novel ideas. The system architecture is relatively simple, and this makes it manageable even when it grows. In a real-life system with service level requirements, simplicity is crucial to operating the system and to being able to develop it further.

Being heterogeneous and containing intelligence with regards to scheduling and query processing makes this a real-life example of dealing with web dynamics issues today. The service running at www.alltheweb.com and major portals worldwide currently handle more than 30 million queries per day. Indexing happens every 11 days, and the full index size is currently about 700 million full-text documents. These documents were selected from a crawled base of 1.8 billion full-text documents. The crawler architecture enables us to crawl at rate of 400 documents/second and beyond.

The system is based on inexpensive off-the-shelf PCs running FreeBSD and our custom search software. We currently use approximately 500 PCs
for our production systems. Most of these machines are search nodes. We currently use 32 machines for crawling. The hardware configuration differs depending on the role the machine has in the architecture and the time of acquisition. Most machines are typically dual-Pentium machines with between 512 and 1024 Mbytes of memory.

Future evolution of web dynamics raises clear needs for even more intelligent scheduling to aggregate web content as well as technology for push-based aggregation. By doing more intelligent query analysis and processing, we will be able to do a sub-linear scaling with the growth of the web based on the ideas from Figure 11. It is possible to create a multi-tier system where one tier with few columns and many rows handles a relatively large part of the most popular queries. Another tier with more columns but fewer rows can then handle the remaining queries.
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Abstract

This paper describes the anatomy of the FMS Search engine, outlining data structures and algorithms. Key data structures are described in detail to show the novel elements for high-end performance. The search kernel is then analyzed to derive a performance model for the different aspects of searching, and to create a joint performance model which can be used for performance planning of large-scale engines. A sample document collection from the FAST Web Search service, and a real query log is then used to experimentally verify the performance model. We show that our search kernel will behave linear in document collection size given a certain set of constraints.

1 Introduction

A search engine kernel is a key part in all search engines and IR systems. The FMS Search Engine kernel (FMS Search) is the research variant of the search kernel component in all search products and services from FAST. A typical search engine installation consists of the following major modules:

- **Data aggregation and processing.** For a web search installation, this typically consists of a crawler and a chain of data processing (parsing, link extraction, deduping, etc). Enterprise-alike application typically use adapters into databases or CRM/ERP systems.

- **Search kernel and scalable architecture.** Large scale search engines are usually distributed onto several physical machines. The search kernel must be fit for this, and a framework for distribution, fault-tolerance and scaling are built on top of it.
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- **Query frontend.** In front of the kernel and its distributed architecture, a query handling and result presentation frontend is placed. In its simplest form it is merely an HTML or XML template engine, but more sophisticated query preprocessing is often also included here.

Various methods have been developed to support efficient search and retrieval of text collections. Examples are suffix arrays[5][3], inverted files or inverted indexes[8][10], and signature files[2].

The performance of a search kernel is of critical importance when it comes to scaling of a search engine. The primary goal of FMS Search is to build a lean and flexible search engine kernel that is optimized to be part of very large scale search systems. This paper outlines the structures and algorithms of such a system along with a theoretical performance model. Furthermore, we provide empirical studies of the search kernel to verify the correctness of the performance model.

There are several other issues on designing a search kernel related to network handling, traffic, thread and process scheduling that are beside the discussions in this paper.

2 Preliminaries

The FMS Search Engine[7] searches a set of documents, D. These documents are preprocessed and a catalog, C, is built. A catalog may contain different indexes, I. Each index may hold a different portion of each document (we might have a separate index for summaries, locations, body text, etc.). Each document may also have meta information (which may or may not be part in any index). This meta information will be denoted $M_{doc}$.

Searching is done by parsing and executing queries, Q. A query consists of a set of query terms, {q}. Query terms, qi, can either be independent words, or several query terms may be grouped to a phrase query term. A phrase query term is a sequence of single terms, $q_1, q_2, \ldots, q_n$, that should be matched in the sequence given by the phrase term.

3 Overview

The overall FMS Search overall is shown in Figure 1.

A search engine consists of several domain mappings, enabling mapping from a query Q to a resultset R, i.e. :
Figure 1. FMS Search overall anatomy
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\[ Q \rightarrow R \] \hspace{1cm} (1)

During this process, several substeps are performed by mapping between different domains. FMS Search currently uses the following domains:

- Query, \( Q \)
- Query term, \( q \)
- Term id, \( id_q \)
- Document id, \( id_{doc} \)
- Document metadata, \( M_{doc} \)

The mappings between the different domains will be described in more detail.

3.1 Query parsing and dictionary lookup

The first step of query processing is a combined parsing of the query and dictionary lookup of the query terms. Thus, we have a mapping from query to the set of query terms,

\[ Q \rightarrow \{ q \} \] \hspace{1cm} (2)

Also, by doing a dictionary lookup the query terms are mapped into their respective term ids by the mapping :

\[ q \rightarrow id_q \] \hspace{1cm} (3)

A program, \( P \), is also extracted based on the semantic found in the query, \( Q \).

After this step of query processing the query consists of a set of term ids, \( \{ id_q \} \) and a program \( P \) describing how to compute the final result set.

3.2 Result Computation

After mapping query terms to query term ids, the next step is to do the real searching. That is, map from a term id to a set of documents in which the query term occur. From the set of documents for all the query terms, a final resultset, \( R \), is computed based on the program \( P \) extracted from the query.
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Depending on the nature of the query term, two different mappings can be performed in the index:

- **Single term mapping** If the query term is a singular term, then the mapping:

  $$ q \rightarrow \{ id_{doc} \} $$

  will be performed. A reverse index occurrence file is used to perform the mapping. The structure of the file will be described in detail later in this paper.

- **Phrase term mapping** When the query term is a phrase, a different mapping must occur. The phrase is defined as a set of terms \( \{ q \} \). Thus, the mapping:

  $$ \{ q \} \rightarrow \{ id_{doc} \} $$

  gives the set of documents where the phrase \( \{ q \} \) are found. The structures and algorithms used for this mapping are described later.

### 3.3 Document information

A document \( D \), that is indexed in the catalog may have some meta data that can be made available in the search engine. Examples of such metadata can be location (URL), size, date, title, etc.

Thus, FMS Search supports mapping from a given document id to the corresponding block of metadata for the document, \( id_{doc} \rightarrow M_{doc} \).

### 4 Data structures

This section describes the data structures used in the search engine, as well as the algorithms used to perform the searching.

#### 4.1 Dictionary

During query parsing, each query term, \( q \), is mapped to its corresponding term id, \( id_q \).

As shown in Figure 2, the dictionary is consists of records containing holding the word as a string, the accumulated number of occurrences of the word, and the accumulated number of documents for the term. The reason for holding the accumulated numbers instead of the separate numbers is
Figure 2. Dictionary structures
allow direct access in the term matching and the phrase matching phase of the search. This will come more apparent when we discuss the lookup algorithms later.

Since the length of the records are variable, a separate index file is used to get the position of the dictionary entry for a given word number. The word number is thus implicitly defined.

Using the index file and the data file for the dictionary, a simple binary searching algorithm can be used to lookup query terms. Letting Dict denote the dictionary, $|\text{Dict}|$ denotes the number of records in the dictionary. Binary searching is a $O(\log |\text{Dict}|)$ algorithm. Since the dictionary system is based on the data stored on disk files, the algorithm requires $O(\log |\text{Dict}|)$ disk accesses.

The dictionary system of the FMS Search Engine kernel utilizes a binary search algorithm with two optimizations to reduce the number of disk accesses to $O(1)$ instead of $O(\log |\text{Dict}|)$. A more detailed discussion around general optimization of binary search with variable access costs can be found in [6].

- **Sparse data.** By storing each 512th entry of the dictionary data and each corresponding dictionary index entry in main memory, and then ensuring that the initial delta value of the binary search algorithm is a power of 512, all comparisons required for the binary search will use the data available in main memory. This optimization requires $O(\frac{|\text{Dict}|}{512})$ main memory usage.

- **Buffering small deltas.**

  When using the sparse data as described above, the first phase of the binary search algorithm can determine two 512 entry areas of the dictionary where the record searched for may reside. Since the overhead of positioning the disk heads for a read operation is high relative to the time for a disk data transfer, it will pay off to buffer these 1023 entries when the delta gets below the value of 512.

The complete binary search algorithm can then be described with the pseudo-code shown in Figure 4.1.

### 4.2 Term matching

For matching a single term, it is required with a mapping from a term id to the set of documents containing the term. Also, some extra parameters may be required to perform ranking (i.e term frequency, term context, etc).
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while (delta < |Dict|)
    delta ← delta << 1
    delta ← delta >> 1
    pos = delta − 1
while (delta > 0)
    if (pos & 511) = 511
        cmpres ← Compare(term, sparse[pos >> 9])
    elseif (delta == 512)
        ReadBuffer(pos − 512, pos + 512)
    if (cmpres = 1)
        pos ← pos + delta
    else
        pos ← pos − delta
    delta ← delta << 1

Figure 3. Binary search algorithm for dictionary lookup

The FMS Search Engine Kernel uses a format as shown in figure Figure 4 to store the required data. The fields of the records in the data file are described in Table 4.2.

The semantic interpretation of the Context field is independent of the search engine anatomy, and the interpretation during ranking is described in FMS Search Engine kernel configuration.

The entries are sorted in the file based on the document id. However, no term id entry is present in the record. This information is thus required to be determined before accessing this structure. As shown in Figure 4, this file contains the list of entries for each term id, sorted by document id within the list of each term.

Also, since the lists of document ids appear in the same order as the corresponding term ids (implicitly), the accumulated number of documents found in the dictionary structure can now be used to directly access the proper document id list in the term index. The length of the term list is easily determined by subtracting the accumulated number of documents from the next accumulated number (next entry in the dictionary file).

Since the format described in Table 4.2 does not contain a field describing the position within a document, we have no way of distinguishing between the different occurrences that may exist for a term in a document. Thus, we
Figure 4. Boolean occurrence structures
compress the occurrence information into the fields describing some statistics for the term within the given document.

### 4.3 Term Bitmaps

Some terms tend to be very common in large document corpora. As shown in Table 4.2 each entry in the term file occupies 7 bytes. Furthermore, the very common terms should have less influence of the ranking than more seldom terms.

The FMS Search Engine kernel stores the document id lists of the more common terms in a different manner than the structure described in Section 4.2. Instead of storing a single entry per document, a vector of $N$ bits is stored for each term, where bit $i$ is set if the term is present in document $i$. This removes any context and ranking information found in the structure described in Section 4.2, thus we will have no way of distinguishing rank values of terms found in a bitvector. This might sound alarming, but the drilling mechanism described later solves most cases of this problem.

In Figure 4 the bitvector structure is shown along with the other structures used for terms.

The bitvector structure is also discussed in [11] with optimizations and generalization into bitslices.
4.4 Phrase matching

Recalling from Section 3.2 and in particular Equation 5, matching of phrases is matching of consecutive terms within a document.

The term matching format described in Section 4.2 does not contain entries for all the occurrences of a term within a document. Thus, being able to match phrases requires a more extensive index structure.

The FMS Search kernel employs a special version of Suffix Arrays [5]. In [9] and [1] the 'nextword' structure is introduced and discussed. The structure used in this paper is a generalization of this. An overview of the structures used is shown in Figure 5.

Let $T$ be the text containing the terms $t_0, t_1, \ldots, t_N$. Now, let $T_i$ denote the term suffix $t_i, t_{i+1}, \ldots, t_N$. Furthermore, let $T_i^k$ denote the $k$-prefix of the term suffix $T_i, t_{i+1}, t_{i+2}, \ldots, t_{i+k}$.

Now, let $\text{Pos}$ be the lexicographically sorted array of all suffix of the text $T$. $\text{Pos}$ is then the suffix array of $T$. Let $\text{Pos}_k$ be the lexicographically sorted array of all $k$ prefixes of $T$, $T_i^k$, that is $\text{Pos}[i] \leq_{\text{lex}} \text{Pos}[i + 1]$ for all $i < N$, letting $\leq_{\text{lex}}$ denote an lexicographical ordering.

In FMS Search, we choose to use $k = 3$ in the phrase structure. The joint structure can then be summarized as in Table 4.4. The actual implementation uses multiple tables to avoid redundancy. This is illustrated in Figure 5.

Lookup of any given triple of terms, $[t_1, t_2, t_3]$, can now be done by a

<table>
<thead>
<tr>
<th>Name</th>
<th>Sorting</th>
<th>Length (bits)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nextword</td>
<td>Ascending 1</td>
<td>32</td>
<td>The term id of the next consecutive word</td>
</tr>
<tr>
<td>Nextnextword</td>
<td>Ascending 2</td>
<td>32</td>
<td>The term id of second next consecutive word</td>
</tr>
<tr>
<td>Docid</td>
<td>Ascending 3</td>
<td>32</td>
<td>The id of the document</td>
</tr>
<tr>
<td>Position</td>
<td>Ascending 4</td>
<td>26</td>
<td>The position of the term within the document</td>
</tr>
<tr>
<td>First Context</td>
<td>N/A</td>
<td>2</td>
<td>Context information of first term</td>
</tr>
<tr>
<td>Second Context</td>
<td>N/A</td>
<td>2</td>
<td>Context information for the next term</td>
</tr>
<tr>
<td>Third Context</td>
<td>N/A</td>
<td>2</td>
<td>Context information for the second next term</td>
</tr>
</tbody>
</table>

Table 2. Phrase index field descriptions
Figure 5. Phrase occurrence structure overview
binary search algorithm. In Figure 5 we observe that we have separate tables for triples and their occurrence data. Thus, by performing a binary search in the triple array, we can do a direct lookup into the occurrence table for the triple.

When performing a phrase matching operation of a pair of terms, \([t_1, t_2]\), the binary search in the triple array could result in a range, \([L, R]\). However, since \(\text{Pos}[L] \leq \text{Pos}[R]\) for all \(L \geq R\), we can map directly into a larger portion of the occurrence array.

Performing phrase matching of phrases \([t_1, t_2, ..., t_m]\), where \(m > 3\), requires multiple lookups to be performed. Letting \(\cap_{\text{delta}}\) denote the intersection of phraseoccurrences with distance delta, the pseudo-code for performing the lookup of a phrase \(Q\) of any length is shown in Figure 4.4.

4.5 Performance

The lookup of a triple or a pair requires a binary search (algorithm will be almost identical to dictionary lookup). Thus, a \(O(\log n)\) algorithm can be used. As with the regular dictionary, we use sparse files to reduce the number of disk accesses in the binary search. (Those files are omitted from Figure 5 to enhance readability). Given the set of documents \(\{D_i\}\) that totally adds up to the text \(T\), it is obvious that the maximum number of

\[
m \leftarrow |Q|
\]

\[\text{if } m = 2 \text{ then}\]
\[R \leftarrow \text{Lookup}([q_1, q_2])\]
\[\text{elseif } m = 3 \text{ then}\]
\[R \leftarrow \text{Lookup}([q_1, q_2, q_3])\]
\[\text{else}\]
\[\text{start} \leftarrow 1\]
\[\text{delta} \leftarrow 3\]
\[\text{while } \text{start} < m - 2 \text{ do}\]
\[R \leftarrow R \cap_{\text{delta}} \text{Lookup}([q_i, q_{i+1}, q_{i+2}])\]
\[\text{if } \text{start} + \text{delta} > m - 2 \text{ then}\]
\[\text{delta} \leftarrow (m - 2) - \text{start}\]
\[\text{start} \leftarrow \text{start} + \text{delta}\]
\[\text{return } R\]
entries in \( \text{Pos} \) is \(|T|\) (letting \(|T|\) denote the number of terms in \( T \)). Thus, we have an upper bound for the number of triples. In most applications, the number of unique triples is significantly less than \(|T|\).

After performing a lookup of the triple (or pair), intersection of two sets \( R_1 \) and \( R_2 \) can be done in \( O(R_1 + R_2) \) time. However, for most practical applications, the phrase occurrence table is stored on secondary storage, and needs to be loaded into primary memory before performing the intersection. Loading the data requires \( \Theta(R) \) time, thus the intersection operations will take \( \Theta(R_1 + R_2) \) time.

### 4.6 Common phrases

For very common triples, the number of occurrences can be quite large. To avoid performance problems for these triples (or pairs), we build some extra tables. By storing boolean occurrence tables (like the ones in Figure 4) for the common triples and pairs, we only need to store one entry per document the triple occurs in. Thus, this limits the memory requirement and disk load to \(|D_t|\) for a triple or pair, instead of \(|T|\), which is the case for the regular structure.

Of course, this structure cannot be used for searches of phrases with more than 3 terms.

### 4.7 Metadata lookup

Thus, FMS Search supports mapping from a given document id to the corresponding block of metadata for the document, \( id_{\text{doc}} \rightarrow M_{\text{doc}} \).

The mapping \( id_{\text{doc}} \rightarrow M_{\text{doc}} \) happens through a very simple two-part structure:

- **Binary blob file.** Meta data for all documents in a big binary block file.

- **Memory mapped index.** A memory mapped array holding the offset for each \( id_{\text{doc}} \) into the blob file.

Thus, for a document \( i \), we need to read from the blob file from offset \( M_{\text{meta}}[i] \) through \( M_{\text{meta}}[i + 1] \). The interpretation of the blob object is left to the client software (for instance a web server).
5 Catalog, Indexes and Contexts

The FMS Search Engine Kernel can operate on different subsets of the entire dataset. Given a set of documents $D_i$, accumulating to the text $T$. $T$ consists of the terms $t_1, t_2, ..., t_N$. During indexing, each term has a context, $C(t_i)$. For HTML documents this can be the visual context (title, heading, etc). A partition of the data which shares the same set of possible contexts is usually grouped in a catalog. A catalog holds a separate dictionary, and separate boolean and phrase occurrence files. Multiple catalogs are often used to create searchable indexes of disjoint parts of the documents (e.g. the normal text as one catalog, and the address of the document as a different one).

Within each catalog, multiple indexes can be constructed. All indexes within a catalog shares the same dictionary, but has separate boolean and phrase occurrence files. Indexes can be any bitwise combination of the context. E.g. given a catalog normal having the contexts title and body. Then it is possible to construct an index title only holding terms that are found in the title context, and a different index all holding terms found in either contexts (title or body).

Multiple indexes with a common dictionary is implemented by repeating the accumulated fields for each entry in the dictionary for each index in the catalog.

Aside from the searchable content, indexing also creates two other classes of data:

- **Document metadata** is metadata about the document that are not necessarily searchable. The metadata is forwarded to the dispatching system, and is used for presentation of the search results.

- **Document attributes.** The attributes of a document can be multiple. Size, date, connectivity, and other qualitative measures can be used here. The document attributes are used for static ranking purposes.

The entity-relationship of the concepts used in the dataset is summarized in Figure 7.

6 Query processing

A query is interpreted using a stack machine in the FMS Search engine kernel. Thus, the query will be compiled down to a stack of query instructions
before executing it.

The basic elements of the stack are:

- Term
- Phrase
- Result
- Operator

During execution of the stack, the stack is converted into the final search result. Thus, letting $S_i$ denote a general stack element, and $R$ denoting a result stack item, the execution of a query can be denoted $E : S_i \rightarrow R$. In Table 6, the different operators are described along with their arity. Note that the non-operator stack elements also can act as operators, thus they have a default behavior.

7 Result handling

During processing of a query in the search pipeline, a search result set is constructed. Thus, efficient datastructures and algorithms for result handling is crucial for the overall performance of the search engine. This section describes the datastructure used for result handling, and the algorithm used to operate on it.
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<table>
<thead>
<tr>
<th>Operator</th>
<th>Arity</th>
<th>Stack operations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR</td>
<td>$n \geq 2$</td>
<td>-</td>
<td>POP elements, compute the union of the parameter elements, then PUSH the OR'ed results.</td>
</tr>
<tr>
<td>AND</td>
<td>$n \geq 2$</td>
<td>-</td>
<td>POP elements, compute the intersection of the result of the parameter elements, then PUSH the AND'ed results.</td>
</tr>
<tr>
<td>NOT</td>
<td>$n \geq 2$</td>
<td>-</td>
<td>POP elements. Compute the difference between the result of the first element and the remaining elements of the operator. Then PUSH the final result.</td>
</tr>
<tr>
<td>RANK</td>
<td>$n \geq 2$</td>
<td>-</td>
<td>Ranks the result of the first parameter with the results of the 2…$n$ parameter elements.</td>
</tr>
<tr>
<td>TERM</td>
<td>1</td>
<td>-</td>
<td>Search for the term found in the element. PUSH the result. A term can be of the form catalog.index:term or just term.</td>
</tr>
<tr>
<td>PHRASE</td>
<td>$\geq 2$</td>
<td>-</td>
<td>Search for the phrase consisting of the parameter terms and PUSH the result.</td>
</tr>
<tr>
<td>RESULT</td>
<td>1</td>
<td>Nil</td>
<td>A result set. Execution leaves the stack untouched.</td>
</tr>
</tbody>
</table>
7.1 Datastructure for results

Storing the results requires a datastructure serving three purposes:

1. **Performance.** Operations on the result set datastructure must be very efficient. For a high-performance search system hundreds of resultsets can be computed per second.

2. **Size** The size of the result set should be as small as possible. Result sets reside in main memory, which is a limited resource.

3. **Quality** The resultset datastructure needs to hold enough information to provide high quality results.

For each query, $Q$, the resultset, $R$, should be a set of tuples $<id_{doc}, rank_{doc}>$ holding documents ids and rank values.

Since the size of a result set can grow very large, a mechanism must be used to limit the space requirement for the structure. The ranking information is only used to sort the results based on their rank order. In most cases, there is no need to have the whole resultset sorted, since the user only observes the difference in ranking among the best results.
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Thus, a simple solution would be only hold the $t$ best results. This will however require holding the entire resultset during computation to ensure correct results.

Instead, we use a combined structure. An array of $<id_{doc}, rank_{doc}>$ tuples are combined with a bitvector with one bit per document in the dataset $D_i$.

Now, assuming that the query terms can be broken down in an array $[t_1, t_2, \ldots, t_n]$, where $t_i < t_{i+1}$, letting $<_p$ denote an ordering based the expected average rank value, $E[r, t]$.

Thus, we have an ordering ensuring that we do the terms that are most likely to give the highest rank values first.

Letting $l$ denote the maximum length to use for the array part of the resultset, and letting $|R(t_i)|$ denote the size of the intermediate results for term $t_i$, we add each term to the result set with the following check:

if $|R| + |R(t_i)| < l$ then
AddResultToArray($R(t_i)$)
AddResultToBitvector($R(t_i)$)

7.2 Ranking

Given a query, $Q$, the result set $R$ should be sorted according to the rank value. Each document in the resultset has a rank value for the query. The rank value have two main components, namely the static rank value and the dynamic rank value. The static rank value is a value computed for the given document $D_i$ independently of the query, while the static rank is the rank for the document $D_i$ with regards to a query $Q$. Each term in the query contribute to the dynamic rank value. Since we have the option to have boolean expression in the queries, there are two different types of terms in the query:

- **Positive terms.** Terms that are either part of an OR or an AND expression. These terms will have a positive effect on the ranking.

- **Negative terms.** Terms that are part of a NOT expression. These terms should have no impact on the ranking.

Now, defining the following function:

$$w(Q_i) = \begin{cases} 1 & \text{if } Q_i \text{ is a positive term.} \\ 0 & \text{otherwise} \end{cases}$$ (6)
Then, we can define the rank value for a document $D_i$ and a query $Q = Q_1, Q_2, \ldots, Q_n$ as:

$$r(Q, D_i) = r_S(D_i) + \sum_{j=0}^{j=n} w(Q_j)r_D(Q_j, D_i)$$ (7)

Where $r_D(Q_j, D_i)$ is the dynamic rank value for the document $D_i$ for the query term $Q_j$. The dynamic rank value for a document $D_i$ and a query term $Q_j$ when $Q_j$ is a single word term is defined as:

$$r_D(Q_j, D_i) = \frac{TFID[f_{Q_j, D_i}] + FO[p_{Q_j, D_i}, 0] + CB[c_{Q_j, D_i}]}{DT[log_2 f_{Q_j}]}$$

where $f_{Q_j, D_i}$ denotes the term frequency of term $Q_j$ within the document $D_i$, $p_{Q_j, D_i, 0}$ denotes the position offset of the first occurrence of term $Q_j$ within the document $D_i$, $c_{Q_j, D_i}$ denotes the context(s) of the term $Q_j$ in document $D_i$, and $f_{Q_j}$ is the global frequency of the term $Q_j$.

When, the query term is a phrase term, the dynamic rank value is defined as:

$$r_D(Q_j, D_i) = \frac{B_{phrase} + FO[p_{Q_j, D_i}, 0] + CB[c_{Q_j, D_i}]}{DT[log_2 f_{Q_j}]}$$

$B_{phrase}$ denotes a possible rank boost value for phrases.

$TFID$, $FO$, $CB$ and $DT$ are lookup tables to approximate the functions used for ranking based on the different ranking factors.

After the final resultset $R$ has been computed, a bin sorting algorithm is applied over the array to produce the correctly ranked resultset.

7.3 Drilling

Recalling from Section 7.1, we have two parts in the result set datastructure, the array and the bitvector. Obviously, the bitvector does not provide any ranking information whatsoever. From the algorithm in Section 7.1, it is obvious that the array will not hold all hits in the result set unless $l$ (the limit of the array size) is sufficiently large.
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We also observe that the algorithm for adding term results to the final result work on entire subresults for terms. Thus, the array size can be significantly lower than the limit \( l \). Which results to put into the array and which to put into the bitvector is now chosen based on the frequency of the term, which is a good estimate on the expected average rank value for that term, referring to 8.

By observing that within a catalog, there may be multiple indexes that overlap each other, as illustrated in Figure 9, we can improve the fillgrade of the array, by performing a drilling operation. From Figure 9, we observe that in Catalog B, \( I_2 \subseteq I_1 \) and \( I_3 \subseteq I_1 \). A typical example can be when searching HTML documents. Then \( I_1 \) could be the entire document, while \( I_2 \) could be the title of the document (which is more important), and \( I_3 \) could be the headings in the document (which also are more important than the general body). Then it should make sense to first try to find all hits from the largest index into the array, and if not, go to the second largest, and so on. The assumption being placed here is that the ranking information retrieved from the sub-indexes are a close enough approximation to the ranking for the entire document, and thus we are able to get a much higher fillgrade of the array, and thus more hits with ranking information for the particular query.

By identifying which indexes can be used for this drilling algorithm, a set of links should be made to determine the sequence of indexes that are searched. For the example above, it would be: \( I_1 \rightarrow I_3 \rightarrow I_2 \).

Then the result computation algorithm in Section 7.1 could be refined to try multiple indexes. The new proposed algorithm is shown in Figure 7.3.

8 FMS Search performance model

In order to understand performance, bottlenecks and trade-offs of the FMS Search system, a simple performance model will be useful. Recapping from earlier in this paper, the following mappings take place in order to move from a query, \( Q \) to a result set, \( R \).

1. \( Q \rightarrow \{ q \} \), from a query to a set of query terms.
2. \( q \rightarrow id_q \), from a query term to a term id.
3. \( q \rightarrow \{ id_{doc} \} \), from a term id to a set of document ids.
4. \( \{ q \} \rightarrow \{ id_{doc} \} \), from a set of term ids (phrase) to a set of document ids.
Figure 9. Catalog and Index set map
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\[
I_{\text{orig}} \leftarrow I \\
\text{while } (\text{Drill}(I) \neq \text{NIL}) \text{ and } |R| + |R'I| > I \text{ do} \\
\quad I \leftarrow \text{Drill}(I) \\
\text{if } I \neq I_{\text{orig}} \text{ then} \\
\quad R \leftarrow R + \text{Bitvector}(I_{\text{orig}}) + \text{Array}(I) \\
\text{else} \\
\quad R \leftarrow R + \text{Array}(I) \\
\text{return } R
\]

Figure 10. Result computation with index drilling

In these models we will make the assumption that the relation between number of hits for a given query and the number of documents searched is following Heaps law [4]:

\[
R = Kn^\beta
\]

(8)

Where \(K\) and \(\beta\) are constants between 0 and 1.

8.1 Query Parsing and Dictionary Lookup

The first mapping happens through query parsing. Query parsing is not thoroughly described in this paper, but there are no recursive constructs in the grammar, so the parsing is done in linear space and time to the query itself, \(O(|Q|)\).

In order to perform the second mapping, which must take place for every term in the query, a dictionary lookup is required. The algorithm in Figure 4.1, is a simple binary search, thus it takes \(O(\log|\text{Dict}|)\) to run. The algorithm is guaranteed to have \(O(1)\) access to the disk storage, given that we use \(O\left(\frac{|\text{Dict}|}{512}\right)\) memory space. A disk read will be for 1024 records of variable size. Letting \(\bar{q}\) denote the average wordlength, the disk operations will be 1 seek and then \(1024 \cdot (\bar{q} + |\text{ptr}|)\) bytes to read, where \(|\text{ptr}|\) denotes the size of the pointer in the dictionary. Summing up:

| Processing                  | \(O(\log|\text{Dict}|)\) |
|-----------------------------|-------------------------|
| Memory usage                | \(O(1)\)               |
| Disk transaction            | 1                       |
| Bytes read                  | \(1024 \cdot (\bar{q} + |\text{ptr}|)\) |
8.2 Boolean occurrence lookup

From the dictionary lookup, the offset and length of a boolean occurrence list is implicit. Thus, this operation is a disk read operation only. Letting \( \text{hits}(q) \) denote the number of hits for the query term \( q \), we need to read \( \text{hits}(q) \) bytes from disk in this operation. However, if \( \text{hits}(q) > \frac{N}{S} \) there is only a bitvector that will be read for the first round, but in addition, drilling might take place and result in the read of a boolean occurrence list in addition.

<table>
<thead>
<tr>
<th>Processing</th>
<th>( O(1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory usage</td>
<td>( \Theta(\text{hits}(q)) + \frac{N}{S} )</td>
</tr>
<tr>
<td>Disk transaction</td>
<td>2</td>
</tr>
<tr>
<td>Bytes read</td>
<td>( \text{hits}(q) \cdot 7 + \frac{N}{S} )</td>
</tr>
</tbody>
</table>

8.3 Phrase occurrence lookup

The phrase matching part has a more complex operational model. As described in Section 4.4, there is a binary search applied to get subresults for tuples and triples. Letting \( |Q| \) denote the length of the query (number of terms), we will need to perform \( |Q| \) binary searches towards a disk structure of size \( O(N) \). The binary search is using a sparse index as described earlier, resulting in \( \Theta(1) \) disk reads.

Letting \( \text{hits}(q_i \ldots q_j) \) denote the number of occurrences of the the n-tuple \( q_i \ldots q_j \), we will need to merge the retrieved subresults of the n-tuple with the current result set using a linear-scan merge. Thus, merging will have to take place \( \lceil \frac{|Q|}{n} \rceil - 1 \) times, where \( n \) is typically 3 with the datastructure used here.

| Processing  | \( O(|Q|) \cdot \max_{i} \text{hits}(q_i \ldots q_j) \) |
|-------------|--------------------------|
| Memory usage| \( 2 \cdot \max_{i} \text{hits}(q_i \ldots q_j) \) |
| Disk transaction | \( \frac{|Q|}{n} \cdot \Theta(1) \) |
| Bytes read  | \((\sum_{i=0}^{|Q|} \text{hits}(q_i \ldots q_i + n)) \cdot 7\) |

8.4 Result Combination

For every query term, there will be a merging phase into building the main result set. Simplified, we are merging two results sets for every term in the query, and merging happens with a linear scan approach.

Given the use of result sets that have both an array with \( \max \ l \) elements, and a bitvector - every merge step will take \( \Theta(\max(l, \text{hits}(q_i)) + \frac{N}{S}) \), where \( \text{hits}(q_i) \) denotes the number of hits for the term \( q_i \) of the query, and \( N \)
denotes the total number of documents being searched. So, for a query $Q$ there will be $\Theta(\sum_{i=0}^{\lvert Q \rvert}^{-1}(\max(l, \text{hits}(q_i)) + \frac{N}{g}))$ which can be simplified into $O(|Q| \cdot (l + \frac{N}{g}))$.

8.5 Overall Performance Model

In order to utilize the performance model in scaling and planning of search engine installations, it is necessary to derive the model onto a few key parameters:

- **Corpus Size.** Number of documents in corpus of the engine.

- **Query load characteristics.** Average number of terms in query, $|Q|_{ave}$, average number of hits in result set $\text{hits}_{ave}$, proportion of query that is phrases (in average), $p_{phrase}$.

From [4] we derive that the size of a dictionary is related to the size of the corpus in a sub-linear model, but due to having a simplistic tokenization, the dictionary is for all practical purposes linear in growth to the corpus. So thus we assume:

$$|Dict| \sim N_{docs}$$  \hspace{1cm} (9)

Furthermore, assuming that the number of results returned for a query is bound to the corpus by means of Heaps law we can state that $\text{hits}(Q) = O(\alpha \cdot N_{docs})$ where $N_{docs}$ denote the corpus size, and $\alpha$ is a scaling factor dependent of the query mix.

Since there will be dictionary lookups for all query terms, there will always be $O(|Q|_{ave})$ disk transactions and using 9 we will have $O(|Q|_{ave} \cdot \log(\alpha \cdot N_{docs}))$ processing.

For boolean occurrence lookups, using 8 we derive that there is $O(\alpha \cdot N_{docs})$ memory usage.

On phrase occurrence lookups, we can simplify the expressions to being $O(|Q|_{ave} \cdot \alpha \cdot N_{docs})$ processing, $O(\alpha \cdot N_{docs})$ memory usage, and $|Q|_{ave}$ disk transactions.

Letting the query having $p_{phrase} \cdot |Q|_{ave}$ phrase elements, and $(1-p_{phrase}) \cdot |Q|_{ave}$ non-phrase elements, we can express the overall performance model as shown in Table 8.5.
9 Performance evaluation

Several experiments have been conducted in order to determine the performance curves of the FMS Search engine. The main goals is to determine the service level for different document volumes, query loads and query sets.

Service Level includes the following metrics and constraints:

- Query capacity - number of queries per second the system can handle.
- Average response time - The average time from a query is submitted till the response returned.
- Response time percentiles - Percentage of queries that return results within a given timeframe.

For the benchmarks conducted in this study, we measure capacity and performance by having at least 99.5% of the queries answered within 3 seconds, and with average response time lower than 0.4 seconds. Thus:

\[ p_{99.5} = 3s \] \hspace{1cm} (10)

\[ t_{ave} = 0.4s \] \hspace{1cm} (11)

Furthermore, we also measure CPU load and disk load to indicate that the performance model outlined in this paper is approximating the real behavior.

9.1 Benchmark configuration

We used a machine configuration identical to the one being used in the FAST/Overture production environment, as follows:

<table>
<thead>
<tr>
<th>CPU</th>
<th>Dual 2.8Ghz Pentium Xeon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>1GB Main memory</td>
</tr>
<tr>
<td>Disk</td>
<td>12 x 18Gb (10K rpm)</td>
</tr>
<tr>
<td>Disk bus</td>
<td>2xUW-SCSI channels</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Documents</th>
<th>qps</th>
<th>disk kb</th>
<th>disk tps</th>
<th>CPU idle</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>900</td>
<td>25</td>
<td>2000</td>
<td>45</td>
</tr>
<tr>
<td>4M</td>
<td>557</td>
<td>34</td>
<td>1720</td>
<td>41</td>
</tr>
<tr>
<td>5M</td>
<td>434</td>
<td>40</td>
<td>1560</td>
<td>42</td>
</tr>
<tr>
<td>6M</td>
<td>352</td>
<td>50</td>
<td>1350</td>
<td>43</td>
</tr>
<tr>
<td>7M</td>
<td>365</td>
<td>58</td>
<td>1450</td>
<td>35</td>
</tr>
<tr>
<td>8M</td>
<td>311</td>
<td>66</td>
<td>1315</td>
<td>37</td>
</tr>
<tr>
<td>9M</td>
<td>292</td>
<td>73</td>
<td>1310</td>
<td>35</td>
</tr>
</tbody>
</table>

Furthermore, we use a large sample query log from the “www.alltheweb.com” search destination site. The query log has 500K entries, randomly sampled from the live query log. Characteristics of the query log are:

<table>
<thead>
<tr>
<th>Number of queries</th>
<th>500,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unique queries</td>
<td>110,245</td>
</tr>
<tr>
<td>Average # terms in query</td>
<td>2.643</td>
</tr>
</tbody>
</table>

All the queries performed in these studies have been conducted where the default boolean operator between all terms was AND.

9.2 Performance for different data volumes

First, we intend to show the performance characteristic of the search kernel with different number of documents indexed.

From the curves we observe a super-linear relationship between the document size and the actual capacity. From the equations drawn above, one would expect performance to be constrained by resource capacities (CPU, disk, memory) and this is clearly observed in Figure 11. We see that transaction size and transaction rate has a -1 correlation which is expected, thus the amount of data streamed from disk is close to constant. Furthermore, we see a jagged, but still linear curve of CPU usage. Since we are relying on SCSI drives with command tagging, the CPU load from disk operations is fairly low.

We observe that the capacity is actually not linearly dropping of as we increase the number of documents on the node. This is mainly due to the mechanisms of drilling described in this paper. Thus, we limit processing and memory usage by using bitvectors for parts of the result set we expect to be large.

Observing the $KB \cdot TPS$ relation to be fairly constant in the document range, we draw the conclusion that the sweet spot of document size should
Figure 11. Performance metrics for different document sizes
be expected to lie in the higher range of our test range.

9.3 Performance for different query complexity

The sample in 9.1 were now used to generate test sets with queries containing 1, 2, …, 12 terms. The test was run applying a rate of queries as high as possible and still maintaining the SLA as described in 10. The rate (as queries per second) indicates the performance for the given subset of queries. The rates are shown in Figure 12.

9.4 Performance for different #hits

To investigate the performance of the search engine for various ranges of hits, we create a test query set as follows:

- **Lower bound sets.** Create subset for all queries with less than 1, 10, 100, … hits.
• **Upper bound sets.** Create subsets for all queries more more than 1, 10, 100, \ldots hits.

Then, each of these query sets were used for performance testing, and the curves are shown in Figure 13 and Figure 14. The curves are logarithmically scaled. We observe the effect of drilling when the hitcounts are high (lower boundaries), causing the scaling behavior to be very attractive. Also the IO load support that. The Figure 14 shows that the drilling break-point is around 1M hits.

### 9.5 Cache hit-ratios

Running the combined query set, we also measured the cache hit ratio of the caches for the different structures with corresponding sizes of the cache. The results are shown in Table 9.5. In the scope of this paper we did not experiment with the cache sizes, since it would only make sense to do this in the setting of larger system with caching at levels outside of the search node as well.

### 10 Conclusive remarks

We have described the outline and main concepts of the FMS Search Engine kernel. The combination of inverted files, suffix structures, drilling and bitvectors we are able to build a search kernel with very good performance characteristics. The theoretical model we derive suggest performance to be linear in query terms and sub-linear in number of documents.

Empirical studies reveal a wide sweet-spot for a reasonable node configuration and performance characteristics that are in line with the theoretical model.

The FMS Search kernel is an industrial search kernel that have been proven to have performance and reliability for a wide variety of applications. Since the design of the kernel that was described in this paper, there has
Figure 13. Cumulative performance metrics for lower bound of numhits
Figure 14. Cumulative performance metrics for upper bound of numhits
been an enormous amount of development of the kernel, adding support for compressed datafiles, proximity ranking operators, parallel evaluation of query terms, and so on. Still the basic concepts described in this paper are valid and key to the search kernel design and performance.
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Abstract

We design a general framework for shared-nothing parallel computing. The framework is designed with an intention to be scalable of processing capacity and data volume capacity. Furthermore, a performance model for the architecture is derived, along with an algorithm for construction of scalable clusters. The DPA system is deployed for a large-scale web search engine, namely the FAST Web Search system. We design the distribution and scheduling functions and evaluate the performance of multiple configurations. The experiments show that the DPA system possesses the given scaling parameters and the latency is in concordance with the derived analytical model.
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1 Introduction

A large class of problems can be described in such a way that the data to be operated on can be distributed on a set of nodes, the problems can then be partially solved on each node, and the results are then accumulated.

This paper describes an architecture for such a system, the FAST Distributed Processing Architecture, and proves that the architecture is linearly scalable both with respect to the size of the data volume to be processed, and with respect to the number of problems to be solved.

In [7] we are introduced to the terms SISD, SIMD, MISD and MIMD as way of describing parallel systems. This architecture outlined in this paper is clearly a MIMD based one.

We are focusing on how FAST DPA can be used as a scaling architecture for search engine. Parallel Information Retrieval and search engines in particular have been a subject for a lot of research.

The paper has two main parts. The first part outlines the framework for DPA as a general architecture for solving problems with certain characteristics. We derive expressions for scaling and performance properties in the general sense.

The second part of the paper uses the framework as an architecture for a scalable search engine. We use the findings in [13] to analyze the performance and scaling of a search engine based on the FAST search kernel and the FAST DPA framework for scaling.

2 Related Work

Distributed architectures for Information Retrieval has been introduced in many settings. [10] is an example of an early one.

A shared-nothing approach, quite similar to the one being described in this paper was presented in [15]. Harvest was a resource discovery and information retrieval system that also had a distributed approach [4, 3]. The NOW (Network of Workstations) was the foundation of the Inktomi Search Engine, and has been presented and discussed in various settings [1, 8, 5].

Different approaches has also been outlined in [12] (for digital libraries), [14] (P2P based) and in [11].
3 Definitions

A data collection \( D \) is given. On this collection an equivalence relation \( \sim \) is defined, and from this the equivalence classes form a partition \( \mathcal{P} = \{ D_i \} \). Due to this, \( \forall D_i, D_j (D_i \in \mathcal{P}, D_j \in \mathcal{P} \Rightarrow D_i \cap D_j = \emptyset) \) and \( \bigcup_{D_i \in \mathcal{P}} = D \).

Being an equivalence relation, \( \sim \) fulfills the following requirements ([9]):

- \((d, d) \in \sim \) for all \( d \in D \) (reflexiveness)
- \((d_1, d_2) \in \sim \Rightarrow \(d_2, d_1) \in \sim \) (symmetry)
- \((d_1, d_2) \in \sim \) and \((d_2, d_3) \in \sim \Rightarrow \(d_1, d_3) \in \sim \) (transitivity)

On the subsets of \( D \), a function \( \sigma : \mathcal{P}(D) \rightarrow \mathbb{N} \) gives a measure of the actual data size.

A set of problems \( P \) is then given. Each \( p \in P \) is of the form \( p = \{ P_i, \mathcal{P}_i, t \} \), where \( P_i \) is a problem instance, \( \mathcal{P}_i \) is the subset of \( \mathcal{P} \), such that \( \bigcup \mathcal{P}_i \subset D \), that is of relevance to the problem, and \( t \) is the time at which the problem enters the system.

It is assumed that the set of problems \( P \) follow a Poisson distribution ([6]) characterized by the average \( \lambda \), so that the probability of \( k \) problems arriving during a time unit is equal to

\[
P(k) = \frac{e^{-\lambda} \lambda^k}{k!}
\]  

(1)

The number of problems arriving in non-overlapping intervals are therefore considered independent.

4 The Main Components of the FAST DPA

A central concept in the FAST DPA is the node. A node is an abstract processing unit; physically a node may consist of several workstations, or a single workstation may constitute several nodes. The nodes may be grouped into the following classes:

- **Processing nodes.**

  The set of nodes \( N_{\text{proc}} \) is used to solve the set of problems \( P = n \) is here equal to the number of equivalence classes given by \( \sim \). A function \( \phi : N_{\text{proc}} \rightarrow \mathcal{P}(\mathcal{P}) \) specifies how the data set \( D \) is distributed to the set of nodes.
• **Problem distribution nodes.**
  A set of nodes \( N_{\text{distr}} \) distributes the problem \( p = \{P_i, P_t, t\} \) to the set of processing nodes used to process the problem. This set is given by the function \( \delta : P \rightarrow \mathcal{P}(N_{\text{proc}}) \), which is decided dynamically.

• **Result accumulation nodes.**
  Upon completion of the problem processing, the results are accumulated by the set of nodes \( N_{\text{acc}} \).

• **Data preprocessing nodes.**
  In some cases the data \( D \) on which the problems will work need to be preprocessed. A set of nodes \( N_{\text{pre}} \) will serve this task.

An illustration of this architecture is given in Figure 1.

Thus, to solve a problem \( p = \{P_i, P_t, t\} \) the following steps are performed:

1. **Distribute**
   The problem \( p = \{P_i, P_t, t\} \) is distributed to the subset \( \delta(p) \) of \( N_{\text{proc}} \) — \( \delta \) is chosen so that \( \bigcup_{N_{\text{proc}}, i \in \delta(p)} N_{\text{proc}, i} \subseteq \mathcal{P}(P_t) \). Thus, each processing node \( N_{\text{proc}, j} \in \delta(p) \) will have an instance \( p_j \) of the problem \( p \) at the time \( t + t_d \), where \( t_d \) is an expression for the latency of distributing the problem down to the problem solving node.

2. **Parallel solving**
   Each instance \( p_j \) will be solved in parallel on the processing nodes \( \delta(p) \). Solving the instance \( p_j \) on the processing node \( N_{\text{proc}, j} \) will take \( t_{\text{proc}, p, j} \) time. Thus, the total solving time for all the problem instances \( p_j \) is

\[
t_p = \max_j \{t_{\text{proc}, p, j}\}
\]  

3. **Result accumulation and merging**
   Upon completion of the parallel solving process, the results from the processing nodes are accumulated and merged into the final result.

5 **Architecture**

This section will in detail describe the architecture of the FAST DPA, and, as part of this, describe how the functions \( \phi \) and \( \delta \) should be selected.
Figure 1. The FAST DPA
5.1 The Processing Node

Each processing node $N \in N_{\text{proc}}$ is assumed to have the following performance specifications:

- An average of $k_{\text{proc}}$ problems can be handled in a time unit.
- Up to a data amount of $\sigma_{\text{max}}$ can be handled. It is assumed that $\sim$ is decided so that $\max_{D_i \in P} \sigma(D_i) \ll \sigma_{\text{max}}$.
- Problems take an average time $t_{\text{proc}}$ to solve.

5.2 The Problem Distribution Node

Each problem distribution node $N \in N_{\text{distr}}$ is assumed to be able to distribute problems to up to $k_{\text{distr}}$ other nodes.

5.3 The Result Accumulation Node

Each result accumulation node $N \in N_{\text{acc}}$ is assumed to be able to accumulate results from up to $k_{\text{acc}}$ other nodes.

5.4 The Two-Dimensional Processing Node Array

As was described in the previous section, a single processing node can solve a certain number of problems on a certain amount of data. If $\sigma(D) > \sigma_{\text{max}}$ or $k_{\text{proc}} < \lambda$, then several data processing nodes must be used.

The data processing nodes are assumed to be arranged in an array, as shown in Figure 2. Here each column $N_{\text{proc},j} = \{N_{\text{proc},1,j}, N_{\text{proc},2,j}, \ldots, N_{\text{proc},r,j}\}$, for $j \in [1, c]$, contains a complete copy of the data $D$, while each node within the columns contains non-overlapping parts of $D$. The set $N_c$ is defined by

$$ N_c = \{N_{\text{proc},j}, j \in [1, c]\} \quad (3) $$

The problem distribution now consists of two parts:

- First, each problem $p = \{P_i, P_t, t\}$ is distributed to one of several replicas of the data — these replicas are in Figure 2 represented by columns.
- Second, the problem $p$ is distributed to the nodes $\delta(p)$.
Figure 2. The Processing Node Array
In order to support the above points, the set of distribution nodes are divided into two parts, 
\( N_{\text{distr}} = N_{\text{distr}1} \cup \bigcup_{j \in [1,q]} N_{\text{distr}2,j} \), where \( N_{\text{distr}1} \) 
distributes each problem to one of the columns, while \( N_{\text{distr}2,j} \) distributes 
the problems within column \( j \).

It is now possible to specify the functions \( \phi : N_{\text{proc}} \rightarrow \mathcal{P} (\mathcal{P}) \) and \( \delta : P \rightarrow \mathcal{P} (N_{\text{proc}}) \) in more detail. This is done is follows:

- The specification of \( \phi \) is simplified by the fact that each column \( N_{\text{proc},j} \) contains identical data — a function \( \phi_{\mathcal{N}} : \mathcal{P} \rightarrow \mathcal{N} \) is used to map each 
  \( D_i \in \mathcal{P} \) to one of the rows \( i \in [1,r] \) in Figure 2, and \( \phi \) can then be 
given by \( \phi(N_{\text{proc}},i,j) = \phi_{\mathcal{N}}^{-1}(i) \).

The function \( \phi_{\mathcal{N}} \) will be dealt with in Section 5.6.

- Since the distribution of problems take place in two separate operations, as stated above, the specification of the function \( \delta : P \rightarrow \mathcal{P} (N_{\text{proc}}) \) can be facilitated by using a function \( \delta_1 : P \rightarrow \mathcal{N} \) to specify the column \( N_{\text{proc},j} \) which should handle the problem. A function 
  \( \delta_2 : (P, \mathcal{N}) \rightarrow \mathcal{P} (N_{\text{proc},j}) \) can now specify the actual nodes within 
that road. The function \( \delta \) is thus given by

\[
\delta(p) = \delta_2(p, \delta_1(p))
\]

The definition of \( \delta_1 \) and \( \delta_2 \) is application dependent, and will be defined 
in description of application of this architecture.

### 5.5 Data Replication

If \( k_{\text{proc}} > \lambda \), then a single processing node cannot keep up with the problems 
in \( P \). It is therefore necessary to replicate the data, so that each of the replica 
work on a separate, non-overlapping, subset of \( D \).

Problem distribution nodes are used to distribute each problem \( p \) to 
one of the columns — the decision of which column to use is made by the 
function \( \delta_1 \), as described in the previous section.

To do the actual distribution of the problems, the nodes \( N_{\text{distr}1} \) are used. 
\( N_{\text{distr}1} \) are organized in the form of a graph, as shown in Figure 3 — the 
dotted parts of the figure are not considered part of the DPA, and will 
normally be provided in the form of a router. More specifically, \( N_{\text{distr}1} \) is a 
forest of \( k_{\text{distr}} \)-ary trees — the reason for using a forest of trees instead of a 
single tree will be explained in Section 5.8.
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5.6 Data Distribution

If $\sigma(D) > \sigma_{\text{max}}$, then the data $D$ must be distributed to several nodes. The function $\phi_N : \mathcal{P} \rightarrow \mathbb{N}$ specifies how this is done. A simple function $\phi_{N, \text{unif}}$ to distribute the data $D$ is to uniformly distribute the data volume equally on each processing node. More complicated functions can be utilized with domain knowledge of the application. It can thus be viewed as a packing problem, but this will not be dealt with here.

In order to distribute the problems to the set of nodes that contain data relevant to the problem, a tree similar to the ones in Figure 3 is used.

5.7 Result accumulation architecture

As each of the processing nodes finish solving parts of the problems, the results can be processed by the result accumulation nodes $N_{\text{acc}}$. The nodes in $N_{\text{acc}}$ are organized as a tree, as shown in Figure 4, where the arity of the tree is given by

5.8 Fault Tolerance

There are basically two things that can go wrong given the architecture described in the previous sections:

- One of the nodes may stop functioning.
- One of the network connections may become broken.

In both of these cases, it is important that the system handles the situation as gracefully as possible. The following two points are used as guidelines
in order to achieve this:

- It is not acceptable that some of the data in $D$ is not available.
- It is acceptable that the performance is reduced until the error is corrected.

The FAST DPA fault tolerance strategy adheres to this by implementing the following points:

- If there is some kind of error inside one of the columns, then this column is marked as being faulty (or faulty).
- If there is some kind of error in parts of the distribution of accumulation trees, then the top nodes of these trees are marked as faulty.
- If all the nodes that a distribution node distributes problems to are marked as faulty, then the distribution node is also marked as faulty.
- The distribution nodes will not distribute problems to faulty nodes.

The result of this is that when errors occur, the performance goes down, but it will continue to function correctly. It is, however, important that the top level problem distribution forest $N_{distr1}$, and the result accumulation forest $N_{accum1}$ are in fact forests, and not a single tree, since in the latter case the whole system would go down if the root of the tree became faulty.

The number of trees in the forest is given by $k_{distr}$, in the figure $k_{distr} = 3$. 
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6 Performance

In previous sections, we found expressions for the total time of solving a problem \( p = \{ P_i, P_i, t \} \). Now, we have defined that the problem distribution nodes are organized in a forest structure. The forest was divided into two different sub-forests, \( N_{\text{distr}1} \) and \( N_{\text{distr}2,j} \) for all \( j \in [1, c] \). The top level fanout was defined to be \( k_{\text{distr}0} \), while the fanout in the two sub-forests was defined as \( k_{\text{distr}1} \) and \( k_{\text{distr}2} \), respectively.

Thus, the depth of the different sub-forests of distribution nodes can be expressed as:

\[
\begin{align*}
\text{depth}(N_{\text{distr}1}) &= \log_{k_{\text{distr}1}} \frac{r}{k_{\text{distr}0}} + 1 \\
\text{depth}(N_{\text{distr}2}) &= \log_{k_{\text{distr}2}} \frac{c}{r} 
\end{align*}
\]

(5)

Thus, the total depth of the distribution forest is:

\[
\begin{align*}
\text{depth}(N_{\text{distr}}) &= \text{depth}(N_{\text{distr}1}) + \text{depth}(N_{\text{distr}2}) \\
&= \log_{k_{\text{distr}1}} \frac{r}{k_{\text{distr}0}} + \log_{k_{\text{distr}2}} \frac{c}{r} + 1 
\end{align*}
\]

(6)

Recalling that \( t_{\text{lat}} \) denotes the latency for a problem distribution node \( N_{\text{distr}} \) to distribute the problem \( p = \{ P_i, P_i, t \} \) to the \( k_{\text{distr}} \) nodes below it, the total time for distributing a problem \( p \) to the subset \( \delta(p) \) of processing nodes is:

\[
t_d = \text{depth}(N_{\text{distr}}) t_{\text{lat,distr}}
\]

(7)

The processing time for a problem instance \( p_j \) on the problem solving node \( N_{\text{proc},j} \) is denoted \( t_{\text{proc},j} \). For solving a problem \( p \), the time spent by the processing nodes can thus be expressed as:

\[
t_p = \max_{j \in \delta(p)} t_{\text{proc},j}
\]

(8)

The result accumulation nodes are also organized in a forest structure. We assume that the fanout of the accumulation node forest is always \( k_{\text{accum}} \). Thus, the depth of that forest can be expressed as:

\[
\text{depth}(N_{\text{accum}}) = \log_{k_{\text{accum}}} (rc)
\]

(9)

The latency for a result accumulation node to accumulate the result from \( k_{\text{accum}} \) nodes and merge those into a new result is dependent of the incoming
result set size. Letting the function \( \eta(\{R_j\}) \) denote the latency for the result accumulation and merging process, where \( \{R_j\} \) denotes the set of incoming result sets for the accumulation node \( N_{acc,j} \).

Since merging of the results requires synchronization on each level in the accumulation result, we define a function \( \zeta : \{N_{accum}\} \rightarrow \{N_{accum}\} \) specifies how the accumulation nodes are distributed into levels in the result structure. We can now define the total latency for accumulating the results down the entire tree of accumulation nodes:

\[
  t_a = \sum_{k=0}^{\text{depth}(N_{accum})} \max_j \eta(\{R_j\})
\]

\[
  = \sum_{k=0}^{\log_{k_{accum}}(cr)} \max_j \eta(\{R_j\})
\]

Assuming that \( |\{R_j\}| \) is independent of \( cr \), we get for the average case:

\[
  t_a = O(\log(cr) \eta(\max_j \{R_j\}))
\]  

(10)

Summing the latencies, we get the following expression for the total latency:

\[
  t_{d,p,a} = t_d + t_p + t_a
\]

\[
  = \log_{k_{distr}}(|N_{distr}|) \eta(\max_j \{R_j\}) + t_{lat,distr} +
\]

\[
  \max_{j \in \delta(p)} t_{proc,j} +
\]

\[
  \sum_{k=0}^{\log_{k_{accum}}(cr)} \max_j \eta(\{R_j\})
\]

(12)

Now recalling that \( N \) denotes the set of all nodes, and \(|N|\) is the cardinality of that set, we can state that \( cr = O(|N|) \). Thus, the total time spent for solving a problem can be expressed as:

\[
  t_{d,p,a} = O(\log(|N|) + c + \log(|N|))
\]

\[
  = O(\log(|N|))
\]

(13)

Thus, the latency of problem solving is logarithmic in the number of nodes in the architecture. This bound could be found to be even tighter. However, the latency have no influence on the overall processing capacity as long as the query rate \( \lambda \) is lower than the system limit, \( k_{proc} \).
7 Two-Fold Linear Scalability

Given the architecture described in the previous section, it is easy to prove the claims made in Section 1:

- The number of nodes is scalable with respect to $\sigma(D)$.

- The number of nodes is scalable with respect to $\left|\{P_i, P_j, t\} \in P, a < t < b\right|$, that is, the number of problems arrived in any time interval.

In order to do this, an algorithm will be described that shows how to design a system that can handle a given $D$ and $P$.

The algorithm consists of the following steps:

1. The actual number of processing nodes needed to handle the data $D$ depends on the equivalence relation $\sim$ — due to the packing process described in Section 5.6, the nodes will not necessarily take full advantage of their processing capacity. However, this can be achieved by choosing a sensible $\sim$ — in the extreme case, the relation $\sim = \{(d, d), d \in D\}$ can be chosen. The number of processing nodes in each column will then be given by

   \[ r = \left\lceil \frac{\sigma(D)}{\sigma_{\text{max}}} \right\rceil. \] (14)

2. The number of columns necessary to handle the problems in $P$ depends on the $P_i$ part of the problems $p = \{P_i, P_j, t\}$. In the worst case all processing nodes need to deal with all problems, and in this case the number of columns is given by

   \[ c = \left\lceil \frac{\lambda}{k_{\text{proc}}} \right\rceil. \] (15)

3. The total number of processing nodes is now given by

   \[ |N_{\text{proc}}| = cr = \left\lceil \frac{\lambda}{k_{\text{proc}}} \right\rceil \left\lceil \frac{\sigma(D)}{\sigma_{\text{max}}} \right\rceil \] (16)

4. The number of nodes in the problem distribution trees will depend on the factor $k_{\text{distr}}$. In the worst case, if $k_{\text{distr}} = 2$, then

   \[ |N_{\text{distr}}| = N_{\text{proc}} - k_{\text{distr}} \] (17)
The constant $k_{\text{distr}_0}$ should be chosen according to fault tolerance requirements.

5. Similarly, in the worst case,

$$|N_{\text{acc}}| = N_{\text{proc}} - k_{\text{distr}_0}$$  \hspace{1cm} (18)

The maximum number of nodes necessary to handle the specified requirements is therefore given by

$$3 \left[ \frac{\lambda}{k_{\text{proc}}} \right] \left[ \frac{\sigma(D)}{\sigma_{\text{max}}} \right] - 2k_{\text{distr}_0}$$  \hspace{1cm} (19)

The scalability claims are thus proven by showing a linear relationship between both $\lambda$ characterizing the incoming request rate and $\sigma(D)$ characterizing the data volume.

8 Using DPA for a Search Engine

The vast information volumes a search engine is determined to deal with certainly requires the ability to scale a solution. We shall now employ the FAST DPA framework for search engine applications.

8.1 Search engine characteristics

From [13] we learn the linear characteristics of the FAST Search engine. We also see the constraints from hardware characteristics determines sweet-spots for search engine price/performance. So, thus it is reasonable to assume the following scaling and performance attributes of a search engine node:

$$k_{\text{proc}} = O(|Q|D)$$ \hspace{1cm} (20)

$$t_{\text{proc}} = O(|Q|D^\alpha)$$ \hspace{1cm} (21)

where $|Q|$ denotes the length of the query. The processing time is linear in query length and sub-linear ($\alpha \leq 1$). However, when in the role of maintaining an SLA, one will assume that processing time is invariant by letting $|Q| = \overline{|Q|}$.

In a practical search engine setting, we will use the same physical nodes to distribute queries (problems) and accumulate results. The collapsed distribution and accumulation nodes are called dispatchers. A possible system is illustrated in Figure 5
8.2 Scaling a Search Engine

Given the definitions above, we will now describe a possible search engine configuration using DPA. Within the DPA framework, we will then need to define the following:

- The function \( \phi : N_{proc} \rightarrow \mathcal{P}(\mathcal{P}) \) mapping the dataset \( D \) onto processing nodes.
- The function \( \delta : \mathcal{P} \rightarrow \mathcal{P}(N_{proc}) \) mapping a query into a set of nodes to answer the query.
- \( k_{\text{dirtr}} \), the fan-out grade of the dispatching system.

This paper will not focus around \( \phi \), we are assuming that the number of documents being searched is high, and that a uniform distribution of documents is done in \( \phi = \phi_{\text{Uniform}} \).

Assuming that \( N_{proc} \) is organized in a set of processing arrays, each array holding a complete portion of the data, and the \( \delta \) function is defined as such:

- \( \delta_1 = \min_{i \in [1,r]} |\gamma(N_i)| \) where \( \gamma(N_i) \) denotes the pending queries in column \( N_i \), and \( |\gamma(N_i)| \) is the number of pending queries in that column.
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• \( \delta_2 = N_i \) — thus, select all nodes in a column to perform the search, ensuring the search will cover all data \( D \).

By following the algorithm outlined in the previous section, we construct architecture for different document corpus sizes.

The \( \delta \) scheduling function could be further improved by utilizing the knowledge about the performance characteristics of the search node. Assuming that Equation 21 holds, the pending workload could be estimated as proportional to the accumulated number of terms in pending queries for a given node.

So, let \( \gamma(N_i) \) denote the set of queries pending for a given column, \( N_i \), and let \( \gamma(N_i)_j \) denote a single query in the set. Then we can define

\[
\delta^*_i = \min_{i \in [1, r]} \sum_{j=0}^{\gamma(N_i)} |\gamma(N_i)_j|
\]

And keep \( \delta_2 \) as defined above. Then \( \delta(p) = \delta_2(p, \delta^*_i(p)) \) This is now approaching a weighted round-robin scheduling algorithm [2].

8.3 Evaluation

To evaluate the performance and scaling characteristics of the DPA based web search system, we construct multiple clusters from the algorithm outlined in Section 7.

We use the same nodes as in [13], namely:

<table>
<thead>
<tr>
<th>CPU</th>
<th>Dual 2.8Ghz Pentium Xeon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>1GB Main memory</td>
</tr>
<tr>
<td>Disk</td>
<td>12 x 18Gb (10K rpm)</td>
</tr>
<tr>
<td>Disk bus</td>
<td>2xUW-SCSI channels</td>
</tr>
</tbody>
</table>

The number of documents per node for these experiments was fixed to be 5,2M randomly selected HTML pages. We wish to study two things, namely the query capacity of the system as we increase the number of nodes, and we wish to study the average response time as a function of the dispatching and result accumulation structures. Furthermore, we choose a fanout of 8, \( k_{disfr} = 8 \).

So, we conduct two experiments on the different configurations:

1. Apply a sample query log, measure the maximum query capacity given that the average response time must be lower than 300ms.
2. Apply a fixed rate of incoming queries, and measure the average latency for different configurations.

The query logs are used in a simulation tool that issues queries characterized by a Poisson distribution as defined in Equation 1 with a given \( \lambda \) (queries per second).

In Table 8.3 and Figure 6 the different configurations and the results of the benchmarking is shown.

From Equation 13 we expect that capacity should remain unchanged as we add nodes to the system, and that the latency should be a logarithmic relation to the number of nodes. The graph in Figure 6 shows some steps which are caused when adding levels of dispatching nodes, and having less than 8 leaf nodes for each dispatcher.

9 Conclusions and Further Work

In this paper we have outlined a general architecture for shared-nothing parallel systems that will scale linearly in processing capacity and data volume. We furthermore instantiate this architecture for the FAST Web Search system, and the experiments show that the scaling characteristics are as expected.

There are a lot of points where this architecture can be improved. The fault-tolerance discussed in this paper is very binary, and the need for proper
service degradation algorithms as well as better scheduling algorithms and experiments over there are apparent.
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Abstract

This paper describes a novel multi-tier architecture for a search engine. Based on observations from query log analysis as well as properties of a ranking formula, we derive a method to tier documents in a search engine. This allows for increased performance while keeping the order of the results returned, and hence relevance, almost “untouched”. The architecture and method have been tested large scale on a carrier-class search engine with 1 billion documents. The architecture gives a huge increase in capacity, and is today in use for a major search engine.

1 Introduction

Search engines are becoming a very important application for navigating the web. Search engines face huge challenges trying to keep up with the web dynamics. The web is growing exponentially, and it is becoming more and more dynamic. Risvik and Michelsen[11] discusses the dynamics of the web, and the challenges it imposes on the large search engines.

The ability to consistently deliver excellent result relevance is probably the single most important factor for user satisfaction in a web size search system.

When we disregard the fixed costs of maintaining a huge index, the cost of search execution is close to linear to the size of the index searched;
doubling the amount of information in the index will generally double the cost of query execution.

Search engines of this size are usually distributed applications, using replication and partitioning to scale to the desired number of documents. We intend to utilize properties of query distributions and ranking formula contributions to optimize which nodes in the mesh to use for each query.

2 Preliminaries

Most practical and commercially operated Internet search engines are based on a centralized architecture that relies on a set of key components, namely Crawler, Indexer, Searcher and Dispatcher. This architecture can be seen in systems including AltaVista [2], Google[3], and the FAST Search Engine [1], and is illustrated in Figure 1.

Definition 10 Crawler. A crawler is a module aggregating documents from the World Wide Web in order to make them searchable. Several heuristics and algorithms exist for crawling, most of them based upon following links in hypertext documents.

Definition 11 Indexer. A module that takes a collection of documents or data and builds a searchable index from them. Common methods are inverted files, vector spaces, suffix structures and hybrids of these.

Definition 12 Searcher. The searcher is working on the output files from the indexer. The searcher accepts user queries from the dispatcher (defined below), executes the query over its part of the index, and returns sorted search results back to the dispatcher with document ID and the relevance score (defined below).

Definition 13 Dispatcher. The dispatcher receives the query from the user, compiles a list of searchers to execute the query, sends the query to the searchers and receives a sorted list of results back from each searcher. For each result it receives a unique document ID, and the relevance score. The hits from the searchers are then merged to produce the list of results with the highest relevance scores for presentation to the user.

Search engines generally operate by producing a result set for each query (a set of documents that matches the query), and then ranks the documents by using a formula to compute a relevance score for each entry in the result set with respect to the query being executed and sorting the documents by their relevance score.
**Figure 1. Search Engine reference model**

**Definition 14 Relevance score** Upon a given query, \( q \), the search engines give back a sorted list of results. Each document in the result has a relevance score \( R_{d,q} \) (Relevance of document \( d \) with respect to query \( q \)). The relevance score can be further broken down into a static component \( R_{s,d} \) that is independent of the query, and a dynamic component \( R_{d,d,q} \) dependent on the query. The total relevance score formula is then

\[
R_{d,q} = R_{s,d} + \alpha R_{d,d,q}
\]

The constant \( \alpha \) is used to balance the weight of the static and the dynamic relevance scores.

For a web search engine, utilizing link structure and HTML semantics, the relevance score is usually derived from several different contributing attributes:

- Static relevance score for the document (link cardinality, page quality).
- Superior parts of the document. (Titles, metadata, document headers)
- Authority (external references, and the “level” of these).
- Document statistics (by e.g. term frequency in the document, global term frequency and term distances within the document).

3 Related Work

From several studies of query logs ([12], [5]) and also supported by our own analysis presented in this paper, there is a highly skewed distribution of
unique queries on a typical web search engine. Both [12] and [5] reports that the top 25 queries count for more than 1% of the total query volume.

A vast amount of work has been conducted on cache algorithms for web search engines, and for information retrieval systems in general. In [6] we see a study of different cache-replacement schemes for web search engines, testing both standard LRU, segmented LRU and a predictive system based on session analysis named PDC (Probability Driven Cache).

The results are promising, one sees more than 50% hit ratio of the caches, clearly being a very important optimization tool for any serious web search engine.

On a different perspective, there has been several studies on how to partition a large dataset in an information retrieval system and to provide some sort of a broker algorithm to select a subset of these partitions for searching with the intent of providing an approximation of the search results from searching the entire collection.

In [7] and in particular [9] we see studies using locality analysis of the query log to compute a partial replica of the entire collection and to use a broker (to multiple InQuery servers) server to select the replica. In [8] we see the same technique applied on a large dataset.

4 This Work

In this work we propose an architecture for a scalable web search engine that uses multiple log and relevance analysis to build tiers of documents. The architecture is novel to prior work in the sense that each tier is disjoint from the others (as opposed to partial replication where the smaller sets are subsets of the main index). Furthermore we deploy a fallthrough algorithm to allow for queries to “fall” from one tier to another based on analysis of the query and the results from the given tier.

We run experiments on 3 different architectures inspired by results from partial replication and query cache analysis as well as the ranking function itself. The experiments provide evidence that these architectures offer a significant increase in query capacity over regular caching.

5 Target Architecture

The analysis described in this paper are all based on the same conceptual architecture. We will describe the architecture in two levels, first the cluster concept, then the tiering concept.
<table>
<thead>
<tr>
<th>Documents</th>
<th>QPS</th>
<th>disk KB</th>
<th>disk TPS</th>
<th>CPU idle</th>
</tr>
</thead>
<tbody>
<tr>
<td>3M</td>
<td>900</td>
<td>25</td>
<td>2000</td>
<td>45%</td>
</tr>
<tr>
<td>4M</td>
<td>557</td>
<td>34</td>
<td>1720</td>
<td>41%</td>
</tr>
<tr>
<td>5M</td>
<td>434</td>
<td>40</td>
<td>1560</td>
<td>42%</td>
</tr>
<tr>
<td>6M</td>
<td>352</td>
<td>50</td>
<td>1350</td>
<td>43%</td>
</tr>
<tr>
<td>7M</td>
<td>365</td>
<td>58</td>
<td>1450</td>
<td>35%</td>
</tr>
<tr>
<td>8M</td>
<td>311</td>
<td>66</td>
<td>1315</td>
<td>37%</td>
</tr>
<tr>
<td>9M</td>
<td>292</td>
<td>73</td>
<td>1310</td>
<td>35%</td>
</tr>
</tbody>
</table>

Table 1. Data volume performance

5.1 Basic Elements

The basic element in the target architecture is a search node. A search node holds a partition, an index for a fraction of the entire database, and allows for searches in that partition. Letting $I$ denote the entire database, a search node $S_j$ typically holds $I_j$.

5.2 Performance for different data volumes

In this paper we will use the FAST Search engine kernel. This engine has performance characteristics that, within certain boundaries, can be considered linear with the number of documents indexed per node. Some performance numbers are shown in Table 1, and illustrated in Figure 2, where QPS denotes the number of queries per second, disk KB denotes the number of kilobytes read per query, disk TPS indicates the number of disk transactions per second, and CPU idle is the percentage of CPU slices idle during testing.

All these tests were conducted on a dual CPU (2x2.4Ghz) Pentium 4 with 1GB of main memory and 12 x 36 GB disk drives. The benchmarking was done with 50 parallel clients, and maintaining average response time of a query below 0.5 seconds, the standard customer SLA (service level agreement).

Now, letting $QPS(S_j)$ denote the query capacity of search node $S_j$ in queries per second, and furthermore assuming that the average length of queries are constant, the following relation is given:

$$QPS(S_n) = O(|I_n|)$$

The FAST Search kernel employs several types of performance optimizations that is required for this approximation to be applicable. See Figure 2
Figure 2. Performance metrics for different document sizes
5.3 Basic Scalability

Now, let a cluster be a collection of search nodes that are grouped in rows and columns. Partitioning and replication are then used to create linear scalability in size and query rate. The basic principles of this architecture is also covered by [10].

5.3.1 Data volume scaling by partitioning

Let each search node hold a partition of the index, \( I_j \) of the entire index \( I \). Each search node queries its partition of the index upon a request from a dispatcher. The dispatcher sends an incoming query to a set of search nodes such that all partitions \( I_1 \ldots I_n \) are asked. The results are merged and a complete result from the cluster is generated. We use the notion of a row to name a set of search nodes making up for all partitions of the entire index. Thus, by partitioning the data, we create scalability in data volume, as illustrated in Figure 3. Given Equation 2, and assuming that we split the data into \( n \) partitions, the search time on each node would be \( O(\frac{|I|}{n}) \). \( n \) is selected based upon hardware and software criteria, but varies between 1M and 20M documents.
A limiting factor here is the merging of results that needs to take place in the dispatcher. A heap-based algorithm typically gives $O(n \log n)$ to merge $m$ results from $n$ sources. $m$ is typically low due to the interactive nature of a search system.

### 5.3.2 Performance scaling by replication

By replicating each of the search nodes, we are able to increase the query processing rate for a given partition of the index. Letting $S^i_i$ denote a search node in an $n \times m$ cluster, all search nodes $S^1_i \ldots S^m_i$ holds index partition $I_i$. Thus, the dispatcher can rotate between $m$ nodes for each index partition when selecting a set of search nodes to handle an incoming query.

The dispatcher handles this by a round-robin fashion algorithm. By adding rows, performance will increase proportionally to the the capacity of a single row.

The entire architecture in Figure 3 illustrates the organization into rows and columns, and the role of the dispatcher.

### 5.4 Tiered Architecture

Based on the search node clusters described above, we now intend to build a tiered architecture of search nodes.

Conceptually, the tiered architecture groups documents into tiers $T_1 \ldots T_m$. Each query starts off in tier 1, and a fallthrough algorithm $FTA$ selects whether the query shall continue execution into consecutive tiers and how results are to be merged.

Thus, there are three elements to the tiered architecture:

**Definition 15 Tier mapping.** Given a set of documents $D$, the function $\mathcal{F}$ takes a document $D_i$ with a vector of properties $P_{D_i}$ and maps it into a given tier $T_j$.

Furthermore, the algorithm to define the fallthrough needs to be defined:

**Definition 16 Fallthrough - FTA.** Each query starts off in the lowest tier. The fallthrough algorithm, $FTA$, determines the path of the query in the set of tiers based on criteria such as relevance scores and number of hits in the result set. The $FTA$ is responsible for determining how many results from each tier can be used before the next tier must be consulted.
When the FTA decides that a new tier must be consulted, the relevance score for the new results will be considered when merging results to produce the final list of results to be presented to the user.

In Figure 4 an example is illustrated. Given that the documents can be viewed in a two dimensional feature space, we can illustrate the document space as in the first figure. Then tiering takes place by applying $F$ to map each document to the desired tier. Then mapping can be done into search nodes as shown.

Figure 4 also illustrates that documents can be divided into sections for tiers. For instance, one could define tier 1 to be the superior context (titles and anchors) of all documents, and tier 2 to be the body context of a small selection of the documents. Thus, a search node will hold data for multiple tiers, but without duplicating the data stored.

The tiered architecture has an impact on performance when the FTA is able to reduce the number of search nodes involved in a query, and the appearing results have little or no deviation from what you would get by searching all nodes. Of course, this implies an interactive system, where the top 10–100 results are the interesting ones.

6 Query locality

We aim to understand the locality of queries and to estimate the confidence of these locality figures. By locality we mean to what degree the same queries are received multiple times, both over short and long time-periods.
Provided a significant number of queries are duplicates, we can build a tiering mechanism that would have a significant positive impact on performance of the entire search system. The queries we examine are gathered from the query log of AllTheWeb.com. The query log is a log showing the query-string, along with the date and time of the query, and some more information which we do not use at this time.

6.1 Query Distribution

First we study the query distribution. By folding the queries into unique queries, and sorting the bins based on query frequency, we get a sorted distribution of queries.

The queries we examine are collected from the queries executed by users of AllTheWeb.com. We analyze five different query-sets, collected from the following time-periods:

- 3. of January 2002
- 1-31. of January 2002
- 11. of February 2002
- 11. of March 2002
Figure 6. Frequency of top 1 mill. queries first half of 2002

<table>
<thead>
<tr>
<th>Time period</th>
<th>Num. queries</th>
<th>unique queries</th>
<th>num. queries within top 1 million</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Jan 2002</td>
<td>19 846 936</td>
<td>4 560 172</td>
<td>15 239 298 (76.8%)</td>
</tr>
<tr>
<td>15.21. Jan 2002</td>
<td>132 741 183</td>
<td>22 590 276</td>
<td>83 108 836 (62.6%)</td>
</tr>
<tr>
<td>Jan. 2002</td>
<td>573 394 981</td>
<td>81 721 575</td>
<td>307 434 094 (53.6%)</td>
</tr>
<tr>
<td>11. Feb 2002</td>
<td>20 062 879</td>
<td>4 300 090</td>
<td>15 678 972 (78.14%)</td>
</tr>
<tr>
<td>11. Mar 2002</td>
<td>20 714 809</td>
<td>4 311 001</td>
<td>16 518 754 (79.74%)</td>
</tr>
</tbody>
</table>

Table 2. Summary of querysets
These query-sets enable us to analyze the queries from both overlapping and disjoint time-periods, which should give a good indication of the level of locality of the queries. These query-sets are summarized in Table 2, showing the total number of queries, the number of unique queries and the number of queries made up of the 1 million most popular unique queries.

We now want to analyze how the most popular queries do in the overall frequency picture. Here we used the largest query-set, from January 2002. We collected the cumulative frequency of the \( n \) most popular queries. The distribution of this frequency is shown in Figure 5.

We observe that the query distribution is strongly logarithmic, thus we have an exponential growth in the number of queries to hold a given percentage of the total queries.

This distribution is fairly constant over time, as shown in Figure 6 which shows the frequency of the 1 million most popular queries per week for the first half of 2002.

Furthermore, we count the number of unique queries (i.e. queries that are only asked once), and we find that 41,748,880 queries out of the 573,394,981 queries recorded in January only occur once. This is 7.28% of the queries.

### 6.2 Temporal overlap

Here we examine the overlap between queries from different time-periods, focusing on the 1 million most popular queries.

Letting \( Q_1 \) and \( Q_2 \) denote the set of queries for each consecutive period, the overlap is computed as:

\[
O(Q_1, Q_2) = \frac{|(Q_1 \cap Q_2)|}{|(Q_1 \cup Q_2)|}
\]  

(3)

Now, letting \( O_n \) denote the overlap of the \( n \) most frequent queries from \( Q_1 \) and \( Q_2 \), we compute the overlap for different number of unique queries.

First we examine the overlap between the query-sets from January. This will give an indication of how representative the results of a single day or week is. Next we examine the overlap between the three different days, as well as the overlap between the queries from January and those from one day in February and March. This will give an indication of how much the queries differ over time. Table 3 shows the overlap between the different query-sets.
6.3 Locality

These results show that there is a high degree of repetition in the queries, with only 7.28% of the queries being asked just once. There is also a very high temporal overlap, with 80 - 85% overlap on single days in different months, when looking at the top 1 million queries. These queries account for 75-79% of all queries these days.

7 Applications of the tiered architecture

We have evaluated three different architectures and document distribution functions, \( F \), and different fallthrough algorithms. For the different architectures, we compute the quality of the architecture as two numbers based upon the difference between its search results compared with the search results from a predefined reference system, typically a single-tier system.

The Fallthrough algorithm is basically equal for all three architectures, and consist of 5 parameters:

- \( Hit\text{limit} \) - Specifies the maximum number of hits to be used from a tier before fallthrough to the next tier is forced.
- \( Percent\text{limit} \) - The maximum percentage of the hits from this tier that may be used before fallthrough to the next tier is forced.
- \( Rank\text{limit} \) - Used together with the \( Termr\text{ank}\text{limit} \). See \( Termr\text{ank}\text{limit} \).
- \( Termr\text{ank}\text{limit} \) - If the relevance score of the hit being considered is less than the \( Rank\text{limit} \) plus this value times the number of terms in the query, then fallthrough to the next tier is forced.
- \( Min\text{usable}\text{Hits} \) - The number of hits that must pass the above criteria for a given tier in order not to do an immediate fallthrough to the next tier. This number is typically the number of results that is presented to the user on a result page. The rationale for using this rule is that if it is known that we will have to fall through in order to produce the
number of hits most often requested, we should perform the fallthrough immediately. We do not want to apply this rule on a non-constant value (such as the number of hits really requested by the user), in order to ensure that we produce consistent results.

```java
boolean FallThrough(Results r,
    FallthroughConfig c,
    int hitNo,
    int queryTerms) {

    // Verify HitLimit rule
    if (c.hitLimit < hitNo)
        return true;

    // Verify PercentLimit wrt. requested hit
    // and MinUsableHits parameter
    if (max(hitNo, c.minUsableHits) >
        ((r.numResults * c.PercentLimit) / 100))
        return true;

    // Verify RankLimit and TermRankLimit wrt.
    // requested hit and MinUsableHits parameter
    if (r.Result[max(hitNo, c.minUsableHits)].
        relevanceScore <
        (c.rankLimit + c.termRankLimit *
        queryTerms))
        return true;

    return false;
}
```

The parameter values for the basic FTA is defined in Table 4.

For the multi-tier concept to work, we need to have higher performance on tier 1, which is going to execute all queries, than on tier 2 which will
only execute those queries that fall over from tier 1. Tier 3 will, in turn, only execute queries that fall over from tier 2. The extra capacity on the lower tiers may be achieved either by replicating the columns on this tier, or by reducing the number of documents on each node, in order to achieve higher throughput on each node. From an operations point of view, the latest option is more flexible, hence this is the preferred approach.

As already stated in this paper, the performance of a node is considered to be linearly dependent on the number of documents on the node. For the tests runs being described in this paper, we had 1.5M documents indexed on each tier 1 node, 6M documents on each tier 2 node and 10M documents index on each tier 3 node.

7.1 Evaluation

To evaluate the different multi-tier configurations, we randomly select 100000 unique queries from the list of queries entered by users of FAST Web Search. The selected queries are then executed twice, once towards the multi-tier configuration we want to evaluate and once towards the reference system. The results from the two runs are compared to extract information about the quality of the multi-tier configuration.

We use two metrics to indicate the quality of search results in comparison with the reference system:

- **Different First hit.** The percentage of queries that return a different hit in the first position.

- **Different Top 10.** The percentage of queries for which there are one or more differences within the first ten results.

With an ideal solution, those percentages are zero or close to zero.

Combined, those two numbers are believed to give good knowledge about key attributes of the systems relevance penalty with respect to the reference system.

Furthermore, we measure the total system query capacity to understand the performance impact of the multi-tier architecture. This is done by executing a standard query log (typically 100K to 1M queries) onto the search cluster and measure the query production rate at the standard SLA. Then the speedup ratio between the reference system and the candidate system is computed.
Table 5. 1D Multi-tier configuration

```
<table>
<thead>
<tr>
<th>Tier</th>
<th>Documents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tier 1</td>
<td>30M</td>
</tr>
<tr>
<td>Tier 2</td>
<td>360M</td>
</tr>
<tr>
<td>Tier 3</td>
<td>610M</td>
</tr>
</tbody>
</table>
```

Figure 7. 1-dimensional MT system

The experiments are conducted on a sample collection containing 1 billion documents. The number of documents to be index on each tier have been predefined, and are the same for all three configurations to be tested.

7.2 1-dimensional multi-tier configuration

This is a plain three-level multi-tier configuration, with all documents being distributed by the static relevance score. The 30M top documents are then mapped to tier 1, the 360M next documents to tier 2, etc. The breakdown of documents into tiers is shown in Table 5.

The system is illustrated in Figure 7, using the standard FTA as defined in Table 4.
| Tier 1 | 30M documents (5M tierlocked) |
| Tier 2 | 360M documents |
| Tier 3 | 610M documents |

Table 6. 1.5D Multi-tier configuration

The reference system chosen is a plain single-tier configuration, thus searching all nodes simultaneously.

One significant problem with this configuration is that static relevance is only a part of the formula for determining the relevance score of a hit. This means that a document with low static relevance score can still be a good hit for certain queries. The next configuration is an attempt to reduce this problem.

7.3 1.5-dimensional multi-tier configuration

Again, this is a plain three-level multi-tier configuration. Before doing tier distribution, we run a query log with the 1M most common queries for a period in time. To avoid delaying the indexing process in the production system, this query log was executed towards the previous generation index is executed on the previous index. The first 20 documents returned for those queries will be indexed on the first tier.

The remaining documents are distributed according to the static relevance score, so the tier breakdown is as shown in Table 6. The system is illustrated in Figure 8, and was tested using the FTA as defined in Table 4.

Again, the reference system is a plain single-tier configuration.

7.4 2-dimensional multi-tier configuration

The tier distribution for this configuration is identical to the tier distribution for the 1.5-dimensional multi-tier configuration. The difference is the way the information is searched. With this configuration, we search the information in the high-value contexts for all documents first. If we need more hits, we continue to search the full index, using a multi-tier configuration, removing duplicates from the returned results.

Obviously, searching the high-value contexts for all documents will consume its fair share of resources available on the second and third tiers. This means that we have capacity for processing fewer queries on those tiers when searching the full index on those nodes.
Figure 8. 1.5-dimensional MT system with tierlocking

<table>
<thead>
<tr>
<th>Tier</th>
<th>Documents</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tier 0</td>
<td>1B documents</td>
<td>superior context</td>
</tr>
<tr>
<td>Tier 1</td>
<td>30M documents</td>
<td>body context</td>
</tr>
<tr>
<td>Tier 2</td>
<td>360M documents</td>
<td>body context</td>
</tr>
<tr>
<td>Tier 3</td>
<td>610M documents</td>
<td>body context</td>
</tr>
</tbody>
</table>

Table 7. 2D Multi-tier configuration
The system has tier distribution as shown in Table 7, and it is illustrated in Figure 9. As shown, Tier 0 is introduced as the layer of superior contexts.

The FTA for this system is slightly modified from the original one (Table 4). The modified FTA is shown in Table 8.

The reference system defined for the other multi-tier configurations can not be used directly for this configuration, since this multi-tier configuration not directly emulates a plain single-tier solution. We still want to use a single-tier system, but we now need to search high-value contexts for all nodes first, then merge in results from a search in the full-text index.

This change in the reference system naturally changes the order of the results produced by the search engine. However, manual verification by editors as well as theoretical studies indicate that, given the way we currently

---

**Table 8. 2D FTA (Note that 0 and 1 are searched in parallel.)**

<table>
<thead>
<tr>
<th>Tier jump</th>
<th>Hitlimit</th>
<th>Percentlimit</th>
<th>Ranklimit</th>
<th>Termranklimit</th>
<th>Minhits</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0+1)–2</td>
<td>8100</td>
<td>50</td>
<td>200</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>2–3</td>
<td>8100</td>
<td>70</td>
<td>200</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>3–4</td>
<td>8100</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>
compute the relevance score, this change more often improve the relevance than reduce it.

7.5 Results

A summary of the experiments is shown in Table 9. The 1D Multi-tier solution heavily relies upon high covariance between the rank of a search result and the static relevance score of the documents in the search result. This assumption is often wrong for web search queries are for most cases wrong, thus we will see big deviations from the reference system. This is mainly due to the nature of static relevance score, which is mostly based upon link cardinality. In [4] the link structure of the web is discussed.

Moving on to the 1.5D architecture, we utilize the locality within query logs to bias the creation of the first tier. This model will guarantee that the most popular queries (which accounts for a very high total number of queries) always gets the “correct” results compared with the reference system. This is clearly indicated on the results. However, the queries falling out of the “popular” group are still subjects for the same treatment” as with the 1D system.

The key observation from the 2D system is that the usage of more document properties, and another dimension in the tier space has a much higher covariance with the actual ranking function. So by letting the relevance score space be divided into static relevance score and the binary selection of superior and non-superior context, the approach has a relevance that is very appealing given the performance capabilities. Also, the use of a reference system that has proved superior to the other reference systems by editorial inspection is promoting this as a very promising architecture. The end result is more than a doubling of the performance without much sacrifice in relevance

The performance of the different configurations, as stated in the QPS ratio column of Table 9 have been measured by benchmarking the different systems to extract information about the highest possible throughput that can be achieved while complying with the standard SLA.
8 Capsule summary of FAST

Fast Search & Transfer (FAST) (http://www.fast.no/) is a Norwegian company that has been operating in the web search and corporate search segments for years. The web search division is probably most known for its search engine AllTheWeb (http://www.alltheweb.com/), and for supplying search results to portals in most parts of the world. After this paper was drafted, the web search product was sold to the American company Overture. Overture is currently in the process of being acquired by Yahoo.

9 Conclusive Remarks and Future Work

We have shown how multi-tier architecture can be used to achieve “super-linear” scaling of web size search engines. Sample systems are able to achieve more than double the capacity with a relatively small relevance penalty.

The testing has been restricted to a handful of configurations, but the results are still very promising. Moving along, it will make sense to do much more extensive analysis to determine the dimensions of the document space, and possibly one could use mining techniques to derive the document to tier mapping rules and fallback algorithms.

In order to efficiently design and tune a multi-tier search architecture, we aim to build a simulation tool that can simulate different fallback algorithms and different tier separation rules. Evaluation of possible performance benefits and relevance penalties with different tier sizes is equally interesting.

For a configuration being used for production purposes, one would want a system that continuously monitor the number of queries that get a relevancy penalty as described in this document.
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Abstract

In spite of intensive research on linguistic techniques in information retrieval, there are still few large-scale search engines that have taken full advantage of these techniques. This paper presents the integration of various linguistic techniques in one of the largest search engines on the web. The techniques include language identification, text categorization, offensive content filtering, normalization, phrasing and anti-phrasing, and clustering. We go into some of the challenges of dealing with huge amounts of data and discuss the compromises that were needed to do this integration. Our results show that linguistics has a great potential in web search, though it is also clear there are many unsolved issues and challenges.

1 Introduction

Search engines are today important to any user retrieving information on the Internet. The explosion of documents and the lack of inherent structures or directories on the Internet have made it increasingly difficult for users to retrieve the desired documents. When they get confused by the multitude of information available, they turn to large-scale search engines like AllTheWeb, Google and AltaVista for help. 85% of Web users today claim to be using search engines or some kind of search tools to find specific information of interest [6]. According to Economist Magazine’s survey from 2000 [11], more than 70% of American households use search engines on a
weekly basis. In fact, almost a third of all web sessions these days involve search engines [18].

The importance of search engines has also been noted by information providers in the Internet market. When Forrester in September 2001 interviewed IT managers in 49 Global 3500 companies that were planning or were implementing portals, search was considered the most important feature of their portal. Also, large companies increasingly need sophisticated search technologies to handle their exhaustive content directories [7].

However, web search is faced with a number of challenges. Large volumes of data are distributed over many computers and platforms [15]. There are dead links, dynamic pages, and relocations disturbing the search, and a large share of the documents are poorly structured or even redundant. The proliferation of languages and alphabets on Internet also makes it hard to introduce language-specific or culture-specific techniques to improve the situation. Still, there is usually enough information on Internet to answer even the weirdest question. The problem is not primarily to find documents, but to find documents that are relevant to the query and ranked in a meaningful way.

Linguistic techniques in information retrieval systems address the relevance of documents returned. They allow us to abstract away from the exact words used in the documents and queries and put more emphasis on the content of these representations. As such, they should help us close the gap between the user’s expressed query and the representation of relevant documents. Although the experiences with linguistic techniques in information retrieval are somewhat divided, few doubt their potential for improving the relevance of the documents retrieved ([1][10][2]).

Fast Search & Transfer (FAST) has one of the biggest search engines on the market, and its engine is integrated in portals like Lycos and T-Online as well as in enterprise solutions for IBM, eBay, and other large international companies. FAST is offering their web search engine as an OEM service to portals, as well as the showcase portal AllTheWeb (www.alltheweb.com). The Search engine holds a number of innovative linguistic techniques in their search engine on AllTheWeb (www.alltheweb.com). Offering search facilities on a global basis, the company has opted for approaches that are cross-lingual and allow continuous updates with new languages and improved dictionaries.

This paper discusses the introduction of language identification, offensive content filtering, normalization, and query transformation in FAST. Rather than evaluating the effect of each technique, we look into the particular problems that show up in large-scale search engines for the web. Whereas
Section 2 briefly presents the rationale of these linguistic techniques, we explain how these techniques were realized FAST in Section 3. The FAST search engine is discussed in Section 4 and also compared to some other large-scale search engines. Conclusions are found in Section 6.

2 Why Linguistics in Search Engines

A fundamental issue in information retrieval is the relationship between queries and documents. From a linguistic perspective, it is useful to abstract away from the exact words and focus on the information need expressed in the query and the semantic content of the documents. The document’s relevance with respect to a query is not necessarily decided on the basis of words common to both query and document. The document is relevant to the extent that its content satisfies the user’s need for information.

Linguistic techniques address the relevance of documents by exposing the underlying content or semantics of documents and queries. From a search perspective, the techniques fall into the following three categories (see Figure 1):

- Categorizing techniques.
- Transformational techniques.
- Presentational techniques.

Each category is briefly explained below and illustrated by some common techniques.
One line of thought in linguistically motivated information retrieval is to restrict the search space to only those documents that may be relevant to the search context. This could be documents of a certain language, documents on a certain topic, or documents of a certain quality. All this requires linguistic analysis of documents before they are added to the search index. When posting a query, the user may increase the precision of the results by restricting the search space along these lines. In some cases it is appropriate that the search engine includes these restrictions automatically, as when offensive documents are filtered out of the result set. In other cases the user may want to select manually which categories should be considered in the search process. Using the Scirus.com library of scientific documents, for example, the user may restrict his search to a selection of 21 scientific categories. This search space reduction is achieved with a set of techniques that allow us to categorize documents along any number of dimensions [12].

Another line of thought is to transform queries or documents to representations that better facilitate document retrieval. Document indexes and queries need to be optimized or normalized with respect to each other. Assuming that the two queries car and cars denote the same information need, the search engine needs to treat documents with only car, documents with only cars and documents with both car and cars as equally relevant to both queries. Dealing with this inflectional variation is the task of lemmatization and stemming techniques. Lemmatization and stemming are part of the normalization task, which also includes strategies for handling transliteration and spelling variation. A related problem is the interpretation of phrasal queries. Even if the two queries Hotel Paris and Paris Hotel contain the same words, they may express two rather different intentions. The first query may request documents about the hotel called Hotel Paris, whereas the other may request information about hotels in Paris in general. To ensure that multiple-term queries are correctly interpreted, we need to recognize relevant phrases and make sure that the search engine takes this information into account. There are also phrases in queries that are more disturbing than useful. In the query give me information about search engines, the search would probably be improved if everything except search engines were deleted from the query. A necessary supplement to the transformational techniques above is spell-checking, which enables approximate search for misspelled search terms. In general, transformational techniques expose semantic aspects of queries and documents that should be taken into account in the search process.

The last group of linguistic techniques comes into play when documents are presented to the user. Since document titles and document names rarely
Figure 2. a) Number of web sites on the Internet[13] b) Distribution of languages on Internet[8]

give a good impression of the document content, it is often frustrating to find the right document among all these documents listed on the result page. Generating small document summaries that are shown on the result page is one way of telling the user what these documents are about (see for example [14]). Another technique, clustering, rearranges the result set according to pre-defined or dynamically generated categories[17]. In this way the user can choose the relevant categories after the search has been carried out and browse from one category to another. These presentational techniques improve the transparency of documents and speeds up the process of selecting the desired document from the result set.

3 Introducing Linguistic Components in FAST

For a large-scale global search engine, there are several concerns that need to be addressed. Due to the sheer size of the web, there are strict restrictions on memory consumption and response time. As seen from Figure Figure 2(a), the number of web sites is growing rapidly. Dealing with an increasing number of continuously changing documents, the search system must be effective enough to allow frequent indexing and short response times and efficient enough to run on the hardware available.

However, some of the most serious relevance problems in web search can only be solved by data-intensive linguistic components. Although English still accounts for more than 60% of the web pages, the share of non-English pages is increasing and the web is turning into a multi-lingual information
highway (see Figure 2(b)). Within a few years, the non-English pages will probably outnumber the English ones. Solving linguistic problems in web search, we need deep knowledge of a number of languages to deal with the particularities of all these web pages.

The FAST approach to these linguistic problems is to use dictionary-driven techniques based on finite-state technology. This allows us to take full advantage of large lexical resources, while maintaining an acceptable response time. Our linguistic algorithms are language-independent, and new languages are introduced by plugging in new dictionaries. While most components are initially developed for English, the other languages are gradually added as lexical resources are built up and customers request these languages. In the following, we go into the realization of our linguistic techniques in the FAST search engine.

3.1 Language Identification

The language identifier of a search engine allows the user to select the language of the documents to be returned. If no language is selected, documents are retrieved and ranked independently of their language. As shown in Figure 5, there is a language pull-down menu on AllTheWeb that lets you select the desired language.

The FAST language identifier has a dictionary that contains the relevant words in all relevant encodings of all languages to be recognized. For languages with no clear word boundaries, bigram lists are used instead of the word dictionary. The identifier can process HTML and plain text documents and identifies their language and encoding. Only the first part of the documents, like the first 100 words, is normally used in the identification process. Different strategies are used for different types of encoding-language pairs:

1. Languages with clear word boundaries (e.g. European languages): identify language and encoding by means of lookup in the dictionary of words with their frequencies for all such languages.

2. Languages with no clear word boundaries (Chinese, Japanese, Korean and Thai): identify language by checking the document against a frequency list of byte-bigrams.

Since many web documents are very short, our dictionary also contains words with medium frequencies and low frequencies. Another addition is that we take the structure of HTML documents and the meta information into consideration. In some cases, we may also use domain names like .DE
LINGUISTICS IN LARGE-SCALE WEB SEARCH ENGINES

for Germany to find the most probable language of a web document. This has to be done with caution, as some domain names are linked to several languages (like .CH for Switzerland), some pages are written in languages not linked to the corresponding domain name (like English pages on .DE sites), and some pages are on domains with no fixed languages (like .ORG, .COM, and .NET).

For the current language identifier, which supports 52 languages, both recall and precision are above 99% for documents of more than 20 words. However, there is a tremendous amount of documents with little or no text at all on Internet. About 95–96% of the documents crawled are successfully tagged for language during indexing.

3.2 Offensive Content Filtering

Many web pages today contain text and images that may offend or disturb certain user groups. A particular concern is the abundance of pornographic material that tends to clutter the result sets. FAST has an Offensive Content Filter (OCF) that helps the users filter out documents that are sexually offensive.

The OCF component employs standard text categorization techniques and relies on a large dictionary of offensive words and phrases. These dictionary entries are generated from large collections of offensive web pages and are associated with weights that specify their influence in the filtering process. The filtering strategy itself is as follows:

1. Keep multilingual OCF dictionary of weighted words and phrases available in finite-state automaton during indexing.

2. Traverse first part of document and calculate score for offensive material based on dictionary lookup

Also offensive documents are indexed and can later be retrieved by the users. The documents are tagged as offensive and will not show up if the FAST offensive content filter has been activated on the front-end. If the filter is not activated, the documents will be retrieved just like any other documents on the web.

The current filter works for pornographic content in English, German, Italian, Spanish, and French. As many pornographic documents tend to contain keywords from several languages, the filter works reasonably well also for some other languages. The dictionary entries for each language span from a few hundred to several thousand.
A fundamental problem with this approach is the identification of offensive documents with little text. For documents that contain mostly images, text categorization methods can only be a partial solution. A combination of image recognition and text categorization may give better results, though this has to be investigated further.

3.3 Text Categorization

Words and phrases are colored by the domain in which they are used and should be interpreted within the context of this domain. A model in software engineering is something quite different from a model in fashion shows. For enterprise search solutions, it may make sense to group documents into separate sub-domains, or categories. Selecting the relevant categories, the user can make sure that the query is interpreted in the right context and only topically interesting documents are considered. Text categorization is the task of defining such categories in a domain and assigning documents to them. Although most categories are semantically motivated, it is also possible to categorize on the basis of document type, meta information, usage, etc.

Text categorization requires extensive analysis of the documents to be categorized and indexed. For each category, a dictionary defining the characteristic words and phrases needs to be set up. Weight information for each entry in this dictionary decides how these words and phrases together allow us to classify documents correctly. In some cases, structural information from the web documents may also be included in the categorization task. For example, HTML tags highlighting phrases or defining section titles may indicate which phrases are the prominent ones. Also, particular words like "homepage" or "Abstract" may in combination with other clues indicate that we are dealing with a homepage and an article, respectively.

The FAST text categorization module concentrates on content categorization and type categorization. Whereas content categorization identifies subject areas like Computer Science and Astronomy, the type categorization part can tell us whether the document is for example a homepage, an article or an abstract. The documents are categorized during indexing according to the following scheme:

1. Keep dictionary of words and phrases with associated categories (subject areas) available as finite-state automaton during indexing.

2. Content categorization: Calculate score for each category by looking up words and phrases in the dictionary.
3. Extract meta information from structural information in document.

4. Type categorization: Deduce document type using rules that analyze the document’s meta information.

Text categorization is useful in structured domains, in which separate subject areas can be defined by characteristic words and phrases. An example is the Scirus.com library of scientific documents shown in Figure Figure 3. While posting the query, the user may choose to restrict the search to a selection of the 21 scientific categories defined. In this particular case, the user is looking for papers on conceptual models within the categories Computer Sciences, Economics, Business and Management, and Languages and Linguistics. The system, which makes use of FAST’s search technology, currently has an index of about 69 million science-related web pages.

For a general web search engine like AllTheWeb, text categorization does
not show the same potential. The Internet does not constitute a structured and well understood domain, and web pages are often of poor quality. Still, it may be possible to define categories for particular aspects of web pages, and we are now in fact looking into geographical categorization of documents on Internet.

3.4 Normalization

Even though there may be standardized keywords added to documents, most of the documents are just paragraphs of text in some language. Words are inflected according to the rules of the language, and there is great variation in word inflections, word selection and grammatical constructs. In many languages, words may also be spelled or transcribed in various ways. Unless we are able to treat inflections or spelling variants of a word as denotations of the same word, successful retrieval of a document requires that there is an exact match of the query terms and the words found in the document. Clearly, many relevant documents are missed if this is required, and we need ways of retrieving documents that contain other inflections or spellings of the same words.

The goal of normalization is to map different but semantically equivalent words and phrases onto one canonical representation. Without going into all kinds of normalization (see Arampatzis et al 2000 for an overview), we will here discuss the two types that are currently used in FAST: lemmatization and transliteration.

Lemmatization is the process of reducing an inflected word to its lemma, which is the abstract representation of the word independent of time, person, case, etc. Whereas the infinitive form is usually taken as the lemma form for verbs, the indefinite singular nominative form is used for nouns. Adjectives and adverbs are often reduced to their absolute form in the indefinite nominative masculine context. The following are some examples of lemmas generated from inflected words:

\[
\begin{align*}
\text{writes} & \rightarrow \text{write} & \text{cars} & \rightarrow \text{car} \\
\text{written} & \rightarrow \text{write} & \text{better} & \rightarrow \text{good} \\
\text{was} & \rightarrow \text{be} & \text{best} & \rightarrow \text{good}
\end{align*}
\]

This lemmatization strategy is somewhat problematic in web search. If we replace all words in documents and queries with their lemmas, we increase recall by matching lemmas instead of inflected forms:

<table>
<thead>
<tr>
<th>Actual text</th>
<th>Lemmatized text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query:</td>
<td>Good cars</td>
</tr>
<tr>
<td>Document:</td>
<td>The best car</td>
</tr>
</tbody>
</table>
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However, this prevents us from being able to search for exact phrases in documents and the query language must be known. A more conservative approach is just to add the lemmas (base forms) to documents and queries. This introduces some asymmetry, as the base forms are only added for the words that are not originally in lemma-compatible forms. A third strategy is to expand the document or the query with all inflected forms. The full form document expansion enables phrase search and can be done without knowing the language of the query, but increases the index size substantially and may lead to unexpected ranking results. Full query expansion is an alternative, if the query language is known, though also here there may be undesired ranking effects.

In general, for a multi-lingual search engine like AllTheWeb, where the query language is not always known, it is difficult to apply lemmatization on queries. Due to the lack of context, query lemmatization may in languages like German also lead to misinterpretation of common nouns as proper nouns and vice versa. Full-form document expansion is for obvious reasons only feasible for languages that are not too frequent on the web. For popular languages like German and French (see frequencies in Figure Figure 2(b)), baseform document expansion tends to be the most realistic strategy. Our lemmatization strategy for German, French, Japanese, Korean, Russian and Polish then looks as follows (see Figure Figure 4):

1. Identify language of document.
2. Keep lemmatization dictionary for identified language available as finite-state automaton during indexing.
3. For German and English: Expand document with base forms for adjectives and nouns.

4. For Polish and Russian: Expand document with all inflected forms for adjectives, verbs, common nouns, and proper nouns.

5. For Korean and Japanese: Replace words with base forms for verbs and adjectives in Japanese, and for verbs, adjectives and adverbs in Korean.

Lemmatization requires that large full form dictionaries be available during indexing. Our dictionary for German, for example, contains 1,016,492 full forms. For highly inflected languages, like Polish and Russian, we also employ morphological models that infer the correct inflections of proper names that are not in the dictionary. Japanese and Korean are special cases, as lemmatization and tokenization are done in the same step.

As seen from the strategies above, we add all inflected forms to the document for Russian and Polish. In practice this means that the indexes for these two languages increase by 600–800%. The moderate lemmatization strategy for German gives an index increase of only 5% and is therefore more attractive for languages that are very frequent on the web.

Transliteration of special characters is another issue in many languages. Take for example the word vnements (events) in French. Not only is it possible to spell this word in different ways, it is also quite common to misspell it and use the wrong accents or no accents at all. On AllTheWeb, there are 420,000 documents with vnements (old orthography), 35,000 documents with evenements (unaccented), 95,000 documents with evenements (half accented), 22,000 documents with evenements (half accented), 9,000 documents with evenements (half accented), and 76,000 documents with the correct vnements. For the search engine to be able to retrieve all these documents, we need to normalize the spelling of words like vnements and map them onto the same words in the index.

The FAST strategy with respect to transliteration is to map accented characters onto unaccented characters where this does not impose any serious ambiguities. This is then done on both the document side and the query side. The word vnements above is mapped onto evenements, as these two accents in French does not lead to any change of semantics. Other accents or special characters, like the umlaut (, ) in German, discriminate between semantically different words and are kept as they are in the documents and the queries.
3.5 Phrasing and Anti-Phrasing

The query "mutual information" (explicit marking of phrase) gives us about 6,300 documents, and the top three documents are all about mutual information. Without explicit phrasing, more than a million documents are returned (AllTheWeb, March 2002). Since both mutual and information are used in so many other contexts, we get far more documents and none of the top ten documents are actually about mutual information. Some search engines use proximity in general to rank documents where the terms are close to each other higher than documents that have the terms further apart. This approach is general, but not all multi-term queries have a nature for proximity. Phrasing is important to restrict the number of documents found and to boost the search in the right direction. It may be described as the process of identifying and quoting consecutive terms that should be interpreted as a whole rather than as independent search terms.

Before phrasing queries, the search engine needs to build up a phrase dictionary from query logs and document collections. This list needs to be updated as new phrases emerge or others are not used any more. It may contain scientific expressions like the one above, but also person names, geographical names, book and song titles, names of organizations, slogans, etc. Since the Internet is not restricted to certain topics and new documents are continuously added, there are in principle an indefinite number of possible phrases. Another issue is whether all phrases should be treated in the same manner. Some phrases, like Albert Einstein, should always be interpreted as a whole and are often referred to as hard phrases. For soft phrases like data modeling, the individual terms may also be used independently of each other with the same semantic content.

The phrasing strategy adopted in FAST looks as follows:

1. Keep phrase list available in finite state automaton during querying.

2. Identify and quote longest left-most phrases in query from list of phrases.

3. Add bigrams of all consecutive query terms that are not part of a phrase as optional phrases.

4. Send the transformed query to the search engine, but offer the original query as an alternative on the result page.

For a query like New York Times sports, both New York and New York Times are recognized as phrases. The longest phrase is preferred, and the
query “New York Times” sports is consequently sent to the search engine. For a query like

New York art museum

the phrase New York is found in the phrase list. A bigram for the last two terms are introduced as an optional phrase. The final query is written in the ANY mode, which means that terms that need to be in the retrieved documents are preceded by a +:

+"New York" +art +museum “art museum”

With this strategy, we make a distinction between hard phrases and potential soft phrases in the query. Whereas the hard phrases are assumed to be in the phrase list, soft phrasing is achieved by adding these bigrams at the end of the query. An editorial board is then responsible for all updates of the phrase list, and new lists may be put into production every time a new index is generated (every 9-11 days).

In a similar vein, there are many queries that contain phrases that only disturb the search. Posting a query like where can I find The Economist, for example, the homepage of the magazine The Economist will not be found at all. If we remove the first part of the query, where can I find, The Economist shows up on top of the result list. The first part of the query prevents us from retrieving the correct document, as it is interpreted as equally important as The Economist by the search engine. These irrelevant phrases in the beginning of the queries are referred to as anti-phrases and should be removed before the documents are retrieved. Maintaining an extensive list of common anti-phrases, FAST handles these queries as follows:

1. Keep anti-phrase list available in finite state automaton during querying.
2. Phrase query.
3. Identify and remove longest left-most anti-phrase starting at position 1 in the query.

Consider the query

Where do I find New York?

The phrase New York is first identified from the phrase list. After the anti-phrase Where do I find has been recognized and removed, the following query is sent to the search engine:

“New York”

This strategy ensures that anti-phrasing does not remove parts of phrases. If phrasing had not been done prior to anti-phrasing, the query Give me information about The The would have been reduced to The rather than “The
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The” (both Give me information about the and Give me information about are in the anti-phrase list). It is worth noting that most anti-phrases start with a question word. However, we must be careful about which phrases to remove, as some of these question-like queries are used in titles of documents, like for example How to Tie a Tie.

Currently, we have several million phrases and thousands of anti-phrases available in English and German. Preliminary tests show that about 6% of the queries contain phrases, but only 0.2% contain anti-phrases.

3.6 Clustering

Traditional ranking of documents according to their relevancy to the query produces a flat list of ranked results. If the list is long, having an additional representation of the same result set in the form of a hierarchical tree instead of a flat list is a useful way to view the same set of search results. The tree nodes define groups of documents that have similar content, and give an immediate bird’s-eye view of the topical distribution within the set of search results. Tree nodes may or may not have child nodes, i.e., subtopics within a topic can also be detected. The process of generating these hierarchical presentations of result sets is referred to as clustering.

The groups of documents with similar content effectively form a table-of-contents of the result set. Related to this grouping process, we may also obtain sets of concepts that are related to each group or to the result set as whole. For example, for a query like "image compression", we might detect that the phrases "fractal image compression" and "wavelet techniques" are descriptive of certain subsets of documents. This automatic grouping enables the user to quickly zoom in on subsets of documents that he finds interesting, while the sets of related concepts or phrases may provide ideas for queries that aid the user in obtaining, e.g., a more focused result set.

The FAST server is capable of doing both supervised and unsupervised learning, i.e., both classification and clustering. Some of the documents in the result set may be known to belong to some taxonomy, and, if configured to do so, the other documents in the result set can be attempted mapped on-the-fly into this taxonomy. For those documents that do not fit well into this hierarchy, an algorithm can be applied that tries to automatically detect topical clusters and devises descriptive names of these clusters. The clustering strategy is as follows:

1. Retrieve x highest ranked documents for the query posted.

2. For each document:
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(a) Extract words and phrases and assign a numeric measure of importance to each of them.
(b) Construct document vector (or use precomputed vector).
(c) For clusters already known: Try to map document to existing clusters.
(d) If mapping to existing clusters fail: Construct new cluster on the fly and assign document to new cluster.

he unsupervised classification is done without any special knowledge of the semantics of words or phrases. Rather, the whole process is completely syntactic and query-driven, and from the viewpoint of the server, the example word "dog" is just a three-letter sequence without any special meaning. This means that the approach is largely language-independent, although having identified the language will help. (For example, if we know which language a document is in, we may exploit this in the vectorization process to skip certain very frequent words that carry little or no information. Example of such words in English are "the", "a", "to", etc.).

A beta version of the FAST module for on-the-fly classification and clustering of search results is deployed on AllTheWeb (see Figure 5), where it is configured to make use of a cleansed version of the taxonomy from the Open Directory Project. The beta version works best for English documents. Note that for performance reasons on a large web search engine
with hundreds of queries per second, only parts of the documents are used for the classification.

Exact performance statistics for the FAST clustering server vary according to available hardware and how the server is configured, but for certain configurations over 100 queries/second may be processed on a typical PC. The time to vectorize 100 document summaries and cluster these may lie somewhere in the range of 5-30 milliseconds, depending on the chosen configuration.

4 Discussion

The importance of returning relevant documents on top of the result list has been highlighted by recent studies. As pointed out in Spink et al [16], the average user views 2.2 pages on the result page of AllTheWeb. At the same time, the average query length is only 2.4 terms and the total query session typically consists of about 8 queries. Only about 10% of the users care to use the additional search features provided by the Advanced Search mode. There is not much information given to the search engine, yet the search engine must be able to pick out the right documents among several billion documents and put them right on the top of the result page. Internal studies at FAST show that as much as 48% of the documents viewed by the users are among the top three documents on the result page. Incorporating techniques that increase the likelihood of finding relevant documents and make sure that they are presented on top of the result page in an understandable way is thus a top priority of any web search engine.

The linguistic techniques presented here serve different purposes, but also complement each other in important ways. Whereas normalization and anti-phrasing tend to increase the number of documents returned, language identification, phrasing, offensive content filtering and text categorization make the result set smaller and more focused. As shown in [9], many of these techniques can be combined to form a more specialized web context. For almost all techniques, there is a need to augment the standard approach with Internet-specific features to take full advantage of their potential. A thorough evaluation of each individual technique on Internet is very difficult, though we are now looking into test procedures in line with what has been presented in [3] and [5].

A rather delicate issue in web search is the balance between linguistic sophistication and computational feasibility. As shown in this paper, the techniques need to be adapted to the limitations of the rest of the search
engine. This does not only apply to the speed and memory requirements discussed above. Equally important is the way linguistic techniques interact with ranking algorithms and storing strategies.

The FAST search engine today has an index of about 625 million text pages, about 115 million multimedia pictures and videos, and more than 2 million MP3 songs. The index is refreshed every 9-11 days, which is rather extraordinary for an index of this size. In addition, there are more than 2,000 online news sources that are continuously crawled and updated. As of today, AllTheWeb has about 7-8 million queries per day and about 150,000 unique visitors every week. Adding the queries coming from partner portals like Lycos and T-Online, the FAST search engine has a total of about 30 million queries per day.

Other large search engines also employ linguistic techniques. Alta Vista (www.altavista.com), for example, has a battery of techniques that include language identification, spell-checking, stemming, phrase recognition, and some thesaurus support. As in FAST, they have adopted an expansion strategy for European languages and a reduction strategy for Asian languages in their lemmatization component. Language identification, spell-checking, and text translation are incorporated in the Google search engine (www.google.com). Autonomy uses linguistic techniques like stemming and transliteration to infer more conceptual representations of document content (www.autonomy.com). Query transformation is the main strategy of Ask Jeeves (www.askjeeves.com), which concentrates on natural language queries. All these techniques are comparable to the techniques employed by FAST, though it is hard to evaluate individual techniques without being affected by other features of the search engine. In the relevance test carried out by eTesting Labs in January 2001, AllTheWeb was ranked as the second best among six large-scale search engines [4]. In [3] 20 search engines's ability to return the homepages for airline queries is evaluated. AllTheWeb comes out on top of the list, ahead of Google and Microsoft.

5 Conclusions

This paper presented the linguistic techniques used in FAST's search engine and explored some of the technological challenges of integrating these techniques in a large-scale search architecture. Most of the techniques are now in production, and our initial results are indeed promising. It has to be added, though, that several of the techniques had to be adapted or augmented by additional strategies to be efficient in an Internet context. FAST is also
looking into other linguistic techniques that complement the ones already in production.

A particular issue is web search is spam detection. A large number of web pages on Internet are to be considered spam and should not be indexed for later retrieval. Our spam detection software is still being developed and shows how linguistics may be combined with other statistical and computational methods. In the future, we expect linguistic techniques to be tightly integrated with other knowledge-based methods to further increase the semantic focus of our search engine.
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