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Abstract

The work described in this report is within the area of three-dimensional (3D) radio channel
modeling for mobile communications. The focus was towards rural areas, because radio
coverage of rural areasis more costly when using higher frequencies, comparing UMTS to
GSM. In addition seasonal and environmental variations are strongest here. The model used
was a 3D radar model, comprised of a 2D vertical Tx-Rx-plane component and a 3D
components to include off-axis scattering. The latter components are estimated using bistatic
radar techniques. The model is able to provide an accurate estimation of the path loss (signal
level), and is also able to estimate time dispersion and angular dispersion, taking into account
off-axis contributions. Radio frequencies around 2 GHz were selected, as these are the most
important frequency bands for 3. generation mobile systems, even though the envisaged
approach supports radio planning for GSM 900 and WLAN systems.

A novel approach to the modeling of scattering from random rough surfaces for 3D channel
modeling was devel oped. This amplitude/phase model is simple and accurate compared to
conventional models. It makes no inherent assumption about the degree of roughness, making it
suited to model al surfaces. The model outperforms the conventional models Plane surface,
SPM, Kirchoff and Oren with respect to accuracy by 1.5 to 10 dB depending on the degree of
roughness.

An experimental methodology to characterise random rough surfaces was developed. The work
characterised natural surfaces such as asphalt, grass, agriculture, and forest, each of them
having a different degree of roughness. Variations due to weather and seasonal changes were
taken into account. Typical surface height variations estimated were 10 mm for asphalt, 25 mm
for grass, 100 mm for ploughed field and 500 mm for forest. Snow reduced the apparent
roughness of ploughed field by 50 %, water on grassincreased the reflection coefficient by

50 %.

An analysis of the implications of the results on 3D channel modeling was performed using a
demonstration model. The analysisincluded a comparison between 2D and 3D model
prediction for different area types and land use classes. Also the prediction sensitivity to
seasonal and weather variations and model parameter variations were inspected. A 3D model is
necessary when the 2D component is attenuated more than typically 15 dB relative to free
space, depending on area and land usage. In the network planning example Lillehammer (N)
this attenuation of at least 15 dB existed in 40 % of al locations. Weather and seasonal
variations may change the mean predicted value by up to 4-5 dB.
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Scope and motivation

1 Scope and motivation

Within the area of terrestrial mobile communications thereis a rapid devel opment towards new
services and higher bit rates. The entry into packet based data servicesis GPRS (General
Packet Radio Service), which will soon be followed by more advanced technol ogies. GPRS has
an envisaged maximum bit rate of 115 kbit/s, which will result in user bit rates up to
approximately 50 kbit/s. EDGE (Enhanced Data rate for GSM Evolution) is an enhanced GSM
(Globa System for Mobile communications) implementation that by using new modulation
schemes will offer up to 384 kbit/s servicesin a microcell environment. UMTS (Universal

M obile Telecommunications System) is the European implementation of the third generation
mobile communication system, which will provide user bit rates up to 1-1.5 Mbit/s (typical
maximum achievable value for microcell [Holma00]). UMTS s standardised by ETSI 1, and
will be apart of the world wide International Mobile Telecommunications 2000 (IMT-2000)
standard, being standardised by ITU2. UMTS, as defined by 3GPP3, is in accordance with the
third generation reguirements described in the IMT-2000 report from Helsinki 1999 [ITU99].

Wireless Local Area Networks (WLAN),) like the BRAN family of standards being developed
within ETSI, will provide up to 25 Mbit/s user bit rate in 2001/2002 (typical value for
Hiperlan/2 [Torsner99]), and considerable higher bit rates in the next generation. While the
data callsin the GSM network are in the order of 4% (1999) of the total traffic, data calls
contribute to more than 50% of the total traffic in the fixed network. It is expected that in the
future asimilar trend will be visible for cellular networks. This trend will be accelerated by the
new systems mentioned above offering a considerable improvement with respect to the 9,6
kbit/s currently being the standard within most GSM networks.

The growing traffic will contribute to an increased demand for capacity, which means that
efficient use of the limited frequency spectrum isrequired. Thiswill put demands on optimal
system design as well as radio network roll-out. With respect to both these aspectsit is essential
to have high performance radio channel prediction tools. Accurate modelsto describe the radio
channel are necessary to design the mobile communications systems. In addition radio channel
models are essential to ensure a cost efficient radio planning and base station deployment while
still maintaining capacity and quality of service. Thus, it isimportant that radio prediction
model s become more accurate and take into account a wide range of topographies and
demographies.

The scope of the work described in this report is to enhance the radio planning tools to be used
for future terrestrial mobile communications systems. These tools should be superior to existing
ones and be able to

e estimate the channel characteristics (i.e. path loss and variance due to environmental
changes) of the mobile radio channel accurately to allow efficient radio planning,

» estimate the time dispersion (impulse response) of the channel to allow the estimation of
the behaviour of high speed, large bandwidth systems, and

! European Telecommunications Standards I nstitute.
2 International Telecommunications Union

3 3GPP (Third Generation Partnership Project) is a global project devoted to developing
technical specifications for third generation mobile systems based on evolved GSM
networks.
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Scope and motivation

* estimate the direction of arrival of the radio signal componentsto allow the estimation of
the behaviour of systems employing smart antennas® and multiple-input-multiple-output
(MIMO) systems”.

In addition the models should be flexible and

»  operate over awide range of radio frequencies, with afocus on 2 GHz, which isa"hot
spot" for future mobile communications, but also at 5 GHz, used for wirelesslocal area
networks (WLAN), and mm.-wave frequencies, planned for future broadband systems, and
for the next generation of WLAN,

»  operate over awide range of environment types, and estimate mean and statistical
variations due to environmental and seasonal changes as e.g. harvest, rain or snow.

Since the dominating propagation mechanisms will be different depending on the type of
environment, it will be necessary to use specific modelsin different areatypes. Taking into
account the frequency dependence of the maobile radio channel, it may also be desirable to use
specific models for the various frequency bands.

A large number of approaches are currently being used in channel modeling. The models range
from purely statistical to deterministic. Statistical models are empirical, based on measurements
only and describe the statistical behaviour of the radio channel in a particular areatype. These
types of models are typically used in system simulations, system design and to aid initial
estimates of the required network topology. Deterministic models on the other hand are models
that take into account the knowledge about the terrain belonging to a particular radio link and
estimates the radio channel characteristics for thislink. The terrain data are normally acquired
from digital elevation maps (DEM). These types of models are typically used for radio

planning of a system in a specific area.

Radio channel models also differ in the parameters being used to describe the channel.
Narrowband models are concerned only with the signal level (path loss), while wideband
models also estimate the time dispersion (impulse response). Directional models provide
information about the direction-of-arrival (DoA) of the signal components.

In radio planning tools deterministic channel models are preferable, as they allow a higher
accuracy for a specific link, taking into account auxiliary data. The accuracy of the estimation
in this type of modelsislimited by a number of factors, of which two are of principle concern:

1. Theterrain description. The DEMs will have inaccuracies with respect to both position and
size of obstacles and terrain formations. In addition season dependant obstacles like foliage
will not be accurately described. Also, the terrain and foliage needs to be described by its
electromagnetic properties at the desired frequency. Thistask on its own is quite difficult,
as the outdoor environment changes with season and weather. Obvioudly, the terrain
description will neither cope with moving objects like cars or people. The ability to
describe the terrain accurately is one of the fundamental limitations in deterministic
channel modeling.

* Smart antennas are base station antennas with an adaptive antenna diagram, able to receive
and transmit in the direction of the desired user only. This definition follows the one from
Lehne and Pettersen [Lehne99].

> MIMO systems use array antennas on both transmitter and receiver and can exploit the mobile
radio channel propertiesto increase link capacity.

2
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2. The model assumptions. Models that solve the propagation equations through the entire
space, as e.g. integral equation methods, are computationally intensive. In order to limit
the computational effort, models are devel oped which use underlying assumptions about
the radiowave propagation. Examples of such assumptions are the Kirchoff based
geometrical optics (GO) or physical optics (PO) approaches, which use the assumption of
large obstacles, compared to the electromagnetic wavelength. The validity of these
assumptions will depend on the frequency and the terrain.

The availability of DEMsis of principle concern when performing radio planning, and asit is
normally unrealistic to develop or digitise maps for the sole purpose of planning aradio
network, the planning must normally be based on already available map underlay. In many
parts of the world these maps will be low detail, making propagation prediction of the type
described in subsequent chapters of this report difficult.

The work described in this report is performed in cooperation with a project sponsored by
Telenor. The objectives were to identify requirements for the next generation of radio planning
tools. It was in particular important to eval uate different types of channel models and make
suggestions about models to be used for different area types. The main emphasis has been put
on the usefulness of the method as seen from an operator’ s point of view; the accuracy, the
complexity and time consumption and the inherent uncertainties due to weather and seasonal
changes or map inaccuracies as described above. The scope of the work covered in this report
islimited to rural areas without building, due to the following two reasons: Firstly, the use of
higher frequenciesin UMTS compared to GSM makes radio network planning more costly in
rural areas. Secondly, seasonal and environmental variations are strongest in rural areas. The
focusis on frequencies around 2 GHz as foreseen for UMTS, since deployment of high
frequency systems are limited to indoor or very dense urban environments in the foreseeable
future.

The work on the rural area models can be divided into four main tasks:

1. Theoretical model study: Evaluation of existing types of radio channel prediction models,
based on the requirements defined in this chapter. If necessary a new model wasto be
developed.

2. Propagation study: Experimental evaluation of propagation assumptions, like models for
reflection/scattering from rough surfaces. Suggestions of extensions and modificationsto
existing models.

3. Model implementation: | mplement the chosen model extensionsin software. The
implemented model will make propagation predictions based on 3D scattering from natural
surfaces, taking into account environmental and seasonal variations.

4, Validation and sensitivity analysis: Verify the model accuracy by comparing with
measurements and perform a sensitivity analysis with respect to key parameters.

Thisreport mainly focuses on the first two tasks above. The latter two tasks are accomplished
in amore general way. A demonstration implementation has been developed, as described in
Chapter 7. A sensitivity analysis was carried out using thisimplementation on example
scenarios. More detailed work isleft for future studies.

Chapter 2 introduces the necessary definitions of terms as well as the chosen mathematical
description of the mobile radio channel. The most important propagation mechanisms are also
discussed briefly. Chapter 3 contains an analysis of the different existing types of radio channel
models, as well as an evaluation with respect to the requirements. The type of model
recommended for rural areas uses a 2D solution in the vertical plane through transmitter and

3
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receiver, and uses a 3D extension to identify dominant off-axis scatterers. The contributions
from these scatterers are estimated using bistatic radar theory. Thistype of model isreferred to
asa 3D radar model. Chapter 4 describes existing theory of electromagnetic scattering from
rough surfaces, which is essential in the 3D extension of the model. Existing implementations
using the techniques mentioned are discussed and compared. Chapter 5 gives a novel approach
to model scattering from rough surfaces, and describes experiments performed to verify and
test scattering from different natural surfaces. Chapter 6 contains a performance analysis of the
new model in comparison with existing models for the scattering measurements. Chapter 7
contains suggestions about usage of the model, including a description of the implementation
and a discussion of the parameterisation. Also, the chapter contains results from a sensitivity
analysis using a demonstration implementation of a 3D radar model. A discussion of
applicability and suggestions for future work is included. Chapter 8 contains the main
conclusions from the work undertaken.

The novel work in the report is mainly within the following areas:

«  The development of anovel approach to the modeling of scattering from random rough
surfaces for 3D channel modeling. The model is simple, accurate compared to other
models and makes no inherent assumption about the degree of roughness on the surface.

»  The development of an experimental methodology to characterise random rough surfaces.
Characterisation of a number of natural surfaces was carried out, including the inspection
of variations due to weather and seasonal changes.

* Ananaysisusing atest 3D channel model implementation. The analysisincluded a
comparison between 2D and 3D model prediction for different area types and land use
classes. Also the prediction sensitivity to seasonal and weather variation as well as model
parameter variations was inspected.
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The characteristics of the mobile radio channel

2 The characteristics of the mobile radio channel

In the first section of this chapter, the basic mathematical description of the mobileradio
channel is defined. In the second section some of the propagation mechanisms that are most
important in the terrestrial mobile radio channel are discussed. The most common assumption
for analysis of mobile channelsisthat of ray theory, leading the radio propagation to be along
straight lines only bent by refraction, reflection, diffraction and scattering [COST231_98].
These are the concepts of Geometrical Optics (GO), and are approximately valid under ahigh
frequency assumptiom and is the underlying assumption used in the remains of this chapter.

2.1 Terminology

In amobile radio channel the transmitted signal will arrive at the receiver from various
directions over amultiplicity of paths due to reflections and diffractions. This will be the case
both from the mobile station to the base station (uplink) and in the opposite direction
(downlink). Mathematically this means that when u(t) is the transmitted baseband signal the
received signal in the most general case can be expressed as

yt) =[[[f 9t(@.0)9r (@.0)h(r,9.6,m)e) 2™ u(t - r)drdgredn (eq. 1)

Inthisequation g;(¢,0) and g, (¢,0) arethe complex antenna radiation patterns in azimuth

(g) and elevation (8) angles on transmit and receive, respectively. h(t,¢,6,n) isthe four-
dimensional impulse response function in azimuth, elevation, relative time delay (1) and
Doppler frequency (n) domains. The most usual assumption isthat the signal arriving at the
receiver isasum of afinite number of plane waves [Bello63]. In this case the impul se response
can be written as

L
h(r,¢,6.n) = |§10!|5(T ~71)o(p-®)o(0-6)5(n-m) (eq. 2)

where & denotes the Dirac Delta function. L is the number of waves. For each wave a; isthe
complex amplitude, @ and § are the azimuth and elevation incidence angles and 1, isthe
Doppler frequency. Thistype of radio channel, where the signal arrives viaa number of
independent paths, is often referred to as a multipath propagation channel.

For outdoor environments the elevation angle is often neglected, removing the dependency on
0 from the equations above. In a stationary environment, the Doppler frequency will be zero for
al components, removing ) from the equations. Thus, in a stationary outdoor environment the
impulse response is written

L
h(r,¢)=lzla|5(T-T|)5(fp-<n) (eg.3)
If the dependency on direction is disregarded, the impul se response can be written simply as

L
h(r) = lgla,a(r -1) (eq. 4)
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The characteristics of the mobile radio channel

Thisis often called atapped delay line description. The description of the radio channel given
in this section is equivalent to the radio channel being described as a linear filter in the
temporal and/or spatial domains.

2.2 Propagation mechanisms

A number of propagation mechanisms will contribute to the multiplicity of signal components
at the receiver. A short description of the most important mechanisms for the frequency bands
relevant for mobile communications under the ray theory assumption will be givenin this
section.

2.2.1 Line-of-sight, obstructed line-of-sight
Line-of-sight

In the case where there are no obstructions near the line between transmitter and receiver, there
will be adirect signal component, which is called the line-of-sight (LOS) component. This
component can be assumed to follow the well-known laws of free space propagation.
Assuming isotropic antennas, the ratio of received (P;) to transmitted (P;) power is given by
(e.g. [Parsons92])

B _0A

R - CRD (eq. 5)

where A iswavelength [m] and R is the distance between transmitter and receiver. In dB this
can be written

R =R —20log(f) - 20log(R) +147.6 (ea. 6)

where f isthe frequency [Hz], R isthe distance [m] and P is the transmitted power [dB].
Obstructed line-of-sight, refraction

In many cases the direct signal component exists, but is attenuated by some sort of obstruction.
Thisis often called obstructed line-of-sight (OLOS). In a mobile radio channel this can become
significant for instance in the case of foliage between transmitter and receiver or for indoor to
outdoor propagation. The geometry and the electrical parameters of the obstruction determine
the attenuation. Figure 1 shows the case of a“dlab-like” obstruction. The signal attenuation in
this case is given by the amount of power being reflected back from the surfaces, and the loss
in the material. The signal that propagates through the dlab (the useful signal in this case) is
called the overall refraction. Figure 1 @) illustrates the multiple reflections and refractions in the
two surfaces. The overall refraction coefficient T in such a case can be shown to be
[Pahlavan95]

T = 4=DPOPr

T
2P (ea. )
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where I isthe reflection coefficient in the boundary from air into the slab (the calculation of
the reflection coefficient will be performed in the next section). The other parameters are

defined as
- jmgad omy-9 mn2e - g
Pp=e coso | Pp=e cosf , Pr=e cosf (eq. 8)

where Ks is the propagation constant in the slab and kg is the propagation constant in free space.
The propagation constant k isin general defined as

2 k

-0
= (eq. 9)
AovEr  Er

k =

where Aq is the wavelength in free space and & isthe relative permittivity, which for alossy
material will be complex, defined as

Er :£r|_j @r”:(‘:rl_j6oaA (eq 10)

where o isthe conductivity.
When the material islossy, the propagation constant is complex and the electric field strength E
aong an axis z can be written as [Marshal190]

E(2) = Ege” 1K = Ege 027 1P2 (eq. 11)

where Ey isthe field strength at the slab entry point, defined as z=0, and the loss factor L is
given as

L[aB/m] =20 [I]og(ea ): 8.68a[dB/ m| (eq. 12)
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ro /
\ E=E, &

— >z

a) b)

Figure 1. lllustration of obstructed line-of-sight case. a) Propagation through a slab, multiple
reflections lead to an overall reflection coefficient o and an overall refraction
coefficient To. b) Electrical field strength E decreasing in a lossy material. Taken from
[ Pahlavan95]

2.2.2 Reflections

When two media with different electrical properties are separated by a surface, an incident
wave will be partly reflected and partly refracted. The reflection of waves at surfacesis avery
important mechanism in mobile radio channels. The reflection coefficients will depend on the
incidence angle of the wave with respect to the surface, and the electrical properties of the two
media. In this subsection it will be made a distinction between the cases of plane surfaces,
giving rise to specular reflections, and rough surfaces, giving rise to diffuse scattering. A more
detailed discussion of the latter case can be found in Chapter 4.

Plane surfaces, specular reflections

Figure 2 illustrates the case of a plane surface. It is assumed that medium 1 is free space, and
medium 2 is a medium with relative complex permittivity €, (€, in free spaceis 1). It should be
distinguished between the cases of horizontal® and vertical” polarisation.

® Horizontal polarisation is defined as the case when the electric field vector is parallel with the
direction of the plane of separation.

" Vertical polarisation is defined as the case when the magnetic field vector is parallel with the
direction of the plane of separation.
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Incidence wave Reflected wave

Medium 1 (free space)

Medium 2

Refracted wave

Figure 2. Reflection from plane surfaces.

Using the boundary conditions for the electric and the magnetic fields, it is possible to calculate
the reflection coefficient of the surface. The angle of reflection 6, will always be equal to the
angle of incidence 6;%. When the incidence wave is horizontally polarised, the Fresnel reflection
coefficient can be expressed as [ Pahlavan95]

: _ _ 2
M= sing —4/& —cos“ Y (eq.13)

sny +\/5r —COSZL,U

where | isthe complement of the angle of incidence as shown in Figure 2. When the waveis
vertically polarised the reflection coefficient is

r = g SNY /& —coszw
V=

g siny +\/5r —COSZL,U

(eg. 14)

In the case of dielectric media, the vertical reflection coefficient will be zero for a certain angle
of incidence, given by

6 =tan"(fe ) (eq. 15)

where g, 2 isthe (real) relative permittivity in medium 2, and medium 1 is (still) assumed to

be vacuum. Thisangleis called the Brewster angle. In the more general case of a medium with
non-zero conductivity there will not be azero but aminimum, at an angle referred to in this

8 The angle of incidence is defined relative to the normal vector of the surface.

9
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case as the pseudo-Brewster angle. Figure 3 shows the absolute value of I in the case of
horizontal and vertical polarisation for medium dry soil (&' =15, 0=0.1). The pseudo-Brewster
anglein this case appears at around 75°°.

Abs. value of refl. coefficient, gamma
© o o o © o o o
N w N [63] (=] ~ [ec] ©

o
S

o

0 10 20 30 40 50 60 70 80 90
Incidence elevation angle

Figure 3. Reflection coefficient as a function of incidence angle for vertical (solid) and
horizontal (dashed) polarisation. Example for medium dry soil (&' =15, 0=0.1:
[Boithias87]), 2 GHz.

The expressionsin eg. 13 and eg. 14, giving contribution only in the direction 6; =6, , isvalid
only under the assumption that the reflecting surface isinfinite. For practical applications, these
surfaces are known from earth- or sea-reflections.

If the reflecting area cannot be assumed large, the scattered signal will be spread to other
directions, and some other method must be used to solve the scattering problem. This can for
instance be done by solving for the boundary conditions and using the surface equivalence
theorem [Balanis89]. These are techniques well known e.g. from antennatheory. Asan

example, consider a square, plane surface with dimensions a [ as shown in Figure 4. The
incident wave is plane, vertically polarised and arriving with an incidence angle Qi .Inthis
case the power of the scattered signal can be written

° In [DeR0094] it was observed in experiments that the (pseudo-)Brewster angle was shifted
towards dightly lower angles for arough surface compared to a plane surface, but no
theoretical explanation to the phenomenon was given.

10
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- 2 2 2 inX f msnY
Ps—constEﬁ:os 05 8in“ @5 + cos %)%H %H

X =kg B;— ($inOg [tos@s (eg. 16)

Y :koﬂ%(sineslzﬁngos—sinei)

In Figure 5 plots of the scattered power in the case of 8; =45° for the casesa) a=b=1A and
b) a=b=5A are shown. Note that in both cases the maximum power is found in the specular
direction, 8; =05, ¢ =90° . Note also that as the surface gets larger the “beam” gets narrower
and will in the limit approach the large surface case described earlier in this section.

Figure 4. Scattering from a plane, square surface

11
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Figure 5. Scattering from plane surface, vertical polarisation, 6i=45°. a) a=b=1 A.
b) a=b=5A

It can be shown by Huygens principle (e.g. [Boithias87]) that most of the energy in the
reflection comes from the area around the geometric point of reflection. A common
approximation is that the reflection is complete if the reflecting area contains the entire first
Fresnel zone. The Fresnel zone for reflection is obtained by finding the intersection between
the ground and the Fresnel ellipsoid defined by the receiver and the transmitter mirror image

12
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below the ground surface™. Figure 6 illustrates the resulting first Fresnel reflection zone. T is
the transmitter point, R isthe receiver point and | is the geometric point of reflection.

2 =

First Fresnel zone:  TM + MR=TI + IR+£ A

Figure 6. First Fresnel zone. Taken from [ Boithias87]

Unless the angle of incidenceis close to 0°, the Fresnel zone will have an elongated shape, the
long axis being in the direction AB in the figure. The long axis will have the length

14+ My

A
Liong = AB=d —d2 (eq. 17)
14 (m*hp)
Ad

and the short axis the length

Lshort = J\/dz +(h+hp)? 2 (eqt. 18)

For instance, for f =2GHz, d =200m and y =hy =50m; Ljgng =10,9m and Lghort =58m.

Aswill be discussed in the next section, not only the size, but also the roughness of the surface
will determine the characteristics of the reflected/scattered field.

Rough surfaces, diffuse reflections

When the irregularities of the reflecting surface can no longer be regarded small compared to
the wavelength, the reflection will not be specular. There will still be a maximum in the
geometric direction of reflection, but there will also be radiation in other directions, increasing
with roughness. The most common way of describing the scattering in this caseisby a

19 The Fresnel dlipsoid is defined as the set of points from which the sum of the distance to
transmitter and receiver exceeds the Tx-Rx shortest distance by A/2.

13
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statistical description using the bistatic radar cross-section of the surface. Existing theories and
methods to estimate the scattering from rough surfacesis described in some detail in Chapter 4.
Below the geometry of the scattering problem as well as the definitions of the radar cross-
section is given.

The terminology used by Ulaby and Dobson in [Ulaby89] and others has been selected in this
study to describe the scattering geometry. Thisisillustrated in Figure 7. The axes are defined
so that the plane that describes the average scattering surface is the x-y-plane. The incident
wave is assumed to be plane; the x-axis is then defined as the line that is the intersection
between the wavefront and the (average) surface. 8; and 84 are the incident and scattering

elevation angles, respectively, defined relative to the z-axis as shown. Similarly, ¢ and @g
indicate the azimuth angles, defined in the x-y-plane counter-clockwise relative to the x-axis.
Vv and h are the unit vertical and horizontal polarisation vectors and k is the unit propagation

vector. The directions of the propagation vectors follow the definition given by the forward
scatter alignment.

x>

Figure 7. Scattering geometry, taken from [ Ulaby89] .

In radar terms the applicable theory isreferred to as bistatic scattering from a distributed
target. The radar equation for an object is defined as the ratio of received to transmitted power

by
R _06.@)o @ @N 19
R @m®RR2 o

14
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where g and g, are the antenna gains in the incidence and scattered directions, respectively, R
and R, [m] are the distance from the scatterer to the transmitter and receiver, respectively, and
o [m? isthe bistatic radar cross-section, which is used in this study to determine the scattering
characteristics of natural surfaces. The bistatic radar cross-section is dependent on polarisation

and is defined as
SS
Oqp = lim ﬁmz—?é (eg. 20)
—>OOB Sa E|

where S(', isthe power density of the incident wave and Sz is the power density of the

scattered wave at a distance R from the scatterer. a and 3 denote the polarisation (v or h) of the
scattered and incident waves, respectively. For a complete description, the cross-section must
therefore be given as 0.y, Oy, Ony @Nd Oy, IN general ogg is dependant on the incident and
scattering directions as

Oap =0q3(6;,65.4,95) (eg. 21)

Assuming isotropic surfaces, as donein this study, the radar cross section is dependent only on
the difference in azimuth angles, Ag. For a distributed target, like a natural surface, the radar
equation extends to an integral over theilluminated area,

) 2
R=p R9t(6i.4)9r (6s.9s)A 0 @A (eg. 22)

3p.2p 2
A (4m)°RR
where ¢° is the bistatic scattering cross-section Ogp Pper unitarea. Inthisreport it will be

assumed that the target has uniform properties™ across the area. Estimation of the radar
coefficient can be done by measurements of P, for different angles. As eq. 22 shows, this|eads
to the solution of an integral equation. The solution to this equation based on measurementsis
discussed in Chapter 5.

2.2.3 Diffraction

The theory of diffraction must be used when the assumptions from geometrical optics (GO) are
no longer valid. Diffraction isimportant in channel modeling to explain the apparent “bending’
of waves, leading to signal components extending into shadow regions. One often used
technique to estimate diffraction is Uniform Theory of Diffraction (UTD). UTD is an extension
of the earlier Geometrical Theory of Diffraction (GTD) first suggested by Keller in 1962
[Keller62]. These are high-frequency techniques that allow the estimation of diffraction off
objects that are considerable larger than the wavelength (e.g. [Balanis89]).

It isaformidable task to calculate the diffracted field from an obstruction of arbitrary shape and
electrical properties. However, analytical solutions exist for alimited number of cases, like
conducting wedges or cylinders. The theory will then provide a diffraction coefficient, much
like the reflection coefficients in Subsection 2.2.2. The wave will appear to arrive as aray from
the edge of the obstruction (see Figure 8). A real case can often be approximated as a

" Thisis egivalent to assuming the surface to being statistically uniform, meaning that both the
height distribution function and the distribution of the electro-magnetic properties are
uniform over the area. Thisis discussed further in chapter 4.

15
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combination of such cases, and the total field can be found by superposition. Figure 8 shows
the case of diffraction over a knife-edge shaped obstruction, infinitely long and with infinite
conductivity [Boithias87]. Solutions also exist for diffractions from other geometries, e.g.
conducting cylinders.

Figure 8. Knife-edge diffraction. Taken from [ Parsons92] .

The électric field strength E relative to free space (E) in the case of knife edge diffractionis

given by
 t2
— = 2 gt .23
EO l+j{/e (eq )

where v, which isreferred to as the Fresnel-Kirchoff diffraction parameter [Parsons92], is
defined as

v=h ;g;fz (eq. 24)

For h=0, i.e. when the transmitter and receiver are aligned with the top of the knife-edge, the

power (|E|2) is6 dB lower than for free space.

2.2.4 Polarisation spread, depolarisation

Each of the L signal componentsin eqg. 2, 3, 4 will have adirection of polarisation. Even
though al the components originate from the same source (the transmitted signal), they will in
general have different polarisation™®. This is because scattering and reflections lead to a change
in polarisation, which is called depolarisation. Linearly polarised signals will change direction,

12 This means that signals received in orthogonal directions, e.g. vertical and horizontal, will
fade independently. Thisis sometimes exploited in mobile communications by using two
receiver antennas with dual polarisation.

16
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and circularly polarised signals will become elliptic™®. This means that in addition to the
antenna gain in the direction from which the component arrives and the field strength, the value
of the received component is depending on the difference in polarisation between the signal
component and the receiving antenna. The loss due to this polarisation mismatch is called
polarisation loss.

In the cases of rough surfaces, a purely horizontally polarised field will have areflected vertical
component (and vice versa). For random rough surfaces, the statistics of the surface determine
the degree of depolarisation.

Formally any wave can by characterised by its complex polarisation factor p, defined as

B

E, (eq. 25)

p:

where E, and E;, are the complex amplitude of the vertical and horizontal electric field
respectively [Beckman87]. For instance; for alinearly polarised wave we havelm(p) =0, for a

right-handed circularly polarised wave we have p=j .

The depolarisation factor g in areflection is defines as

q=tR (e9. 26)
P

where pr and p, are the polarisation factors of the reflected and incidence waves. Note that for a

For rough surfaces q results from the solution of the integral equation eq. 22. Thisis discussed
further in Chapter 4.

2.2.5 Other propagation mechanisms

A number of other propagation mechanisms will aso be present in the mobile radio channel,
but are not described in any detail in this chapter as they are considered of minor importance
with respect to inclusion into radio channel propagation models for mobile communications.

«  Doppler effects: Doppler shifts due to mobiles moving at high speed can be an important
issue in mobile systems, especially at higher frequencies. However, thisis an item to be
considered principally in system design and normally plays no role in radio channel
propagation prediction for radio planning.

* Gasabsorption: Up to 2 GHz gas absorption is less than approx. 0.01 dB/km [Boithias87].
From X-band (6.8 — 12.6 GHZz) gas absorption should be taken into account, it is especially
important around 60 GHz, where a peak in the atmospheric attenuation is found due to
oxygenic absorption.

3 In mobile communications, the polarisation will almost exclusively be linear.

17
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¢ Rain attenuation: Much like gas absorption, rain attenuation can be considered
unimportant at frequencies up to “afew GHZz”. Since mobile systems at higher frequencies
are normally very short range, rain attenuation is not considered.

»  Atmospheric refraction: The bending of raysin the atmosphere due to the vertical gradient
of the refractive index is well known [Boithias87]. This effect isimportant in radio relay
and satellite systems, but is normally ignored in terrestrial mobile systems due to the
shorter links and less dependency on a direct link.

18
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3 Analysis of channel models for mobile communications

This chapter provides an overview and analysis of existing radio channel models used in
terrestrial mobile communications. As discussed in Chapter 1 a mathematical description of the
radio channel resembling reality is necessary both for radio planning purposes and for system
design. Focus will be on models for rural, macrocellular environments, as coverage for 3G
systems will be akey issue. The overview should not be considered as comprehensive, but will
contain the most commonly types of models used in the environments in question.

Radio propagation models can be grouped into deterministic and statistical channel models.
Most often a deterministic model will be used for radio planing in a specific area, while a
statistical model istypically most useful for system design or initial coverage consideration. A
further classification will be performed with respect to narrowband and wideband channel
models. The output provided by the models will differ according to the special characteristics
of each radio system and the type of mechanisms one wants to study.

Thefirst section in this chapter will establish some parameters that are used later, and also
define the concept of fading. The second section gives an overview of narrowband models, and
the third section describes wideband models. The last section provides an analysis based on the
requirements identified in Chapter 1. Overviews of radio channel prediction models can be
found in e.g. [Bertoni94] and [COST231 9§].

3.1 Introduction

This section gives an overview of some of the terms and parameters used in the channel
models, and should be regarded as areference for the rest of the chapter.

3.1.1 The concept of fading

Fading in mobile radio channelsis the effect of variations of the received signal level when a
terminal is moving. In mobile radio the received signal will, due to multipath propagation,
consist of anumber of reflected or diffracted replicas of the transmitted signal as described in
Chapter 2. The total received signal level will be decided by addition of these componentsin
amplitude and phase. When the terminal moves more than a fraction of a carrier wavelength the
phase of the multipath components will change and the received signal level would therefore
fluctuate rapidly. This effect is called short-term fading™ [Lee82]. The large-scale effect of
variationsin the average signal level dueto terrain variationsis called long-term fading™.
Because the long-term fading is due to buildings or terrain obstacles present in the area
between the transmitter and receiver, it is often referred to as shadow fading. The total fading is
made up of acombination of these two effects, asillustrated in Figure 9.

Normally, channel models do not attempt to estimate the level of the short-term fading for a
specific position. The exception is real-time methods to estimate future fade levels based on
past levels used to improve the performance in systems using adaptive transmission techniques
(e.g. [Duel-Hallen0q]).

4 The short-term fading is often assumed to be Rayleigh-distributed or Rice-distributed.
> The long-term fading is often assumed to be lognormally distributed.
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Figure 9. Example of short-term (top), long-term (middle) and total fading (bottom). Short-
termfading isin this case modelled as Rayleigh distributed, long-term fading is
modelled as lognormally distributed. Example for 2 GHz, approximately 0.15 nvs, all
values relative to max. [dB].

3.1.2 Narrowband and wideband channels

Because the multipath components propagate different distances to the receiver, multipath
propagation introduces time dispersion. When the time dispersion is small compared to the
symbol length of the (digital) communications system, the channel isreferred to as
narrowband. This also means that the channel response in the frequency domain is constant
over the system bandwidth. Therefore this type of channel is also referred to as aflat fading
channel. When the time dispersion is significant compared to the symbol length, the channel is
called wideband. This means that the channel response in the frequency domain is no longer
constant over the system bandwidth. Thisis also referred to as a frequency-sel ective fading
channel. Note that the same channel can be narrowband for one system and wideband for
another. The bandwidth for which the channel response in the frequency domain can be
assumed constant is called the coherence bandwidth. The coherence bandwidth is often defined
as the necessary frequency change to make the correlation between two monochromatic signal
components 0.5 [Lavnes91]. The concept of narrowband and wideband channelsisillustrated
in Figure 10.

GSM has aradio bandwidth of approximately 200 kHz, which means that it must be considered
wideband in large time dispersion cases, like mountainous areas or in urban macrocells. For
small cells GSM can normally be considered narrowband. UMTS, using a CDMA (Code
Division Multiple Access) spread spectrum technique, has a much larger radio bandwidth of
approximately 5 MHz and must therefore be assumed to be wideband for almost all mobile
channels. Thisis one of the reasons why wideband models are preferred in future network-
planning tools. The radio bandwidth also affects the fading, because alarger bandwidth will
average out the fast fading, leading to smaller signal level fluctuations.

20

URN:NBN:no-1290



Analysis of channel models for mobile communications

Amplitude Amplitude
Time Time
a) IR in awideband channel dei&y ¢) IR in anarrowband channedelay
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- Frequency — Frequency
System bandwidth System bandwidth
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Figure 10. Narrowband and wideband channels. a) and b) show the impulse response (IR) and
frequency domain channel response (FR) respectively for a wideband channel. c) and
d) show the impulse response and frequency domain channel response respectively for
a narrowband channel. Note that the system bandwidth is the same in the two cases.

3.1.3 The delay-azimuth-Doppler spread function

Asexplained in Chapter 2 the mobile radio channel will cause dispersion in both space and
time delay and also a Doppler shift of the frequency. By ignoring the elevation angle of the
received signal™® and assuming a finite number (L) of impinging waves, the channel impulse
response (transfer) function can be written as

L
h(T.(P.V)=|§1G|5(T—T|)5((P—(n)5(v ~vI) (eq. 27)

where q, T;, @ and v, are the complex amplitude, the relative propagation delay, incidence
azimuth angle and Doppler frequency of the Ith wave, respectively [Pedersen98]. This function
is called the delay-azimuth-Doppler spread function®”.

The power delay profile Q(t) is defined as

Qm = g<|h(r,rp,v)|2>dwv (eq. 28)

18| gnoring the elevation angle variation is a justifiable assumption for outdoor terrestrial
mobile radio channels due to the variation normally being less than the antenna beamwidth.

¥ Integrating this function over the entire azimuth and Doppler range gives the familier
complex impulse response (CIR) function in just the temporal domain, h(T).
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where <...> denotes the local average to remove short-term fading®.

The delay spread (DS) parameter is the second order moment of the power delay profile. DSis
defined as

2
DS:\/I(T—m) Q(r)dr (eq. 29)

[Q(T)dT
where misthe mean delay defined as

m= [FR(Mdr (eg. 30)
[Q(T)dT

The power azimuth spectrumis given by

P(p) = ﬂ<|h(T,fP,v)|2>drdv (eq. 31)

The azimuth spread (AS) parameter is defined in exactly the same way as the delay spread. Itis
the second order moment of the power azimuth spectrum and is defined as

2
. J [ -y Pt

(eg. 32)
[P(@)dT
where  is the mean azimuth angle given by
W= T [P(p)dr (eq. 33)

 [P(@)dr

The ASand DS are often used as parameters to characterize the dispersion in the channel, in the
angular and temporal domains, respectively.

The Doppler spectrum D(v) can be derived in the same manner as the power delay profile and
the power azimuth spectrum. In a manner similar to the delay spread above, the Doppler spread
can be defined. The scattering function, which is a three dimensional function often used to
describe the variations in both time delay and Doppler frequency domains can be derived from
[Pahlavan95]

S(1,v) = j<|h(r,q0,v)|2>d(p (eq. 34)

18 Averaging over approximately 20-50 A is recommended for measurements [Parsons92]
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3.2 Narrowband channel models

Narrowband channel models are only concerned with the received signal level, or rather the
path loss on the link, most often defined as the difference between transmitted and received
signal level when isotropic antennas are used [COST207_88]. In this section, when nothing
else is mentioned, the model provides the average values, the fading has to be taken into
account by additional assumptions.

3.2.1 Statistical models

A large number of statistical narrowband models exist and are being used. These models are
empirical descriptions of the radio wave propagation based on measurements. It is common to
use correction factorsto improve accuracy somewhat for different types of scenarios, for
instance can street width, building height etc. be used as input data for the models to improve
the performance. This means that the distinction between the statistical and the deterministic
methods can sometimes become blurred. This subsection gives an overview of commonly used
statistical models.

Okumura-Hata (O-H)

Okumura's formulation was based on alarge number of measurements made in the area around
Tokyo, Japan. The original description was simply a number of curves fitted to the data
[Okumura68]. Several authors have provided equations that are curve fittings to Okumura's
original description. The best known mathematical approximations are by Hata [Hata80]. The
Okumura-Hata model is valid in the range 100 MHz to 1.5 GHz, but has been extended up to
frequenciesin the range 1.5-2 GHz by COST 231 [COST231 98]. The path loss L, is given by

Lp|dB] = 46.3+33.90g f[MHZ -13.82I0ghyasd M — a(hmopilk )

+ (44.9- 655109 hyase[M]) log k] +Cy (eq. 35)

where hyaee and hgiire i the height above local ground for the base station and the mobile
station, respectively. The factor a(hmoyiie) 1S defined as

a(hmopile) = (1.10og f[MHzZ] - 0.7)hpopiid M - (1.56 0og f{ MHZ -0.8)  (eq. 36)

The correction factor C,,, is 0 dB for medium sized cities and suburban centres with medium
tree density and 3 dB for metropolitan centres. The model is applicable for Tx-Rx-distances
larger than approximately 1 km. A number of additional correction factors has been suggested,
for instance to account for vegetation (e.g. [Leppanen92]).

The Okumura-Hata model is still extensively used, even for radio planning purposes. Thisis
due to its simplicity and the fact that detailed DEMs are not always available.

Walfisch-lkegami (W-1)

The Walfisch-lkegami model ([Walfisch88], [I1kegami84], [COST231 98]) isamodel for use
in urban environments. Compared to Okumura-Hata this model takes a larger number of
correction factors into account, for instance house spacing and street orientation. The full
description of this model can be found in e.g. [COST231 98].
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Like Okumura-Hata this model is often used, sometimes in combination with the O-H model,
as W-I can be used al'so for microcells.

Neura network methods

Methods which base the prediction on neural network training have been suggested, e.g. by
Stocker et.al. in [Stocker92] and [Stocker93]. The training can be done by either theoretical
methods or by measurements. The advantage of the method is the possibility to derive training
patterns directly from measurements. The system will become very flexible, and will be able to
adapt to any environment by providing measurements. The training is time consuming, but
once the network istrained, the results are obtained immediately [COST231_98].

There are some disadvantages to these techniques. The models are not physically based;
therefore they give no physical inside into propagation. Also the performance of the model may
be very specific to the areain which the measurements were performed. In addition the
structure of the neural network, e.g. the number of hidden nodes might determine results.

Modeling of the fading

As mentioned in the introduction to this section, most of the statistical narrowband models only
provide prediction of the average signal level and therefore do not consider fading. If fading
and temporal signal variations are to be taken into account, an extension of existing modelsis
needed. A common assumption is that of wide-sense stationary uncorrelated scatterers
(WSSUS) (e.g. [Pahlavan95]) which means that signal variations on paths arriving at different
delays are uncorrelated, and that the correlation properties of the channel are stationary. The
latter assumption allows the modeling of fading as a stationary process. A distribution for the
fading process must be assumed, for instance Rayleigh fading in the short-term and lognormal
fading in the long-term. In addition an autocorrelation function must be assumed, or
equivalently its power density spectrum, which is equivalent to the Doppler Spectrum (see
Subsection 3.1.3) of the channel.

The short-term fading:

One very simple and therefore popular model for the short-term fading is the one suggested by
Clarke [Clarke68]. This model assumes all the multipath signal components to have equal
amplitude. It is further assumed that the components arrive in the horizontal plane with a
uniformly distributed arrival angle and that the phase is uniformly distributed over 0 to 21t This
leads the received signal level to be Rayleigh-distributed and the Doppler spectrum D(v) to be

of the form

D)= 5= (ﬁ)zgy 2 (0. 37
where V_ is the maximum Doppler frequency given by

Vm=5 (eqt 38)

and where v is the speed of the mobile. This Doppler spectrum shape is often called a classical
spectrum.
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If adirect, specular component existsin addition to the scattered ones, the signal level
distribution will be Rician instead of Rayleigh, and the Doppler spectrum will have an impulse
at the frequency corresponding to the direction towards the base station. This Doppler spectrum
iscaled Rician.

Other models for the short-term fading include for instance the flat Doppler spectrum, whichiis
applicablein indoor environments [Parsons92], or a Gaussian Doppler spectrum [Lavnes92].

The long-term fading:

If the model only provides awide area average, the long-term fading as well as the short-term
fading must be modelled by an additional model. A possible way to model the long-term fading
is by the use of aMarkov model. In this case it is assumed that the fading process can be
modelled as being stationary only within certain states, for instance corresponding to line-of-
sight, non-line-of-sight and obstructed line-of sight. A Markov process can describe the
switching from one state to another [Bréten98], such that the overall process becomes non-
stationary.

Sarensen [ Segrensen98] has suggested modeling the long-term fading as an ARMA
(autoregressive moving average) process (e.g. [Janacek93]). An often-used model was
suggested by Gudmundson [Gudmundson91] and is based on the correlation function of the
long-tern fading process to be of the form

R(k) = const ¥ (eq. 39)

where the correlation coefficient a is area dependant and the distance between two pointsis
given by k.

Other models

A large number of other models than the ones mentioned in this subsection has been suggested
and used. Theseinclude for instance models by Xia and Bertoni ([Xia92]), whichisamodel for
urban environments that takes a large number of correction factors into account and therefore
sometimesis used in radio planning tools. Ibraham and Parsons [COST207_89] have
suggested a very simple model based on a large number of measurements in central London.
The model uses a distance power law*® and uses correction factors based on the degree of
urbani sation.

3.2.2 Deterministic models

All methods described in this subsection are based on using atwo dimensional terrain
description of the terrain profile between the transmitter and receiver. The models provide
accurate or approximate solutions to the propagation equations in two dimensionsin the
vertical plane. These methods are all considered narrowband because the time dispersion due to
vertical plane variations normally are small.

Three-dimensional methods or two-dimensional methods in the horizontal plane are considered
wideband and are all mentioned in Subsection 3.3.2 even though they often are developed to
provide path loss solutions only.

9 A distance power law means that the path |oss is assumed to be proportional to aterm R®
where R isthe Tx-Rx-distance and o is normally in the range 2 (free space) to 5.
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Common for al the methods described in this subsection is that since they ignore the
contributions by obstacles outside the vertical Tx-Rx-plane the performanceis strongly area
dependant, and the accuracy islimited in e.g. heavily built-up or mountainous areas.

Models based on Uniform theory of diffraction (UTD)

One model using UTD was suggested by Lebherz et.al. [Lebherz92]. In this model the terrain
obstacles are first replaced with simple geometrical objects (Figure 11 a)). Then N main
obstacles (MOs) areidentified and the profileis divided into N profile sections. The main
obstacles are obstacles that directly obstruct the line-of-sight between other MOs. Between

M Os secondary obstacles (SO) may exist which cause minor diffraction or scattering (Figure
11 b)). Specular ground reflections between MOs are considered SOs.

Transmitter Receiver

Terrain profile

b)

Figure 11. The UTD model. a) The terrain obstacles are replaced by wedges and convex
surfaces, for which UTD solutions exist. b) Illustration of one of the N profile sections.
Two SOs are present between the MOs. Taken from [ Lebherz92] .

The model uses an effective recursive matrix notation to calculate the total field, consisting of
contributions from all the relevant rays, including both the main diffracted and secondary
diffracted components. Mutual interaction between the SOs isignored.

Models based on Parabolic Equations (PE)

The parabolic equation is an approximation of the wave equation. The starting point of PE is
the scalar Helmholtz wave equation, written as

0%y +k%n%y =0 (eq. 40)
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where k is the propagation constant and n is the refractive index. The parabolic differential
equation approximation to this equation in the two dimensions range x and height z (ignoring
the variations in the y-direction) can be written as [Craig96]

2
a—u+2jkg—u+k2(n2(x,z)+22/a—1)u:0 (eq. 41)
X

622

where u is the amplitude function where the fast phase variations are removed from ) and ais
the world radius of curvature. This equation is normally solved by some kind of split-step
algorithm, which means that the solution is produced by marching along the x-direction and
solving a vertical stripe u(x+Ax, ) in an iterative manner based on u(x, ). This means that
back-scattering is disregarded. The boundary conditions at the earth, which need to be taken
into account, are dependent on whether the polarisation is vertical or horizontal.

The first solution based on PE was by Hufford in his master thesis from 1948 [Hufford48]. A
recent model based on two-dimensional PE has been suggested by Janaswamy and Andersen
[Janaswamy98]. The model takes into account both lossy (finite conductivity) and lossless
ground. Buildings can be superimposed onto the terrain profile and can have different electrical
properties from the ground. A similar method where the terrain is approximated by absorbing
half-screens is described in [Berg94]. Also in [Geng95] a PE modeling approach is described,
showing excellent closeness to fit with experimentsin rural aress.

In addition to these models being 2D, the most obvious disadvantage is the fact that back-
scattering isignored. This may not represent alarge error on uplink, since the base station
antennas are normally strongly directional, but may be a significant source of error on
downlink.

Models based on Integral Equations (1E)

Following the IE approach, the field at a scattering surface is written in the form of an integra
equation where the unknown field-strength (either electric- or magnetic-) is given by an
integral where the current density on the surface is part of the integrand. The current density is
then written as a series of basis functions with unknown coefficients. By satisfying the
boundary conditions on the surface, where the field-strength is known, the unknown current
density can be found using numerical methods, for instance (and most commonly) by the
method of moments [Balanis89].

The Electric-field-integral-equation (EFIE) uses the boundary condition on a perfectly electric
conducting (PEC) surface for the electric field. This formulation takes on a particularly simple
form in the case of a horizontally polarised incident wave. The Magnetic-field-integral-
equation (MFIE) solves the boundary condition for the magnetic field on any point on the
surface. Thisformulation takes on its simplest form in the case of vertically polarised incident
field. If the surface is neither perfectly magnetically nor electrically conducting, both the EFIE
and MFIE are needed for a complete description, the equations will then be coupled.

Hviid et.al. [Hviid95] describe a method based on MFIE. The model assumes a smooth surface,
which means that there must be no rapid variations within the integration step. It isalso
assumed that the terrain is 2D with no transversal variations and that there is no back-
scattering. Under these assumptions the model is exact. The model is very slow, but is often
used as areference for other models. A model using EFIE has been developed at Trinity
Collage, Dublin ([Moroney95], [Brennan98]). This model makes the same assumptions about
the terrain as the previously mentioned model, but is computationally much more efficient.
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|E methods do in general show good performance, the most obvious disadvantage being the
complexity, which can become high for high detail terrain profiles.

Other models

There exist anumber of other models and variations of the ones mentioned previoudly. For
instance there are models based on the two-dimensional finite-difference time-domain (FDTD)
in the vertical plane (e.g. [Pahlavan95]). FDTD in the horizonta plane would be considered
wideband, as described in the introduction to this subsection. There are also a number of well-
known methods that solve the problem of diffraction over multiple knife-edges. An overview
of theseis given by Parsonsin [Parsons92] and includes models by Vogler [Vogler82], Epstein-
Peterson [Epstein53], Bullington [Bullington47] and Deygout [ Deygout66].

3.2.3 Semi-deterministic models

In addition to the statistical and deterministic models described previously, hybrid models exist
which combine aspects of the two classes. In one of them Hata's statistical model is combined
with a multiple knife-edge diffraction model [Badsberg95].

3.3 Wideband channel models

Wideband channel models describe the time dispersion on the link. Certain models also
describe the direction-of-arrival and the Doppler spectrum. Most of the statistical wideband
channel models are only concerned with the relative dispersion. An additional model (e.g.
Okumura-Hata, Walfisch-lkegami) is needed to estimate the path loss.

Also, as discussed in the following subsection, some statistical models take the directional or
even Doppler domains into account. For the time being statistical model cannot take
polarisation into account.

3.3.1 Statistical models

In the statistical models, generally the WSSUS assumption (see Subsection 3.2.1) is used,
which means that the scattering function in the time delay and Doppler frequency domains can
be written as

S(t,v) =Q(r) D(v) (eq.42)

where Q(1) isthe power delay profile and D(v) isthe Doppler spectrum [Pahlavan9s].
The GSM recommended model

A rather simple model was suggested by COST 207 [COST207_89] and was adopted as test
channelsin the GSM specifications[GSM91]. This model is based on extensive wideband
measurements performed in many European countries.

The model uses tapped-delay-lines, which means that the power delay profile is described by a
number of discrete taps, which are specified by relative arrival delay and average relative
power. Each tap is also allocated a Doppler spectrum to account for the fading. Models for
rural area, typical urban, bad urban and hilly terrain are provided. The full details of the GSM
models can be found e.g. in [GSM91].
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The JT C recommended model for DCS

The American Joint Technical Committee (JTC) has suggested a model for usein PCS
(Personal Communications Services). The structure of this model is the same as the GSM
models, but it is somewhat more elaborate. There are models for indoor office, indoor
residential and indoor commercial areas. For outdoor there are profiles for urban high-rise,
urban/suburban low-rise and outdoor residential. For the outdoor environments there are
models for both high and low antenna. The model is fully described for instance in
[Pahlavan95].

Freguency domain models, AR modeling

The statistical wideband models mentioned up to now are all time domain models. The channel
response can also be modelled in the frequency domain. In [Pahlavan95] a model based on
autoregressive (AR)-modeling is described.

Models including direction-of-arrival (DoA)

Prediction of the performance of smart antenna and MIMO systems requires the knowledge of
the channel response also in the directional domain. As systems with smart antennas are still
under development, channel models including DoA rarely exist. It is however expected that 3
generation systems will make use of smart antennas, thus requiring advanced directional
channel models.

TUV Geometrical model:

Fuhl and Molisch [Fuhl98] at the Technical University of Vienna (TUV) have developed a
model that is geometrically based. That means that the channel response is generated based on
assumptions about the geometrical position of the scatterers. The complex impulse response
(CIR) in time delay (1), absolute time (t) and azimuth angle (¢) at the base station can
according to the model be written as

h(t,t,9) = hLos(T,t,¢) + hiocal (T, 1, @) + hgistant (T, 1,¢) + hs(T,t,¢9) (eq. 43)

where h, os is aline-of-sight component, which may or may not exist. h,ey consists of reflected
components from scatterers in the vicinity of the mobile station, and hgs of components due to
scatterers close to the base station. These last components will only exist in cases when the
base station is lower than the terrain surrounding it. hggan iS due to reflections from scatterers
away from both the M S and BS, which can be for instance mountains or very large building
structures. The positioning of the scatterersisillustrated in Figure 12. The model definesthe
scattering areas, the distribution of the scatterers within each scattering area as well asthe
bistatic radar cross-section of the individual scatterers.
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distant scatterers

local scatterers

Figure 12. lllustration of the geometry for the TUVI model, the areas in which the scatterers
are positioned are divided into local, distant and BSareas

The full details of the model, including assumptions about the number of, and the distribution
of, the scatterers, the size of the scattering areas, and the distribution of the scattering power is
given in [Fuhl99] for picocells, microcells and macrocells. In alater extension of this model
[Molisch99], the probability density function of the scatterersis uniform throughout the whole
cell area, but the cross-section of the scatterersis different and may change with time.

Other models

Other tapped-delay-line model s than the ones mentioned in this subsection have been
suggested. A somewhat more elaborate model was developed by the RACE CODIT project
[CODIT95]. The model differs between 15 different types of environments, ranging from
picocells to macrocells. The number of taps, time delays of each tap and fading are all decided
by statistical distributions rather than fixed values.

A model including DoA has been suggested by Nerklit and Bach Andersen [Nerklit98]. Like
the geometrical model, this model is also motivated from the geometry of the channel, but
assumes a dightly different geometry and is 3 dimensional to be able to account for differences
in antenna height at the transmitter and receiver.

A stochastic directional channel model is suggested by Pedersen et.al. in [Pedersen0Q]. It
describes the power azimuth spectrum as being Laplacian distributed and the power delay
profile as being gaussian distributed. A 3D stochastic model for indoor channelsis described in
[Zwick0Q]. The model takes the Doppler spectrum inherently into account, and can be extended
to include outdoor urban areas.

A new approach has been suggested by Franceschetti et.al. in [Francechetti99]. The model
assumes optical-ray propagation across a medium of disordered |ossless scatterers. The
medium is composed of sites organised in aregular two-dimensional lattice. Each site can
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either be occupied by alossless square object or not. Propagation is modelled as a random walk
through the lattice.

3.3.2 Deterministic models

The deterministic methods mentioned in this subsection are 3D, or 2D models taking
propagation only in the horizontal plane through Tx and Rx into account. As previously
explained in Subsection 3.2.2, 2D models taking propagation only in the vertical plane through
Tx and Rx into account are assumed to be narrowband, due to the limited time dispersion
introduced.

Ray-tracing

When the obstacles in the channel are large compared to the wavel ength and when specular
reflections and refraction are the dominant propagation mechanisms, like in indoor
environments or regular outdoor urban environments, the propagation can be well estimated by
using the theory of geometrical optics (GO) and approximating all obstaclesto be electro-
magnetically large, smooth polygons. This lead to the development of a class of prediction
methods called ray-tracing [Pahlavan95]. In ray-tracing, all the paths (or rays) connecting the
transmitter and receiver through multiple reflection, refraction and direct free space
propagation are identified. By adding all the significant components at the receiver, the total
contribution can be found. Complex ray-tracing algorithms may also include diffraction and
sometimes al so diffuse scattering [Anderson96], [Kurner93]. In Figure 13 an example
illustrating the concept is shown. An example of an implemented Ray-tracing tools is described
ine.g. [Wagen94].

| diffracted-reflected
diffracted

N

| reflected-reflected

Tx

Figure 13. Ray-tracing, illustration of the propagation mechanisms.

There are two main types of ray-tracing algorithms, the direct methods (or ray launching) and
the inverse methods (or ray tracing) [Cétedra98]. The direct methods, which include
pincushion and shooting-and-bouncing rays, is based on 'launching' a number of ray tubesin
all directions from the transmitter and follow them until they reach the receiver or are
attenuated so much that they need not be considered. These methods can become cumbersome
when diffraction is to be included, because each diffracting edge must be treated as a new
launching source. The inverse methods take a somewhat different approach. Given the

31

URN:NBN:no-1290



Analysis of channel models for mobile communications

geometry of the problem, the algorithm searches for the direct path, reflected paths, diffracted-
reflected paths and so forth. For instance to search for (single) reflected paths the a gorithm
needs to find facets which can be seen without obstruction by both the transmitter and receiver.
These algorithms are more complex than the direct methods, but are better suited to take
diffractions into account. In [ Gschwendtner95] the two approaches are compared in terms of
performance and complexity.

To keep the complexity and computational requirements at areasonable level, until recently
most ray-tracing algorithms have been two-dimensional, taking into account propagation in the
horizontal plane only. This means that floor and ceiling reflections have been ignored in indoor
environments, and over-rooftop diffraction have been ignored in outdoor urban environments.
However, at the cost of increased computational requirements, also 3D agorithms have been
developed (e.g. [Rizk96], [Lee01]). It has been shown that the 3D methods can be considerably
speeded up by assuming all the obstructing wallsto be vertical [Liang98].

The ray-tracing assumption of surfaces being smooth and large (compared to the wavelength) is
alimitation for the method. Discussions of using a more redlistic approach to the reflection of
wallsisdonein e.g. [Landron93] and [Anderson96]. Allowing diffuse scattering as well as
specular reflection will provide alarge increase in complexity.

3D radar models

The type of model referred to as 3D radar models uses bistatic radar theory to predict the
channel. These models estimate the path lossin the vertical Tx-Rx plane and take off-axis
scattering into account. The path lossis calculated using diffraction theories. Off-axis
scattering is taken into account as contributions from surfaces seen by both the transmitter and
receiver. Different methods for calculating the radar cross-section of these surfaces have been
used, based on models describing the coherent reflection and diffuse scattering from natural
surfaces. the models normally only alow first order reflection/scattering. The concept is
illustrated in Figure 14. Implementations are described in e.g. [Lebherz92], [Lie97] and
[Tameh97]. These models, along with others, are described and compared in more detail in
Chapter 4.
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Tx

Rx

Figure 14. lllustration of models based on bistatic radar theory. First a 2D model in the
vertical Tx-Rx-plane is found, then a 3D extension is found by identifying the
significant off-axis scatterers.

Full wave solutions

There exist descriptions of a number of models that provide full-wave solutions of the Maxwell
equationsin 3D or 2D in the horizonta plane. These include an extension of the parabolic
equation method described in Subsection 3.2.2 to 3D [Tjelta97]. A comprehensive description
of PE techniques for electromagnetic wave propagation isgivenin [Levy00]. 3D FDTD
methods have also been described [Pahlavan95].

The obvious disadvantage of these methods is the complexity when the Tx-Rx-distances
become large. No implementations using 3D fullwave solutions intended for radio planning of
terrestrial mobile communications have been encountered.

Other technigues

A model suggested by Ericsson [Berg95] applicable for microcellular urban environmentsis
representative of a dightly aternative approach. The method assumes the over-rooftop
diffraction to be unimportant, i.e. that the base station antennais low. The prediction is made
by predicting the propagation along street canyons. Propagation from one street into a crossing
street is predicted by using empirical formulas. The path loss along streetsis predicted using
the dual slope behaviour observed for propagation in street canyons® [Xia93]. The model is

2t has been observed that in a street canyon, close to the base station the received signal
follows a free space (1/R?) law, whereas at one point the signal level versus distance curve
experiences a change in slope, i..e. it starts to follow a 1/R* law. The point where the slope
changesis called the breakpoint. This breakpoint can be calculated from the frequency and
the geometry by viewing the canyon as a waveguide and finding the point where the first
Fresnel zone becomes blocked by buildings. In [Borjeson92] experimental work is doneto
identify the breakpoint.
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computationally efficient asit uses a recursive method to calculate the path loss along an
unlimited number of street canyons crossing each other.

3.4 Evaluation

The demands on the channel models will be different depending on whether the usage is system
design or radio planning. The focus in the work described in this report is channel models for
radio planning. However, channel models for system design will be discussed briefly in the
first subsection of this section. The second subsection discusses channel models for radio
planning.

When evaluating the methods described in the previous two subsections a decision has to be
taken on the selection criteria. The first criterion must obviously be that the model is able to
estimate all the parameters required. Thereafter, there are two basic performance criteria;
complexity (time consumption) and accuracy. These requirements are normally competing.

3.4.1 Channel models for system design

For system design purposes statistical channel models or characteristics of physically measured
channels are used. Of the types of statistical channel models described in this chapter only the
wideband channel models describe the time dispersion of the channel, as required to allow the
estimation of the behaviour of high speed, large bandwidth systems. The models from
Subsection 3.3.1 fulfil these requirements. Also, if the model isto be used to predict the
performance of smart antenna systems, directional information must be included.

Two statistical models that provide all the required channel parameters are presented here.
these are the TUV Geometrical Model described in [Fuhl97] as well as the model by Nerklit
and Bach Andersen described in [Nerklit98]. They are quite similar in that they are both
geometrically based, meaning that they are motivated from the geometry of the channel,
estimating the channel from assumptions about the position of significant scatterers. They have
both shown to compare reasonably well with experimental data, both in terms of time- and
space dispersion. The Ngrklit model is more complex, being 3 dimensional.

It is suggested that the Narklit model is appropriate for microcellular, urban scenarios, where
the antenna height difference between the transmitter and receiver will be important to the
nature of the mobile radio channel. For rural areas, which is the focus of the work described
here, the TUV Geometrical Model will provide sufficient accuracy. In rura areas, the model
should be used without significant scatterers around the base station, but with significant
distant scatterers (see Figure 12).

When using statistical models to estimate the system performance there should always be made
an effort to make the models as similar to reality as possible, by comparing with experimental
data. An alternative to using statistical models, as described above, isto use recorded datafrom
representative scenarios.

3.4.2 Channel models for radio planning

For radio planning deterministic channel models, or possibly statistical models with correction
factors, should be used. Only the wideband models will provide information about time and
angular dispersion as well as path loss. There are three main candidate categories of models, all
described in Subsection 3.3.2; 1) ray tracing models, 2) 3D radar models and 3) models using
fullwave solutions (called fullwave models from now on).
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When limiting the scopeto rural areas, as described in Chapter 1, the ray tracing models will be
least appropriate. Thisis because of their inherent assumption of al obstacles being smooth,
electro-magnetically large polygons. In addition their ability to handle multiple reflections or
reflection-diffractions will be much more useful in dense urban or indoor than in rural
environments, because of the large number of obstaclesin these cases.

Models using 3D fullwave solutions may become applicable for macrocellular rural areas, but
are currently not implemented. The large complexity leads to unacceptably high time
consumption, even with powerful computers. Thus, presently the 3D radar models seem to be
most appropriate for rural areas.

Complexity:

The time consumption in the 3D radar models depends on how the reflection are taken into
account. Another factor is the map resolution. The order of the reflection modeling signifies
how many multiple reflections are used. Due to the loss normally being large, only diffuse
scattering of the first order istaken into account. In the simplest implementations diffraction is
only taken into account in the vertical plane through transmitter and receiver. Only scattering
facets with line of sight to both Tx and Rx are then considered. More advanced implementation
will take into account diffractions to and from the scattering facets as well.

Another factor that isimportant to the complexity is the way the search for the significant
scatterersis performed. If no pre-test is performed al facetsin the map area must be taken into
account. A possible technique to speed up the estimation isto limit the area, at the risk of
disregarding significant scatterers from far-off positions. Another techniques to speed up the
search for the significant scatterers use afast, geometrical search for surfaces with line-of-sight
to both Tx and Rx. Thisis discussed in Chapter 4.

Which 2D model to use in the vertical Tx-Rx-plane is another critical factor for the time
consumption. Most implementations use quite simple UTD-based models. In [Liebenow95] it
was concluded that using a parabolic equation 2D model was too time consuming to be used in
practise in planning tools. However, later results showing very fast implementations of
fullwave 2D models may make this feasible (e.g. [Brennan98]).

The total time consumption will also be strongly dependant on the digital map resolution.
Unfortunately, this aspect is not treated thoroughly in the litterature. Lie and Remvik [Lie97]
report an estimation time of approximately 50-100 ms per grid location using a map with
resolution 100 m on Pentium 90 over distances up to afew km. In [Becker95] afast scatterer
search method that reportedly decreased computation time by 80% is described, but no actual
time reference was given.

Accuracy:

The accuracy of radio planning tools can be evaluated be their ability to predict parameters
describing path loss, time dispersion and angular dispersion. Most authors report accuracies
for path loss prediction. There have not been alot of results reported on the ability of wideband
channel models to accurately predict the time and angular dispersion. In [Liebenow96] it was
shown that by using a 3D radar model the GSM-specific Q16-parameter* could be estimated
with an average error of —1.1 dB and a standard deviation for the error of 7.6 dB. In

% The Q16 parameter is defined as the amount of signal power within a 16 pus window to the
amount outside. The length 16 psis equal to the length of the channel equalizer window in
GSM.
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[Davidsen94] the delay spread parameter was estimated, with an accuracy of “approximately
+10%".

The most important estimation parameter in radio planning is path loss, because it has the most
direct influence on the positioning of base stations. The most common performance criteria are
the mean (systematic) error and the standard deviation of the estimated path loss compared
with measurements. Table 1 lists recorded accuracy parameters for various channel models.
Also some 2D models are included for comparison. These results give an indication of the
performances reported. Care should be taken when comparing results obtained in different
environments, as the amount of data, the frequency, the map underlay and the terrain type all
will differ between different investigations. When results from several measurement series
from the same area are reported, the number given in the Table is the average.

Lacking values indicate missing information in the original paper.

M easur ement M odel Frequency Area Tx-Rx- | Meanerror | STDerror
location type (MH2) Type dist. [km] (dB) (dB)
Bristol; UK 3D radar 1823 Rural 1-2 7.7
Florg, Tretten, 3D radar 900 Rurdl, -3.2 7.6
Rayse; Norway hilly

Garmisch 3D radar 919/1873 | Mountain- | approx. 1- -1.8 5.0
Partenkirchen; ous 18

Germany

Aalborg; MFIE (2D) 1900 Rural 6-11 51 8.7
Denmark

Aalborg; IFIE (2D) 1900 Rural 6-11 8.2
Denmark

Aalborg; Mult. half- 1900 Rural 6-11 3.0 7.6
Denmark screen

Aalborg; PE (2D) 1900 Rural 6-11 6.7 8.3
Denmark

Aalborg; UuTD 1900 Rural 6-11 34 10.2
Denmark

Aalborg; Neural 970 Rural 6-11 29 5.7
Denmark Network

Aalborg; Hata 1900 Rural 6-11 4.0 10.3
Denmark

Aalborg; Forward 1900 Rural 6-11 5.3 6.8
Denmark scattering

Table 1. Path loss prediction comparison, using different types of channel prediction methods

The first three models are 3D radar models, developed by the University of Bristol, SINTEF,
Trondheim and Deutsche Telekom, respectively. They are all discussed in more detail in
Chapter 4. The fourth and fifth model are Integral Equation methods as discussed in this
chapter, the EFIE model as developed in Aalborg, Denmark [Hviid95], and the MFIE model as
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developed in Dublin, Ireland [Moroney95]. The multiple half-screen model is based on
replacing the terrain with absorbing half-screens ([Walfisch88], [Berg94]) with a solution using
theory of diffraction. The parabolic equation model follows the technique described in
Subsection 3.2.2 and is developed by Ericsson [Berg94 2]. The UTD method isthe
implementation described in Subsection 3.2.2 developed at the University of Karlsruhe. The
ninth method is one based on neural network training as discussed in Subsection 3.2.1
developed by Alcatel and the University of Stuttgart. The Hata implementation is a semi-
empirical approach following the technique suggested in [Badsberg95] using knife-edge
diffraction in combination with Okumura-Hata. The (fast) forward scattering technique is based
on empirical propagation curves and geometrical diffraction [Kuhlmann95].

It should be noted that alarge number of the results listed are based on the same measurement
datafromrural areain Aalborg, Denmark. Thisis because the measurement data were made
freely available, and it was recommended to use these data to compare with predictions so that
model performances could be compared.

The Table shows that the 3D models have better performance on average than the 2D models,
but the difference is perhaps smaller than expected. It should however be noted that the test
areain Denmark was chosen to have limited transversal height variation, making it suitable for
2D prediction. In [Li€97] it was shown that on the most extreme test route the standard
deviation for the error was reduced from 21 dB to 7 dB by going from 2D to 3D.

As expected the semi-empirical Hata-implementation had the poorest performance. However,
its performance was probably surprisingly good, indicating that by using appropriate correction
factors, semi-empirical approaches may provide acceptable results, at least for uncomplicated
scenarios.

A comment should be given about the good performances of the neural network model and the
Deutsche Telekom 3D model. As discussed in Subsection 3.2.1 the inherent disadvantages of
the neural network approach are that they are not physically based, and that the performanceis
very specific to the areain which the training was performed. In this case it is suspected,
although not explicitly stated, that the training was performed for data from the same area as
the experiments were performed. As described in Chapter 4, the Deutsche Telecom model uses
avery simple description for the scattering, needing only one parameter. This scattering
parameter is found from optimisation from experiments. It may be questioned if the results
presented are slightly optimistic since the parameter optimisation is performed based on the
same measurement campaign as the actual experimental data used.

Results from predictions made in urban area environments have also been inspected, although
that is not the focus of thisinvestigation. The resultsin terms of error isin the same order of
magnitude as the results given in Table 1. The standard deviation of the error ranges from
approximately 6 dB up to 14 dB. Ray-tracing techniques have varying performance. For
scenarios where the base station is above or close to the average rooftop height the ray-tracing
should be 3D, taking into account over rooftop diffraction. The best performances were found
on aray-tracing tool developed at the University of Stuttgart [Hoppe98] and a simple recursive
model based on propagation along street canyons [Berg95]. Also in urban areas neural network
approaches were shown to work very well.

Conclusion:

Based on the results and discussions in this chapter and considering the requirements from
Chapter 1 it has been concluded that the 3D radar models are most appropriate for rural area
radio planning purposes. The main reasons are that

« the model providesall the necessary parameters according to the requirements identified,
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« the model provides good accuracy with respect to channel estimation, and

« the model has areasonable complexity, making it applicable for implementation into radio
planning tools.

More detailed suggestions about the implementation, as well as results from an implemented
test-case are described in Chapter 7.
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4 Scattering and diffraction theory applied to mobile radio
channels

This chapter gives an overview of scattering and diffraction applied to mobile radio channels.
Section 4.1 gives a brief overview of the main theories for scattering from rough surfaces with
afocus on models currently used in 3D radar models. Section 4.2 contains areview of existing
radio channel models using rough surface scattering. Section 4.3 discusses the requirements for
the types of models discussed in the previous section, and identifies possible extensions and
improvements. In this section the inherent limitations of the models, due to for instance
weather and seasonal changes, are also discussed. Section 4.4 provides suggestions for
improving the performance of 3D radar models, and identifies work items that have been
carried out and are described in the remainder of this report.

4.1 Theory of scattering from rough surfaces

4.1.1 Statistical description of rough surfaces

A surface can be regarded as rough (as opposed to smooth) when irregularities in the surface
lead the reflected wave from the surface to differ significantly from a specular reflection. The
roughness is due to the phase differences experienced by rays reflected from different parts of
the surface. An often-used criterion to distinguish between rough and smooth surfaces was
suggested by Rayleigh. The criterion states that the surface can be considered rough if the
phase difference of reflected components exceeds 1/2. Figure 15 illustrates the concept
[Boithias87].

Figure 15. Reflections from a rough surface [ Boithias87] .

The phase difference between the components shown is 2 GZA—” [(Ah&ing . Using the Rayleigh

criterion a surface can therefore be regarded as rough if

O
8siny

(eq. 44)
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Note that surfaces that are rough at one angle of incidence can be smooth at another. Rayleigh’s
criterion looks rather arbitrary, but has proven to be satisfactory for rough surface
classification. In areal environment all degrees of roughness ranging from perfectly smooth to
completely rough will be present. Figure 16 illustrates schematically what happens with the
scattered energy from a surface with increasing degree of roughness. In @) the surfaceis
smooth, whereasin b) it is dightly rough, leading part of the coherent energy to be scattered
randomly into adiffuse field. In c) the surface is very rough, leading the diffuse field to
dominate and the coherent field to be neglectible.

Incident wave

a
) Coherent field
b)
Reduced
Diffuse field coherent field
C)

Diffuse field

Figure 16. Schematic of scattered energy from a surface which is a) smooth, b) slighly rough
and c) very rough. Taken from[Ogilvy91]

A deterministic description of an individua rough surface would not be appropriate for the
purpose of mobile radio channel prediction. Therefore only statistical solutions are sought in
this case®. The statistics of the surface must be used for such a solution to be found. The
surface will normally be described by its deviation from a smooth, reference surface. The
height variations can be seen as a continuous, random process, where the height in agiven

22 gplutions to deterministic rough surfacesinclude |E methods (i.e. [West99]).
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positionr is h(r) . The height distribution is p(h) . Often the height distribution is assumed to
be Gaussian, which means that it can be written as

Hr?h

2
() = —~_ el 20°F (eq. 45)

ov2r

where o is the standard deviation of the height variation.

The surface can also be described by its correlation function, that assumes that the statistical
properties are independent of r. The correlation function provides a measure for the rate of
change on the surface. It is written [Ogilvy91]

h(r) h(r +R
R):M (eq. 46)

o2

where (...) < denotes spatial averaging. Most surfaces will have correlation functionsin which

C(R) decay to zero asthe value of R increases. Quite often the correlation functions suggested
are of Gaussian shape, written as

HRH
C(R) = el Ll (eg. 47)

where Lg isthe surface correlation length. The mathematical functions are chosen to allow

analytical solutions. In addition to the statistics of the height distribution, the electromagnetic
properties of the surface must be known for a solution to be possible.

A surface isreferred to as homogeneous if the electromagnetic properties (permitivity,
permeability, and conductivity) are constant over the surface [Ulaby89]. The surfaceis
statistically homogeneous if the electromagnetic properties are not necessarily constant, but
that the statistical parameters are the same over the surface. If a surface is statistically
homogeneous, and in addition the surface height distribution is the same over the area, the
surface isreferred to as statistically uniform. A very useful property of statistically uniform
surfacesisthat the radar cross-section is the same no matter which part of the surfaceis
inspected.

The surfaceisisotropic if the statistics of the statistics of the surface isindependent of direction
along the surface. Thisis almost always assumed for practical purposes, but as shown in
Chapter 5 is not alwaysthe case in practise. A stationary surface is assumed to have the same
statistics independent on position. If asurfaceis ergodic the statistics of the surface can be
found either from many realisations (ensamble averaging) or equivalently from many different
part of one realisation (spatial averaging). This latter property is necessary if surface statistics
are to be obtained from inspection of the surface.

Solutions to scattering problems are always sought in the form
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a(r) =aj(r)+as(r) (eg. 48)

where aisthe total fieldstrength in the position given by the vector r, a; istheincident wave
and ag isthe sought scattered fieldstrength. The solution is normally found by applying the
appropriate boundary conditions on the surface.

4.1.2 Perturbation theories
The perturbation theories are solutions that exist given that the surface is only dightly rough.

Perturbation theory:

This technique uses the following two requirements on the height function [Ogilvy91]

Klh(x, y)| <<1

[Oh(x, y)| <<1 (eq. 49)

where k is the propagation constant. When a Taylor series expansion of the fieldstrength
function on the surface is used, these requirements lead the series to be convergent, allowing a
limited number of elementsin the series. The order of the solution refers to the number of
elements used. First order solutionstake only the first two terms into account and the
fieldstrength on the surface can be written

a(r) z=0th d%| 7=0 (eq. 50)

z=h=a(r)

whereas for second order solutions the fieldstrength is written

2 52
a0 z=n=al0) 220+ F5 Do + 5 50 e (eq- 5

The solution can be found by applying the appropriate boundary conditions to the Helmholz
scattering integral equation, which can be written 2

%) s(ro) (eq. 52)

oG(r,
M—G(r’ro)_
on ong O

0
as(r) = [@&(ro)
sO

Inthisequation I, isapoint on the surface and N, isthe unit normal vector on the surface. G
isthe Green's function

2 This equation can be found by using that the total field is a harmonic solution to the wave
equation and use the divergence theorem and Green’ s first and second theorem, see e.g.
[Beckman63].
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ejk|r—r0|
G(r,ro) :m- (eg. 53)

The form of the solution is dependent on the type of boundary condition used. The solutions
can most easily be found in the case of a Dirichlet boundary condition, which can be written

a(r)|z=h =0 (eq. 54)

In this case it can be shown that the first order solution is the sum of a coherent field and a
diffuse field where the coherent field is the same as that produced by a smooth surface,
ag = agoh tagiff - Therefore the first order perturbation theory does not conserve energy.

For an incident plane wave with elevation angle 6; , the resulting diffuse power

* 2
Ruiff = agiff [giff = |adiff| in the far field in scattering elevation angle 65 and relative
azimuth angle Ag is shown to be

4 2 2
4k™ cos” B; cos” 6
Paiff = > > [Av [P(KA KB) (eq. 55)
r

where Ay, isthe areaof the surface and r is the distance from the surface. P(sy,sp) isthe

two-dimensional power spectrum of the surface, found by a Fourier transform of the correlation
function C(x,y) . In addition

A=sinf; —sinfg cosAg

.56
B =-sinfssinAg (eq.56)

Different types of boundary conditions give slightly different results. The solution for second
order perturbation theory is of similar form and can be shown to be

_ak*@+V)A+V")cos? ;

r2

2
cos“ 0
Peiff S Ay [P(KA kB) (eq. 57)

where V isthe surface mean field reflection coefficient which can be approximated as

V =1-2k%02 cos? 6 (eq. 58)

where o isthe root mean square height variation of the surface.

The validity of the perturbation theory is restricted by the requirementsin eg. 49. The accuracy
will decrease as the angle of incidence decreases. The theory does not take shadowing (parts of
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the surface is not illuminated due to the roughness) into account, but multiple scattering is
included up to the order of the perturbation solution.

Rayleigh theory:

This method is based on writing the unknown scattered field as a sum of outgoing plane waves
and solving for the unknown coefficients by satisfying the boundary conditions. The first
solution was reported to be first presented by Rayleigh in 1907 and later in 1945 [Ogilvy91],
and was for normally incident waves upon a periodic surface. The theory was later extended to
random rough surfaces [Rice51] and for arbitrary angles of incidence [LaCascue56]. The
method does not take multiple scattering into account, and inherently assumes the surface to be
only slightly rough, allowing the seriesto converge.

Phase perturbation method

The phase perturbation method ([Winebrenner85], [Broschat90]) is a newer approach which
has been shown to have alarger range of validity than the classical small perturbation method.
The method is based on the extinction theorem, which takes its name from the assumption that
within the body of the scatterer the field is zero. By starting with the Helmhol z integral
equation and using the above condition, the result is an integral equation with the derivative of
the total field within the integrand. The perturbation theory is used to write the derivative as a
truncated series expansion. The phase perturbation method uses an expansion in the form of a

(8)

sum of harmonic functions, S re' 9(%) , where the unknown function ¢(x) isalowed to

i
have variations only in one dimension, along the x-axis.

4.1.3 Kirchoff theory

The Kirchoff theory is based on solving the scattering problem by using the approximation that
each point on the scatterer is part of an infinite plane, parallel to the local surface tangent.
Therefore the method is also called the tangent plane method. The method iswidely used in
antenna theory. An adoption to natural surfacesis straight-forward, and comparisons with
measurements are reasonably good for a certain degree of roughness.

The formulation starts with the Helmholtz scattering formula, which can be written

s()

2G(r,
a ()= ()+ [ @s(ro) o0 -G(r,rg) 251 9o (eq. 59)

&0 dng

where a isthetotal field, a; istheincident field and ag isthe scattered field. The integration
is over the closed surface Sg, and r isinside the enclosed volume that contains no sources. G
isthe Green’sfunction as givenin eq. 53. A conventional assumption isto extend the surface to
be an infinite plane below a half sphere at |r| = oo, allowing an integration over a closed
surface. Since the closed volume contains no sources, one can write

oG(r,rg)
ano

aa, (r) g

-G(r,rg)—— @S (eg. 60)

0
[ @i(ro)
&0
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By comparing with eg. 59 this means that the ag inside the integral in eq. 59 can be
interchanged with the total field a. Then theintegral equation can be written

0G(r,rg)

da(r)d
ang [@So (eg. 61)

-G(r,rg)——=
(r,ro) ang =

O
as(r)= [ @(ro)
S
A number of approximation and assumptions is then introduced to solve this equation:
1. TheKirchoff approximation, which states that the field at any point on the surface can be

written as

a(ro) =[1+r] @ (ro) (eq. 62)

2. Theincident wave is plane and monochromatic.

3. Theobservationisin the far field, such that |r| is much larger than the dimensions of the
surface.

4. Thereflection coefficient I is constant over the surface.

It can then be shown [Ogilvy91] that the general solution can be found from

—i jkr .
J[k;@@':(@i 0s,00)0 | elkc00Y0) gty +ae (eg. 63)

as(r) =
40T Su

where the integration is over the mean plane SM (usually z=0). Also, the phase function ¢ is
defined as

¢(x0, Yo) = AXg + Byg +Ch(xg, Yo) (eq. 64)

The angular factor Fis

Aa Bb E

F(0;,0<,Ap)=0.5 +—+cC . 65
(6i.65.80) = 05 =4+l (eq. 65)
The constants A, B, C, a, b and c are defined as
A=sing; +sinBgcosA@
B=sinfgsnAg
C = —(cos6@; +cosf
(cosf; s) (eq. 66)

a=8n6j(1+)-sinfgcosAp(l-T)
b=sinfgsinAp(1+I)
Cc=cosfg(1+I)—cos; (1-T)
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a, isaterm due to the edge effect. In [BeckmanG3] it is argued that this term can be
disregarded for surfaces much larger than the wavelength.

The coherent field is equal to the complex expectation value of the scattered field, and can be
found from

8coh = <as> (eq. 67)
The diffuse field has an expectation value equal to zero, its average power is defined as

Paiff = <as @s* > - <as> Eqas* > (eq. 68)

The solutions take an especialy simple form in the case of Gaussian surface statistics. In this
case the coherent field is

dcoh = as0 292 (eq. 69)
where aqg isthefield in the case of a plane surface, g is given by
g= kzaz(cosei + coséls)2 (eq. 70)

and o is the standard deviation of the height distribution.

The diffuse power can be written

202, 2.-9 2 2
k“F“Lp“e © k2 (A“+B )L
Puiff =—02 Av T eXIOE E (eq. 71)
4T n=1mn 0 4n [

where Lg isthe surface height correlation length and Ay, isthe surface size. This expression

can be simplified for the cases of small to medium roughness in which closed form expressions
can be found by atruncation of the infinite sum. In the case of dlightly rough surface the
solution is

k4C2F 2
Paifft =————— Am P(kA kB) (eg. 72)
I’

where P(s1,s») isthe surface power spectrum as defined in the previous subsection.

In the case of very rough surface the seriesin eq. 71 does not converge. In this case
[Beckman63] has shown that the total power, which isamost equal to the diffuse power in the
case of very rough surface (no coherent field), can be approximated as
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_k?F?g2 A B
ot =57~ 20w [hrzfie o 0 (0. 79

r

where P, (X, y) isthesingle-point joint probability distribution for the x and y surface
gradients given as

2 2,,2,.,2
L Lo“(x~ +

Pr2(Xy) =—— >
4nio 0 40 C

Generally Kirchoff theory is most accurate for medium rough surfaces, and less accurate for
very rough surfaces, due to its assumption that requires the surface to be locally plane. A
restriction for the applicability of Kirchoff theory is given in [Ogilvy91] as

k O [Bos>6; >>1 (eq. 75)

where r¢ isthe minimum radius of curvature for the surface. A discussion of the range of
validity for the SPM and the Kirchoff methodsis provided in [Khenchaf96].

AsKirchoff is based on similar assumptions as the Small Perturbation method, it does not
converge energy.

4.1.4 Depolarisation

The solutions given in the two previous subsections are scalar; in order to study depolarisation,
which is coupling between polarisations, vector solutions must be used. Appendix A shows the
results for the polarisation dependant vector solutions for the perturbation theory and the
Kirchoff theory.

4.1.5 Other models

An approach was used by Braun and Dersch in [Braun91]. It was shown that under certain
conditions the scattering from random, rough surfaces can be approximated as being
Nakagami-m distributed, so that

meaZm—l

pa) = e (B’
rmam

(eq. 76)

where the parameters m and Q are physical parameters that can be derived from the surface
roughness h, s and the surface correlation length L. This reduces to the Rayleigh distribution
for m=1.

Didascalou et.al. [Didascalou01] has described a method to predict rough surface scattering for
use in ray-launching. The method makes a Kirchoff like assumption in that it is based on a
tangentially plane approximation. The surface is divided into subsurfaces from which the
individual contributions (rays) can be found in a statistical sense using the statistics of the slope
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on the surface. Unlike in the Kirchoff formulations, the coherent and diffuse components are
predicted at the same time, which will be an advantage for ray-launching techniques taking
diffuse scattering as well as coherent reflections into account, making such techniques more
plausible. The method was verified using simulations and comparing with predictions from the
Kirchoff formulations.

A hybrid model type referred to as a two-scale model is described by Khenchaf in
[Khenchaf96] and [Khenchaf99]. The model uses both Kirchoff and SPM in the same model to
overcome the restrictions in validity for the two models. The model allows different degrees of
roughnessin the same surface. In [Ro88] amodel called the facet-emsemple method is
described. The model in based on a description of the surface as consisting of piecewise flat,
infinitely long strips, so that interior and exterior wedges are formed. The model calcul ates the
field as a superposition of reflections from the facets and diffractions from the wedges using
UTD. Only aone-dimensional solution is provided.

4.1.6 Lambertian based methods
Lambert’slaw (1760) states that the brightness of arough surfaceis equal in all viewing

directions. This extremely simple assumption has been used to model rough surfaces. In bistatic
radar terms the assumption can be written

o0 = Bcosei (eq. 77)
m

where ¢ isthe normalised bistatic radar cross section, as described in Chapter 2, Risa
constant and the cosine dependence on the incidence angle is due to the amount of energy
illuminating the surface.

Oren model:

Oren and Nayar [Oren95] have developed a model describing the scattering from many rough
surfaces, each of them having Lambertian scattering. The Oren model was developed for usein
machine vision, and the verification and rationale behind the model was therefore for visible
light frequencies **. Brook et. al. [Brook96] applied the model to mobile communication
frequencies (1 GHz) and transferred the description to bistatic radar terms.

The model assumes the surface area dA to be built up of alarge number of smaller facets with
area da, each of the smaller facets being Lambertian. The smaller facets da are large compared
to the wavelength, allowing the use of GO. These assumptions can be written as

22 << da<<dA (eq. 78)

The facets appear in pairs, forming a V-shape, and the width of each facet is much smaller than
its length. The orientation with respect to the global surface normal is given by the angle 65 .
The geometry isillustrated in Figure 17.

2 An example of arough surface not being well described by a Lambertian model at light
frequenciesisthe fact that the moon appears like a disc when viewed from afar. If
Lambertian scattering had been the case the moon would appear brightest in the middle and
dark at the edges.
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dA

Figure 17. Geometry of the Oren model, the facets are arranged in V-cavities, each oriented
with an angle 6, to the normal direction. Taken from [ Oren95]

The angle 8, is assumed to have a Gaussian distribution with variance 02 . The model takes

into account shadowing (parts of facets are not visible from the transmitter), masking (parts of
the facets are not visible from the receiver) as well asfirst order multiple reflections. It is
shown in [Oren95] that the resulting normalised radar cross section can be written in the form

50(61,65,09) = S cos6; OKy + K ) (eq. 79)
T

where K ; accounts for direct reflection, whereas K, accounts for components due to multiple
reflection. These factors are defined as

K1 = Cy +cos(Ag) [T, Oan 3 + (1-|cos(Ag))) [T Eﬁan%”%ﬁg (eq. 80)
2 2 O
Ko =0. 17R—[-I—I1 cos;(A(p)EBz—B2 (eg. 81)
m g2+013 H OH
where

a= max[es,ei]

B = min[os,6;] (eq. 82)

and
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o2

C1=1-05———
02+0.33

045———&ina if cos(Ap)=0

0

[l

0 (e 83)
%).450—E%na PP BZE if cos(Ap) <0

0 0mdg

Note that for the specia case of a2 =0 the model reduces to the Lambertian model. Note also
that the model resultsin anormalised radar cross section independent of the surface size, which
indicates that the model is unsuitable to model plane or only slightly rough surfaces, where the

coherent field will be significant.

In Figure 18 an example plot of the estimated normalised radar cross section is shown for the
case of 0=36° and 6;=75°. The plot shows all receiving angles, ranging from A¢@ =0° (back-
scatter) to Ap =180° (forward scatter) and from 64 = 0° (vertical) to 65 =90° (grazing).

Note that the maximum is found in directions close to the backscatter direction. The breakpoint
when 85 exceeds 6; is due to masking.

|
|
v

80
60

40

20 50

theta-s [degrees] delta-phi [degrees]

Figure 18. Normalised radar cross section estimation from the Oren model for 0=36°, 8=75°.
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Other models

A simpleradio channel prediction tool for urban areas by Degli-Esposti and Bertoni
[DegliEspostio9] has been developed to take diffuse scattering into account. The model
assumes the scattering to be Lambertian, characterised by two parameters; the scattering
coefficient Sand the reflection loss factor R. The model conserves energy, asall the incident
power is either specularly reflected or diffusely scattered by an amount given by the model
parameters.

A slightly more elaborate approach was used by Braun and Dersch in [Braun91]. It was shown
that under certain conditions the scattering from random, rough surfaces can be approximated
as being Nakagami-m distributed, so that

m_,2m-1
p(a) = Zrn;me_(mlg) mz , (eq 84)
r(mQ

where the parameters m and Q are physical parameters that can be derived from the surface
roughness h, s and the surface correlation length L. This reduces to the Rayleigh distribution
for m=1.

4.1.7 Plane surface model

Although not really a rough surface scattering model, the plane surface model isincluded
because it is used in anumber of prediction tools.

The model is based on the reflection characteristics of arough surface, described in Subsection
222

The received power for each measurement point can in this case be written as

E—r =G (5 T2 %L(R*; i )g (eq. 85)

where g and g, arethe antennagainsin the direction towards the point of reflection.

4.2 Current status of scattering based prediction models

421 The Karlsruhe model

The first implementation found using the combination of a 2D vertical plane solution and a 3D
extension using bistatic radar theory (3D radar model) is the one described in [Lebherz92]. The
2D model is based on UTD and replaces terrain obstructions with equivalent wedges or convex
surfaces to obtain a solution. This model is described in Section 3.3. The 3D extensions used is
based on Kirchoff theory and the Small Perturbation method, both described in Section 4.1.
The statistics of the height variation of the rough surfacesis assumed to be Gaussian. The
model is polarisation dependent, each estimated component being characterised by its direction
of polarisation in addition to its phase and amplitude. The implementation described takes only
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first order scattering/reflection into account, and only reflections from surfaces with LOS to
both transmitter and receiver are taken into account.

The frequency range considered is 70-960 MHz. The map database used has a resolution of 100
m, so that the reflections are calculated for each square surface (pixel) of 200 m 100 m. The
land cover isdivided into 6 classes, each characterised by its electrical properties, standard
deviation of height distribution as well as correlation length. The classes are; urban, suburban,
farmland/field, forest, bush/heathland and water.

The model can calculate the fieldstrength both in a deterministic manner and a statistical
manner. In the first case the estimation is simply based on complex summation of all the
estimated signal components. In the latter case the summation is performed statistically in that
the phase of each of the signal componentsis assumed to be uniform ([0,217). From thisthe
probability density function (PDF) of the fieldstrength is calculated rather than a single value,
and the estimation can be given as a tolerance band with a given confidence. This technique
was applied to the demonstration model in Chapter 7. In [Kurner96] afast, asymptotic method
to calculate the mean value only using the Karlsruhe model is shown.

Although experiments were performed, no figures for the accuracy of the model were provided
in [Lebherz92]. Complexity and computing time were not discussed for the model.

In alater paper ([Becker95]) algorithms to speed up the Karlsruhe model by using a faster
search for the scatterersin the 3D extension were described. One a gorithm decreased
computation time by 80% with no degradation in performance, whereas another algorithm
decreased computation time by 93% with only a slight degradation in performance. Both
algorithms use geometrical methods to easily find positions with LOS to both Rx and Tx,
therefore this approach will not be useful for models allowing diffracted-scattered, scattered-
diffracted or diffracted-scattered-diffracted signal components. In [Kurner96] it was shown that
the Karlsruhe model predicted the delay spread parameter within approximately 20% compared
with measurements.

4.2.2 The Bristol model

A model similar to the Karlsruhe model has been developed by Tameh et.al. [Tameh97].
However, this model is aimed to be used also in microcells and uses a more accurate map
database. Buildings are included as polygons in the database. The resolution is variable; 50 m
inrural areas, but increased to 10 min urban aress.

The 2D part of the model is diffraction based, and can also take the effect of foliage into
account. The scattering part of the model included Kirchoff, Small Perturbation and the Oren
models (all described in Section 4.1), but since the performances were similar the Oren model
was preferred because of its simplicity. The model can take into account scattering from pixels
that do not have LOS to Rx and Tx. The implementation described in [Tameh97] is not
polarisation dependant, but this has been included in alater version of the model [ Tameh00].

A similar type of land cover classification to the one in [Lebherz92] has been used. Although
dlightly more detailed, the division being into 10 classes rather than 6. The model can be used
for arange of frequencies, but experiments were performed only at 1823 MHz (narrowband).
Anrmserror of 7.5 dB for vertical polarisation and 8 dB for horizontal polarisation was found
comparing the model with experimentsin rural aress.

In alater paper dightly better results were reported, with an rms error of 6.5 dB in a mixture of
urban and rural environment [ Tameh98]. Different models for foliage loss were used and
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different 2D diffraction models were tested. It was concluded that aUTD based model showed
better performance than knife-edge diffraction models (e.g. Epstein-Peterson, Section 3.2).

4.2.3 The Trondheim model

Lie and Remvik [Lie97] in Trondheim developed a model based on a similar approach to the
Karlsruhe and Bristol models. The model is apparently GSM specific (900 MHZz) and the
development was partly motivated by the desire to predict problem areasin GSM with alarge
time dispersion.

A diffraction model is used in the vertical Tx-Rx plane and off-axis reflection/scattering is
taken into account like in the other models. The map resolution is 100 m. The model does allow
diffraction to and from the reflecting pixels to be taken into account. Only first order
reflection/scattering isincluded. A very simple modeling of the bistatic radar cross section was
used, the normalised cross section being

o= y(cos6; 00365)0'5 (eg. 86)

wherey is aterrain dependant parameter. No reference to this model was given, but the formis
recognised as similar to the first order Small perturbation method if the coherent field is
neglected. No details about the land cover or values for y were given.

GSM measurements were performed in areas with rural, hilly terrain. The measurements
included both signal level and signal quality. Comparisons between the estimated time
dispersion and signal quality were performed, the conclusion being that the model was able to
predict bad signal quality due to time dispersion. For the signal level an rms error ranging from
6.6 to0 8.9 dB was measured.

The computational time was also reported. The processing was done on a HP work station
9000/720 (performance similar to a Pentium 90). The speed was dightly dependent on area, the
estimation time per grid location (100 m 100 m) ranging from 55.5 msto 109.3 ms. This added
up to 1650 s for a 298 km? area and 5660 s for a518 km? area.

4.2.4 Deutsche Telekom model

A fourth model, similar to the ones above, was devel oped by Deutsche Telekom and is
described in [Liebenow94], [Liebenow95] and [Liebenow96]. The main motivation for
developing the model was to predict the time dispersion (impulse response) in the radio
channel, but it was also shown that the path loss prediction improved compared to 2D
measurements as well.

Three different models were tested for the 2D part of the model, a simple Okumura-Hata
empirical model, the diffraction based Deygout model and an advanced Parabolic Equation
(PE) based method. The best results were achieved using the PE method, but in [Liebenow95]
it was concluded that this method was too slow to be used in planning tools. In later work
analytical 2D models have been speeded up considerably (e.g. [Brennan98]). In [Liebenow96]
it was suggested to use a method based on the Vogler diffraction model [V ogler82].

A very simple approach to the modeling of the rough surface scattering was taken. The model
assumed that from each scattering surface aratio C of the power illuminating the surface was
scattered in a Lambertian manner. This leads the radar cross section to be written
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o9 = 4C [cosb; [Eoshy) (e9. 87)

The value for C was decided by using best fit to wideband measurements, the value used was
C=-10dB for 900 MHz and C=-13dB for 1900 MHz. No digtinction was made between land
usage classes. Only scattering surfaces with line-of-sight to both Tx and Rx were taken into
account.

Wideband measurements in mountainous areas in Garmisch Partenkirchen, Germany were
compared to predictions. The impul se response estimation seemed to be accurate, although not
guantified. The prediction of the path |oss had a mean error of 1.8 dB and a standard deviation
of 5.0 dB, which is very accurate, but it should be kept in mind that the value for C was chosen
from best fit. It was shown that using only the 2D model gave much poorer performance.

425 Other models

A 3D prediction tool was aso developed by the Faroese Telecom (Faroe Islands) in
cooperation with the University of Aalborg, Denmark [Davidsen94|. The motivation for the
model was to identify problem areasin GSM due to reflections with excess delay longer than
the GSM equalizer length [Eggers92]. The model uses only scattering and reflection, and
provides no additional 2D vertical plane solution. It is therefore mostly useful for the prediction
of time dispersion. The scattering is assumed to be Lambertian, with the exception of sea
reflections, which are allowed to be specular. The model is able to predict the delay spread
parameter within approximately +10%, and the GSM specific Q16 parameter within
approximately +2dB

Although not a fully implemented channel prediction model, similar techniques to the ones
described in the previous subsections were used by Brook et.al. [Brook95] to estimate the
scattering from surfaces in a mountainside in Canada. By using avirtual antenna array
technique and wideband measurements they were able to identify the scattered components
fromindividual facetsin a100 m 100 m grid. By using the Oren scattering model they
experienced a correlation of 0.88 between measured and predicted radar cross sections, whereas
a Lambertian model gave a correlation of 0.80.

4.3 Requirements for 3D radar models

The models described in the previous section show good agreement with experiments and have
areasonably low complexity compared to fullwave solutions. Unfortunately, the accuracy in
predicting time- and angular dispersion has not been reported to alarge degree. A few results
are mentioned in Chapter 3.

A suggested improvement of the radar modelsisto do 2D modeling using a state-of-the-art
model, like PE or |E. Although more complex, these models have shown better performance
than UTD based or knife-edge diffraction models.

None of the models do take higher order reflection/scattering into account. Higher order
scattering is recommendabl e when coherent components exist, in order to take reflected-
scattered or scattered-reflected components into account. In cases where no coherent

% The Q16 parameter is defined as the amount of signal power within a 16 pus window to the
amount outside. The length 16 psis equal to the length of the channel equalizer window in
GSM.
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component exist, the contribution from higher order scattering is neglectable, due to the large
loss in each diffuse scattering.

In urban areas, multiple reflections from walls will be an important propagation mechanism. In
these cases a different model, such as ray-tracing, should be used.

The models are normally restricted to diffractionsin a vertical plane, either the Tx-Rx vert.
plane, the Tx-scatterer vert. plane or the scatterer-Rx vert. plane. Thisis areasonable
restriction in the case of natural terrain. Thisisillustrated in Figure 19, where an obstruction
with significant diffraction componentsin two planesis constructed in a) and a more typical
exampleis shown in b), with no diffraction component from edge 2 reaching Rx. Remember
that according to UTD the diffracted ray will always have the same angle as the incident ray
relative to the diffracting edge. Again, the situation for built-up areasis completely different,
with around corner diffraction being an important propagation mechanism.

TTX TTX

a) b)

Figure 19. a) Diffraction component from both edge 1 and edge 2 reach Rx due to very steep
edge, b) more typical example for natural terrain, the diffraction from edge 2 does not
reach Rx.

It is recommended to use alternative methods to estimate the radar cross sections. Results
reported show that the models seem to be insensitive to the scattering model used. This
observation can be explained by the empirical fitting procedure used to compare measurements
with model data. A more detailed analysis should be performed to investigate the influence of
various natural surfaces, each of them having a specific surface roughness.

4.4 Improvements to 3D radar models

Based on the discussion in the previous section, the following work items to inspect and
improve the accuracy and understanding of 3D radar models were identified.

1. A detailed anaysis of the 3D scattering contribution from natural surfacesisthe key
element for an improvement of 3D channel models. Each surface, e.g. grass, agriculture
field, forest, will have a specific contribution, which has to be characterised.

The characterisation will be performed through a measurement campaign to inspect the
scattering from natural surfaces ranging from slightly rough to very rough. The
measurements provide the basis to characterise the surface, either by using existing rough
surface scattering models or by creating a new model. The goal isto identify a model that
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alows an easy characterisation of the scattering characteristics of a natural surface, to be
used in a 3D radio planning tool. The model should be valid for mobile communications
frequencies and be valid for surfaces ranging from plane to very rough. This measurement
campaign is described in Chapter 5.

2. A subject that has not been much discussed is the influence of weather and seasonal
conditions on the radio channel prediction. Thisis particularly important when models for
foliage attenuation are taken into account, as the conditions will significantly change with
the season. Also the radar cross section results will change with weather and season,
especially in areas with snow in the winter. These types of uncertainties will introduce
limits on the achievable accuracy of the model. Some of the experiments described in
Chapter 5 are repeated under different weather conditions, and the variations in the results
are discussed.

3. A senditivity analysis for this type of models has to be undertaken. A demonstration model
isimplemented and in example areas the relative importance of using a 3D model
compared to 2D, the dependency of seasonal and weather variations as well as the model
sensitivity to parameter variation is inspected. Thisinvestigation is described in Chapter 7.

56

URN:NBN:no-1290



M easurements and analysis of the scattering characteristics of natural surfaces

5 Measurements and analysis of the scattering characteristics
of natural surfaces

This chapter describes the characterisation of natural rough surfaces, with the aim to provide a
suitable description for use in channel modeling. The first section describes a novel approach to
model rough surface scattering. The second section describes the measurements of natural
surfaces and the derivation of the roughness parameters for the new model. In the third section
the results and analysis from the measurement campaign are presented and compared with
theory.

5.1 A novel approach to the modeling of scattering off rough
surfaces

Asdiscussed in Chapter 4, none of the existing scattering models are able to describe rough
surfaces with any degree of roughness. Therefore a novel approach called the amplitude/phase
(A/P) model is suggested, the aim being to provide a model that is uniform, simple, and
accurate for the surfaces and frequencies in question.

5.1.1 Overview

The A/P model is based on a description of the roughness by estimating the amplitude and
phase contribution from individual subsurfaces, and is therefore referred to asan
amplitude/phase model.

The model isinspired by the method described by Kaplan [Kaplan86] to predict the sidelobe
levels for array antennas. The illuminated surface areais treated as atwo-dimensional array

consisting of plane, quadratic surfaces. The received fieldstrength is the complex sum of the

contributions from all the squares. As described later the resulting fieldstrength will have a

statistical description. The geometry isillustrated in Figure 20. The angles 5, , 53 and A(E are

the scattering angles from transmitter (Tx) via square [m,n] to transmitter (Rx), and ﬁt and I-::’,

Rx\

are the distances from square [m,n] to Tx and Rx, respectively.

Figure 20. Model geometry, the received fieldstrength is the complex sum of the contributions
fromall the squares.
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The size da of each square is much smaller than the wavelength, which again is much smaller
than the total surface area dA?. This can be written

da<<A? <<dA (eq. 88)

To the scattering from each square a phase shift @, is associated. This phase shift has the
purpose of accounting for the height variation in arough surface. Also, in each scattering there

is apower loss of l—|F|2 , whereT isthereflection coefficient of the individual subsurfaces.
The complex transfer function T of the propagation from Tx via square [m,n] to Rx is given as

T(mn])=re!®m g ol g 89
(m,n)— W ﬁtzﬁrz mn (eq )

where isotropic antennas are assumed and the phase of the mean propagation signal

e KR *R) s normalised to 1. Oy istheradar cross-section of square [m,n], whichisa

function of the geometric angles 5, , 53 and A(E . The radar cross-section has a particularly
simple form under certain assumptions which will be defined later.
The model requires the Tx and Rx positions to be in the far-field with respect to the individual

da, but not with respect to the whole surface dA. Thisis an advantage in the analysis of
experimental results, as described in Section 5.2.

The resulting complex fieldstrength is a sum of the contributions from each square [m,n],
written as

ar =2y yT(mn]) (eg. 90)
mn

where g; isthe transmitted fieldstrength. This means that the resulting field is a “random

walk”, where the step length and direction of each step is the amplitude and phase of each
T([m,n]). Thisisillustrated in Figure 21.

% This seems reasonable for mobile communications, where the wavelength is in the order of
15-30 cm. The surfaces will normally be at least a few meters and the irregularities in the
surfaces will typically be up to afew cm.
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Q a

Fieldstrength contribution
from individual da

Total fieldstrength

> |

Figure 21. The resulting fieldstrength is a random walk in the complex plane with contributions

from each sguare da, the amplitude and phase of each T[m,n] being the step length
and direction, respectively.

5.1.2 Model assumptions

To obtain a solution some assumptions about the scattering from each sguare and the statistics
must be made. The assumptions used in the experiments and analysis described in this report

are listed below.
1. All the squares are illuminated. The model does not consider shadowing.
2. Thereisno coupling between squares. The model does not consider mutual interaction
between the individual da.
3. Theradar cross-section of the square da is given as
Omn = 471[%@ E(l+ cos§i )2 [ﬁl+ 00353)2 (eg. 91)
4. T isuniform over the entire dA.
5. The phase factor ® is uniformly distributed” over an interval ¢, so that

(O [— Pg/2,Pq/ 2] . The phase window @ can only take on values between 0 (smooth)
and 211 (maximum roughness).

Assumption 3 stems from the solution to the scattering from an infinitesimal surface with the E
and H-field components on the surface given as E/H =nq, where nq isthe free space

%' A Gaussian distribution was also tested, the results were almost identical aslong as the

standard deviation was the same.
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impedance. Thisis equivalent to a Huygen source® (e.g. [Balanis89]). It is further assumed that
the surface isan ideal electrical surface with infinite conductivity g, leading to the circular
symmetric solution in eq. 91.

The phase shift @ in assumption 5 is given as afunction of the surface height variation Ahin
the following manner

h eos(6;)

=2 (2 (eg. 92)

where Ahisthe (uniform) height variation of the surface. Thisisillustrated in Figure 22. Note
that the value for @ can never exceed 2 (maximum roughness), which means that for each

6; there existsa Ahjj;y, so that for all values for Ah exceeding this the value for ®q is 2,
representing a saturation for eg. 92. Thisisillustrated in Figure 23, which shows @ asa
function of Ah for different values of 6; (the relation between Ah and the root mean square

height variation hymsis Ah = hymg 3/12/2).

Phase difference:

g = ZDth;sei o

IAh

Figure 22. lllustration of the relation between the phase shift and the height variation

% A Lambertian cos@ variation is sometimes assumed, which is geometrically correct when
considering the power illuminating the surface. It was nevertheless considered that a Huygen
source assumption was more physically sound. The largest difference between these two
implementations will appear at large incidence angles, near grazing.
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Figure 23. Phase variation as a function of height variation for incidence angle 0° (solid), 40°
(dashdot), 60° (dashed) and 80° (solid)

5.1.3 Resulting contribution

The resulting scattered field from the total surface dA must be handled statistically using the
assumptions from the previous subsection. The detailed mathematical analysisis described in
Appendix B, only the results will be presented here. Asin the description in Chapter 4, the
resulting scattered/reflected field can be divided into a coherent, deterministic field and a
diffuse, non-deterministic field. Note that the model conserves energy by subdividing the
incident power into three distinct parts; 1) the coherent reflected part (P, 2) the diffuse
scattered part (Pg¢) and 3) the refraction and 10ss (Pess), SO that

Rot = Hoss * Feoh * Fitf (eg. 93)

Figure 24 shows the amount of diffuse power in terms of total illuminating power as afunction
of the phase shift for different valuesof I'. Inthe case of I' =1, thereis no loss (P,.=0) and all
the power is reflected/scattered.
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Figure 24. lllustration of the amount of diffuse to total power as a function of the phase
window @,

Coherent component

The coherent fieldstrength in any direction is given as (Appendix B)

in(®g/2)
=gg T .94
8coh = ap Gg_(—TCDOIZ (eg. 94)

where ag isthe fieldstrength in the case of aplane, lossless surface of the same size (dA). Note
that if ®g =0, agon = ag I , whichisthe case of a plane surface. For ®q =2, aggp =0,
which is the case of a completely rough surface.

The power density Sis derived from the fieldstrength a by

in(dg/2
Seoh =[acon|” = a0% T2 (nCI(Do(/)Z))EZ (9. 95)

In apractical implementation in a prediction tool it is suggested to use the reflection coefficient
IMes to calculate the coherent field. Thisresulting reflection coefficient is derived from the resl

plane surface reflection coefficient in the following form

Mes=T [?r(]gzi?zl)z) =sinc(Pq/2) (eg. 96)
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The coherent contribution can then be estimated by using the resulting I and cal culating the
contribution as from a smooth surface using standard techniques. If the surfaceislarge
compared to the wavelength the coherent component will contribute in the specular direction
only (6; =05, Ap=r11).

Diffuse component

The average diffuse signal power density can be written as (Appendix B)

Suiff (Bs) :%Wz EEL‘Q“CZ(%/ 2)][¢l+0039s)2 (eq. 97)

where R, isthe observation distance and Rg; isthetotal power illuminating the surface,
which can be written

(1 + cosb )2

LA (eg. 98)

Rot = Sinc

where Sc isthe power density of the signal incident on the surface and dA isthe area. This
follows from assumption 3 in Subsection 5.1.2 and summing up the power from al the
subsurfaces.

The average diffuse power in area implementation is most easily calculated by using a

normalised bistatic radar cross-section o© , as described in Chapter 2. Comparing eq. 97 and
eg. 98 with the definition of the radar cross-section as provided in eg. 91 it is seen that the
normalised radar cross-section will have the form

o itt = (1+ cos6; )2 CfL+ cosBs )2 T 2(1— sinc?(dg/ 2))[-»1% (e9. 99)

The diffuse fieldstrength in any direction is Rayleigh distributed, and the total fieldstrength in
any direction is Rice distributed. As described in Appendix B, the Rice distribution appears
from the sum of a deterministic component with amplitude a and a Rayleigh distributed

random component with power 2002 , Where o isthe Rayleigh parameter. The amount of
coherent power to the amount of diffuse power is denoted the K-factor (e.g. [Parsons92]).

Polarisation dependence

The polarisation dependence is directly derived from the assumption of the scattering from a
Huygens source.

In the case of vertical incident polarisation the E-field on the surface isin the direction of the
plane of incidence. In the case of horizontal incident polarisation the E-field on the surfaceis
in the direction perpendicular to the incidence plane. For the scattered field, the notation co-
polar component will here be used about the 6-component in the case of vertical and about the
@-component in the case of horizontal incident field. Similarly, the notation cross-polar is used
about the @¢-component in the case of vertically and about the 8-component in the case of
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horizontally polarised incident field. The direction of the scattered field from subsurfaces can
then be found from

Eco-polar ~ €os(rT- Ag) [{1+ cosby)

) (eg. 100)
Ecross—polar ~SiN(7- Ag) [{1+ cosby)
Note that the total field follows
Etotal ~ (1+ cosbs) (eq. 101)

which isin accordance with theory. Note also that in the E-plane (A= 90"/ 270° for
horizontal polarisation and A¢@=0°/180° for vertical polarisation) the E-field only has 8-
component, as expected. In the H-plane (A¢ = 0° /180° for horizontal polarisation and
A@=90°/270° for vertical polarisation) the E-field only has ¢-component.

The diffuse field can then be found by using the polarisation dependent radar cross-section
it _ pg Where p and g denote the incident and scattered polarisation which can have the
valuesv (vertical) or h (horizonta) for incident, and 8 or @ for scattered polarisation. If the
notations co-polar for vB and hg and cross-polar for v and h6 are used, Uodiff for the co-
polar caseis written as

ot _ pq =0 iff oS- Ag) (eq. 102)

and for cross-polar scattering

ot pq =0 it Bn?(m-Ag) (eq. 103)

On the receiver, to obtain the v and h components relative to local ground, a co-ordinate
transformation is required. Note that for high scattering elevation angles Eg = E, and

For the coherent component the polarisation dependent reflection coefficients should be used,
with the proportionality for the resulting reflection coefficient as derived in eqg. 9.

5.1.4 Example implementations

In Figure 25 a)-c) three examples of the scattering from rough surfaces with increasing degree
of roughness are shown. The first example shows the case of a plane surface (completely
deterministic), whereas the third example shows the case of avery rough surface (completely
random). The exampleis for asurface of size2 m 2m and afrequency of 1625 MHz. The
incidence angleis 30°. The plots show an enlarged part of the scattered signal around the main
lobe. Figure 26 shows a cross section through Ag@=180° for the three casesin Figure 25. It is
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notable that the main lobe in the case of a dightly rough surface is reduced significantly
compared to the smooth surface, whereas in the case of the completely rough surface the main
lobe is non-existent, the scattering showing a random pattern.
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Figure 25. Realisations of scattering from a) plane surface, b) slightly rough surface and c)

completely rough surface, using the amplitude/phase model, surface 2 2m, 1625 MHz,
30°incidence angle
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Figure 25. Realisations of scattering from a) plane surface, b) slightly rough surface and c)

completely rough surface, using the amplitude/phase model, surface 2 2m, 1625 MHz,
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Figure 26. Realisations of scattering from a plane surface (black), sightly rough surface (red)
and completely rough surface (blue), using the amplitude/phase model, cross-section
through Ag=180°, surface 2 m 2m, 1625 MHz, 30° incidence angle
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5.1.5 Summary

In conclusion the amplitude/phase model estimates the scattering from a surface of any
roughness using two parameters:. 1) h.,,s, which isthe height variation of the surface, and from
which the phase variation ®, can be calculated, 2) I, which is the smooth surface reflection
coefficient. From these two parameters the total scattered field can be calculated, using a
subdivision into diffuse, scattered and coherent reflected components:

1. Thediffuse component isfound using the normalised radar cross section of the surface (eqg.
12). This contribution is always Rayleigh distributed.

2. The coherent component is found using the resulting reflection coefficient (eq. 96) and
treating the surface asif it was smooth. This component is non-random.

3. The polarisation dependence is taken into account by using eq. 102 and eq. 103 and
provides the diffuse radar cross-sections and using the polarisation dependent reflection
coefficients (Chapter 2).

This amplitude/phase model has the following advantages:

* It makes no assumptions about the degree of roughness, and is therefore equally suited to
describing plane surfaces as very rough surfaces,

e it needsonly two parameters to completely describe scattering from the surface,
» ithasavery intuitive, direct physical interpretation,
* it takesthe polarisation inherently into account, and

* it provides high performance in terms of closenessto fit for measurement data (as will be
apparent in Chapter 6).

Compared to more elaborate methods for analysis of scattering from rough surfaces this
method suffers from the following shortcomings:

« It does not take shadowing into account, which may influence results at low elevation
angles (close to grazing incidence), and

e it neglects multiple scattering, which also may come into account at lower angles,
especialy for very rough surfaces

5.2 Experimental approach and method of analysis

Two different measurement set-ups were used to characterise natural surfaces. One set-up for
incidence and scattering angles up to approximately 80° and one for very high incidence and
scattering angles (grazing). Experiments of scattering were performed on a number of surfaces,
ranging from slightly rough to very rough. The data analysis and assignment of roughness
parameters is based on finding the optimal parameters in the amplitude/phase model using a
least square fit.

5.2.1 Measurement set-up

The two measurement set-ups will be referred to as non-grazing and grazing. The reason for
having two set-upsis that measurements at grazing incidence angles set special requirementsto
set-up and data analysis due to the strong antenna talk-over.
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Non-grazing

The non-grazing measurement equipment was based on a reflection measurement using high
gain antennas at transmit and receive, asillustrated in Figure 27. Both antennas pointed to the
same position on the surface. The receiving antenna was mounted flexible to allow positioning
in amost any elevation and azimuth angle. The transmitting signal was monochromatic at 1625
MHz. On the receiver side a spectrum analyser and a PC were used to log the signal power.
The measurements were performed in terms of measurement series, each of them defined as
measurements of the received power over the half sphere for both polarisations (v and h)®, with
fixed elevation and polarisation on the transmitter. M easurement series were performed for
both transmitting polarisations, for different incident angles and on the following surfaces:
asphalt, grass, agriculture field and forest. A more detailed description of the surfacesis given
in the next subsection. The measurement set-up is described in more detail in Appendix C, a
picture is shown in Figure 28, demonstrating measurements of the scattering characteristics of
an asphalt plane. The radiation patterns for the antennas were accurately measured beforehand,
as they were required for the analysislater on. The radiation patterns are shown in Appendix C.

Tx

CW 1625 MHz

Figure 27. Non-grazing measurement equipment, illustrated schematically

 Since the receiver is positioned on a sphere, the directions measured are 8 and @, relative to
the maximum point of illumination.
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Figure 28. Picture of the non-grazing measurement set-up. The Tx antenna can be seen in the
top of the picture, the Rx antenna can be seen in the foreground.

Grazin

The measurement set-up described above is not suited to perform measurements for very high
incidence and scattering angles (grazing incidence, 8 > 80°), due to the direct radiation from
the transmitting antennato the receiving antenna. The talk-over isin this case strong compared
with the reflected/scattered signal, thus making analysis of the scattered signal difficult.
Contributions from grazing incidence angles are important in mobile radio channels due to the
relatively low positions of transmitter and receiver. Therefore a different approach was adopted
for these grazing incidence angles.

The set-up is based on equipment used for performing 3-dimensional wideband channel
measurements. The set-up consisted of a wideband channel sounder and an 8-element linear
array as described by Lehne et.al. [Lehne98]. By positioning the transmitter and receiver over
the surface to be inspected, and by using a vertical array orientation, the set-up was able to
resolve contributions from ground reflections and the direct component. The concept is
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illustrated in Figure 29. Measurements were performed at 2.1 GHz on asphalt, grass and

ploughed fields. The measurement equipment is described in more detail in Appendix C. A
picture of the antenna array receiver is shown in Figure 30.

Direct wave

A

YTX

MAALLLL

Reflected wave

Figure 29. Grazing measurement equipment, illustrated schematically. The antenna array is
shown on the left.

Figure 30. Picture of the grazing measurement set-up receiving side, the antenna array can
been seen on the left
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5.2.2 Measurement scenarios

Characterisations of surface parameters were performed on four different types of surfaces;
asphalt, grass, ploughed field and forest.

Asphalt (dry and wet): The measurements were performed on a parking lot, the asphalt was
dightly worn and dusty. The wet asphalt was achieved by pouring water on the same scattering
surface.

Grass (dry and wet): The measurements were performed on alawn, with relatively short, cut
grass (approximately 10 cm). Comparisons with wet grass were performed after pouring plenty
of water onto the grass until soil moisture saturation was achieved.

Ploughed field (with and without snow): The field consisted of humid clay, ploughed into
approximately 15 cm deep tracks. Two measurement series were carried out, one in autumn
before snowfall and another one with alayer of approximately 20 cm of new, wet snow on top
of the frozen ground underneath.

Forest: The forest measurements were done on aforest with trees in leaf. Due to the complex
landscape only alimited measurement series could be taken.

Pictures from all the measurement scenarios are shown in Appendix E. In Table 2 an overview
over all the measurement seriesis given.
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Surface Inc. angle (deg) Surf. conditions Inc. polarisation Set-up
Asphalt 30 Dry vandh Non-grazing
45 Dry vandh Non-grazing
60 Dry vandh Non-grazing
60 Wet h Non-grazing
70 Wet vandh Grazing
80 Dry vandh Grazing
80 Wet vand h Grazing
Grass 30 Dry vandh Non-grazing
45 Dry vandh Non-grazing
45 Wet vandh Non-grazing
80 Dry vandh Grazing
80 Wet vand h Grazing
Field 50 No snow vandh Non-grazing
50 Snow vandh Non-grazing
80 No snow vandh Grazing
Forest 80 Dry, in leaf h Non-grazing™®

Table 2. Overview of all the measurement series performed. Row initalics: Problemwith
measurement equipment observed for parts of the series

5.2.3 Method of analysis

Non-grazing

In the case of the non-grazing measurements the analysis started by first realising that using the
amplitude/phase model, the received signal in any direction ([GS,A(p] ) is Ricean distributed.
Thisfollows from the A/P model assumption of infinitesimal subsurfaces, and is discussed in
Appendix B. The Rice distribution is characterised by two parameters; a, which is a hon-
random constant component, and a,, which is the Rayleigh parameter that describes the
random (diffuse) part of the signal. The analysis is based on first estimating the Rice
parametersin al directions, a(fs,A@) and og(fs, Ag), and then using these estimates to

calculate the desired parameters I and ®g.

The statistical parameters can be estimated by realising that the parameter a is proportional to
the amplitude in the plane, perfectly reflecting case, ag, in al directions and can be written as

% Note that in the forest case the non-grazing equipment was used even though the incidence
angle was 80°. This was possible by first performing measurements to identify the forest asa
completely rough surface and then performing the measurement series itself at scattering

angles 65 < 70° , to avoid antenna talk-over.
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a(bs,0¢) =alag(6s,09) (eq. 104)

where a isaconstant. Since the surface under inspection islarge compared to the wavelength,
the shape of ag isfound using image theory, in all directions

@:\/at 5 "(R“R”g (eq. 105)
a A

where g isthetransmitted fieldstrength, g; and g, arethe antennagainsin the direction

towards the geometric point of reflection, and ﬁt and ﬁr are the distances from the Rx and Tx
to the point of reflection, respectively. Note that ag will have a shape decided by the antenna
diagrams and that ag will be neglectible at angles far away from the specular direction due to
the low antenna gain.

The diffuse power Py has the same shape as the scattering from the individual subsurfacesin
the A/P model. From this (Appendix B) it follows that the shape of the Rayleigh parameter o
asafunction of direction can be written as™

g =G [+ cosb) (eg. 106)

where dg isaconstant. The diffuse part of the received signal in any direction results from an
integral over theilluminated surface of the form

_ Rt (6,4)9 05, 05)4% _ 0o
P = " [
" mPRR2 "

(eg. 107)

where g; and g, are the antenna gains in the direction of each surface point as described in
Chapter 2, and 0¥ isthe normalised bistatic radar cross-section®.

The task is thus simplified to estimating the two constants & and d¢ . This was done for each

measurement series by finding the optimal parameters in the mean square sense in the
following manner

& 0lo =mina, 3 5 (565,80)~E,, (65, 00) P (eqt. 108)
sAQ

% This requires that the variations of 8 as seen from the Rx antenna are small over the
illuminated area, which was shown to be the case for all measurement scenarios.

%2 The normalised bistatic radar cross-section 6° in eq. 20 should not be confused with the
Rayleigh parameter gy in eg. 19.
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where p isthe measured amplitude in the given direction and E, is the Rice expectation value

(Appendix B). The measured amplitude is the sum of the received amplitude in the two
polarisation directions. Note that in both eg. 105 and eg. 107 the antenna gains are included,
therefore, for an accurate estimate to be possible it is essential to have accurate knowledge of
both the Tx and Rx antenna diagrams.

Using these statistical parameters [é,(}o] ,ineg. 108, I and ® are estimated using
conservation of energy. The details of the estimation are given in Appendix D.

The phase window ®gq can be directly translated into a height variation Ah for agiven
incidence angle 6; through

hcos6;

=2 21 (eq. 109)

Thisrelationship isillustrated earlier in Figure 23 and Figure 22. A height variation Ah will
lead to a phase variation A® as shown in Figure 22. Due to the nature of a phase
characterisation, a height variation Ah > Ahyjy,, resulting in phase ®q > 2T will always be
reduced to the 0...27T range. This also meansthat Ahyjy, is the maximum height which can be

resolved from the measurements, unless a higher 6; isused in the experiment.

Grazing

Under grazing incidence angles the main task is to separate direct and reflected parts of the
signal, asillustrated in Figure 29. In this analysis the measurements from an antenna array are
used together with an ESPRIT based DoA mechanism (Appendix D).

The strongest component will be the direct, free space component, arriving at the relative time

delay 7 =0 under an arrival angleof 8 =90° and with amplitude a,. The angle {3 is defined
relative to the negative z-axis as shown in Figure 29. For surfaces with a significant coherent
component, there will be a dominant second component in the direction of specular reflection,

which was about 80° in the set-up used in this work. Most surfaces appear smooth at grazing
incidence angles, this second component was significant on all observed surfaces.

The analysis started by identifying the dominant specular reflected component. A reasonable
estimate for the resulting reflection coefficient in this caseis

P _|arefl|

res = W (eg. 110)

where a,¢f isthe amplitude of the coherently reflected component and ag is the amplitude of
the direct free space component, both resulting from the ESPRIT analysis. As surfaces appear
smooth for grazing incidence, the phase variation @ is small, allowing to represent I' by Iy es.

In order to estimate the diffuse components, the direct and dominant reflected components are
removed from the received signal and a different algorithm would be used to estimate the
diffuse part. Unfortunately this method did not work satisfactorily due to apparent imperfect
estimation of the two strong components, leading the estimated diffuse signal to be dightly
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corrupted. Due to this only areliable estimation of I" could be found in the grazing incidence
measurements. It was however shown using generated test data that the suggested method will
indeed work if the estimates for the two strong components are accurate. Thisis shown in
Appendix D, where the method of analysisis discussed in more detail.

Occasional instability was observed for the equipment, leading the results to differ somewhat
from series to series on the same surface, and also within measurement series. Therefore, the

estimates for the reflection coefficient I given in Appendix E are in terms of the mean values
taken over a number of measurements.

5.3 Results and analysis

For each of the measurement seriesin the case of non-grazing equipment, the following
parameters were estimated: Reflection coefficient I', phase shift window @ (and rms phase

shift @), the amount of power (%) into coherent reflection, diffuse scattering and loss.
Also, from the phase shift window ®q and the incidence angle the equivalent surface height

variation Ah was calculated. In the case of the grazing measurements, the reflection coefficient
[ was estimated®. In Appendix E the results from all the measurements are tabulated, and also
pictures of all the measurement scenarios are shown.

Figure 31 a) and b) presents an example of received power for asphalt in the 8 and ¢
polarisation directions, respectively. Close inspection of the main beam in Figure 31 a) shows
that it has a beam width of approximately 12 degrees. Thisisin accordance with theory for a
relatively smooth surface, because the received signal in this case is decided by the gain of the
two antennas. In the set-up used the receiving antenna illuminates the smallest areaand is
therefore dominating. Note that the ¢-component (the cross-polar component) is zero in the
incidence plane.

% Asdiscussed in subsection 5.2.2 and Appendix D the estimation of @ became uncertainin
the grazing measurement case due to imperfections in the DoA-measurements.
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Figure 31. Example of received power inthea) 8 and b) gpolarisation directionsin the case of
vertical incident polarisation on asphalt.

5.3.1 Roughness

Figure 32 shows the average height variation, Ah, estimated from the phase shift variationsin
the analysis. Asphalt (dry), grass (dry), ploughed field (without snow) and forest provided an
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increasing degree of roughness. The typical (uniform) height variations were 10 mm for
asphalt, 25 mm for grass, 100 mm for ploughed field and 500 mm for forest*.

The estimated equivalent height variations for the different surfaces are close to the physical
height variations. This analysis confirms the applicability of the new model for these kinds of
surfaces. Also, this result indicates that for predictionin areal case when experimental results
about the phase variations are not available, the real surface height variations may be measured
and used to estimate the phase variations. The exception to thisis forest, where the height
variation must be considered as a equivalent height variation resulting from the complex
propagation conditionsin a forest.

On asphalt the power in the coherent part was on average 18 dB larger than the diffuse power,
on grass the coherent part was 9 dB higher on average, whereas for ploughed field (without
snow) the diffuse power was 5 dB higher than the coherent power. In forest, no coherent power
was observed. These results are in accordance the theory for rough surface scattering: A strong
coherent contribution in the case of smooth surfaces, and a strong diffuse component in the
case of very rough surfaces.

600

500 —

400 —

£
£ 300 .

200 —

100 —

0 T T

Asphalt Grass Ploughed field Forest

Figure 32. Average height variations, Ah, for different surface types

5.3.2 Reflection coefficients

Figure 33 shows the average values of the reflection coefficient I', for the different surfaces.
The case with grazing includes all measurements, whereas without grazing is excluding the
measurements using the grazing measurement equipment. The reflection coefficient I
increased with increasing incidence angle, as expected from theory. Particularly, the grazing
measurements provided much higher values of I than the non-grazing measurements. The
reflection coefficient was considerable lower in the case of forest than for the other surface

* In the case of forest, the phase variation is the maximum (2r1), therefore ideally higher
incidence angles should also have been used, which might have resulted in dightly higher
values for Ah. The value estimated is however used in the analysisin Chapter 7, as the results
would not change significantly if a higher value for Ah had been used.
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types. In the case of forest, due to the layered surface and the strong influence of multiple
reflection the loss component P,.ss dominates the scattering characteristics, leading to low
values of I'. A more accurate description of the scattering in this case may be found by using a
multilayer description taking into account the refraction in the canopies as well as ground
reflection (e.g. [Tamir77]). Thiswill however probably require an unrealistic degree of detail in
the map underlay for the type of channel modeling in question [Tameh98].

Due to the limited number of incidence angles tested, it is difficult to draw any firm
conclusionson the I dependency as a function of the incidence angle. The largest number of
incidence angles was measured in the case of asphalt, Figure 34 shows the asphalt reflection
coefficient I as afunction of incidence angle for vertical and horizontal polarisation, as well as
indications of the assumed shape of the curves.

The measured curves in Figure 34 are compared to theoretical curves of " for very dry,
moderately dry and humid soil in the case of vertical and horizontal polarisation, shown in
Figure 35 and Figure 36. The minimum value in the case of vertical polarisation is called the
pseudo-Brewster angle (Chapter 2). The asphalt measurements suggest to have a pseudo-
Brewster angle at approximately 65°, which isin good agreement with asphalt seen as a flat,
dry surface. The measured points for horizontal polarisation show an increase with incidence
angle, which isin good agreement with the theory. The horizontal polarisation measurement at
80° does not fit to the expected curve. The discrepancy may be explained by higher absorption
losses in horizontal measurements at grazing incidence angles.

In the case of the other surfaces fewer incidence angles were measured. The grass surface
shows a similar tendency as asphalt for vertical polarisation. As roughness increases and
absorption and diffuse scattering dominates, comparisons with a reflection coefficient of plane
surfaces are no longer applicable.

0.5
0.45
0.4
0.35
0.3
0.25 +
0.2
0.15
0.1
0.05
0 T

Asphalt Grass  Ploughed  Forest
field

@ Without grazing
| With grazing

gamma

Figure 33. Average values of I, with and without the inclusion of the grazing measurements
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Figure 35. Theoretical reflection coefficient as a function of incidence angle for vertical
polarisation in the case of very dry soil (&'=3, 0=0.8e-3, solid), moderately dry soil
(&'=15, 0=0.1, dashed) and humid soil (&'=30, 0=0.3, dashdot),
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Figure 36. Theoretical reflection coefficient as a function of incidence angle for horizontal
polarisation in the case of very dry soil (&’=3, 0=0.8e-3, solid), moderately dry soil
(&'=15, 0=0.1, dashed) and humid soil (&’'=30, 0=0.3, dashdot)

5.3.3 Seasonal and weather variations

Radio planning tools do not take into account meteorological conditions, for example soil
moisture or snow cover. Thisisjustified by their overall limited accuracy. The 3D channel
model will alow abetter prediction, and meteorological conditions may be of influence.
Measurements under different conditions were undertaken to verify and quantify the effect.

Water on the surface did not increase the I' for asphalt, but did increase the reflection
coefficient significantly for grass. For an incidence angle of 45° the increase of the reflection
coefficient was from 0.19 to 0.35 for horizontal polarisation and from 0.23 to 0.53 for vertical
polarisation. The physical explanation of these measured results is the higher absorption of
water on asphalt, whereas in the case of grass the water increases the conductivity of the
surface, thus reducing the apparent roughness and increasing reflection.

The measured numbers are compared with the theoretical curves of Figure 35. For vertical
polarisation, at an incidence angle of 45°, I" increases from approximately 0.15 to
approximately 0.60 for humid soil compared to very dry soil. Figure 36 shows that for
horizontal polarisation an increase from approximately 0.40 to approximately 0.75 for humid
soil compared to very dry soil is observed for an incidence angle of 45°.

Snow reduced the apparent roughness of the ploughed field significantly, from a height
variation of 100 mm on average without snow to a height variation of 42 mm with wet snow
present. The mgjority of the power was observed in the coherent part with snow on the surface,
as opposed to the case without snow. The I™ increased significantly in the case of snow
compared with the case of no snow.
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These results show that weather and seasonal changes will significantly alter the scattering

properties of the surface, providing the need for channel models to take these variationsinto
account. Thisis discussed further in Chapter 7.

5.3.4 Other considerations

It should be noted that although there was a significant coherent part also for ploughed field,
the maximum received power was observed at alower scattering elevation angle than the
specular one, reflecting the sawtooth geometry of the surface. Thisisillustrated in Figure 37,
which shows an example of received power in the case of ploughed field without snow, vertical
polarisation. Although the incidence angle was 50°, the maximum received power was
observed at 30°. This shows that the specific surface is not isotropic (Chapter 4). M easurements
performed from other incidence angles provide similar results, i.e. varying scattering angles
depending on the direction of observation.

Received power [dBm]
5 & n
a I}

&
o
B==

delta-phi [rad]

thetas [frad]

Figure 37. Received power as a function of receiving anglesin the case of vertical polarisation,
ploughed field, incidence elevation angle 50°. Note that maximum received power is at
approximately 30°.

5.3.5 Conclusions

An analysis of the measurement results from rough surface scattering was performed, showing
avery good agreement with theoretical considerations. The measurements provide reflection
coefficients and equivalent surface height variation for the natural surfaces asphalt, grass,
ploughed field and forest. The main results from the analysis were:

* Theequivaent surface height variations are typically 10 mm for asphalt, 25 mm for grass,
100 mm for ploughed field and 500 mm for forest.
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*  The estimated reflection coefficients were in good agreement with the values reported in
the literature for dry surfaces.

»  Water on asphalt did not change the reflection coefficient significantly, but increased I' by
up to 50 % on grass.

«  Snow on the ploughed field reduced the apparent roughness by more than 50 % and
increased the reflection coefficient significantly.
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6 Evaluation of scattering characteristics for 3D radio channel
modeling

In this chapter the measurements described in Chapter 5 are used together with the A/P model
for 3D predictions and compared with other models. Four alternative models were tested, they
are al currently used in 3D radio channel prediction models and are described in Chapter 4.
The first model was the plane surface model, assuming that the surface can be characterised by
only one parameter, the reflection coefficient I'. The second model was the Small perturbation
method (SPM), which is able to describe scattering with both coherent and diffuse components.
The third model was the Kirchoff model, also able to describe the coherent as well asthe
diffuse component. The fourth model was the Oren model, which is arough surface model,
assuming that the scattering is completely diffuse. All these performance comparisons were
done for asphalt, grass and agriculture field under dry conditions. The results in terms of
closenessto fit are given as valuesin dB relative to the A/P model.

6.1 Plane surface model

This model assumes that the surface is plane and uniform and that scattering can be
characterised by using ray optics. Therefore the surface can be characterised by only one
parameter, the reflection coefficient I, which was assumed to be uniform over the surface.

The optimum I" for each measurement series was found using a minimum square error
optimisation, defined as

[r]opt =min[r] ¥ ¥ (ﬁ(esAfP) —-Ep (QS,A(p))Z (eg. 111)
6:A
sby

where p was the measured amplitude in each direction, and Ep was the amplitude resulting
from the model assumptions and the current value of T.

All the results from the analysis of all the measurement series are tabulated in Appendix F,
giving the optimum parameter for each measurement series as well as the mean sgquare error
relative to the amplitude/phase model analysis, described in Chapter 5.

Figure 38 shows the mean of the mean square errorsrelative to the A/P model for each surface
type. For al the measurements the amplitude/phase model shows a closer fit. However, the
plane surface model fit was reasonably good for asphalt, with an error that wasonly 1.1 dB
higher on average. As expected, the fit became progressively worse with the roughness, for
ploughed field the average error was in the order of 5-6 dB higher than for the amplitude/phase
model.
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Figure 38. Average error (dB) of the plane surface model relative to amplitude/phase model for
different natural surfaces

For asphalt the estimated values of I were in very good agreement with I derived from the A/P
model, the difference being only 0.03 on the average. For grass the value of I was considerable
underestimated, by 20 % on average, and by more than 50 % underestimated in the case of
ploughed field. This confirms that the plane surface model is only usable for smooth surfaces,
and in this case only asphalt.

6.2 Small Perturbation method

The Small Perturbation Method (SPM) is described in detail in Chapter 4. In the optimisation
first order SPM was used. The coherent field was cal culated as described in Chapter 4, and the
Fresnel reflection coefficients were assumed constant over the surface. The surface
electromagnetic parameters were assumed known, and taken from literature. The values used
were g,'=8, 0=0.01 for asphalt and &,'=8, 0=0.005 for grass and ploughed field (values from
[Lebherz92]). The optimisation was performed based on finding the optimum values for L and
h in the least square sense, where L and h are the surface correlation length and rms height
variation (relative to the wavelength), respectively, assuming Gaussian surface statistics. This
can be written

[L hlope =min[L ] p Az(ﬁ(es,mm—Ep(es,Aco))2 (eq. 112)
sAQ

where p was the measured amplitude in each direction, and Ep was the expectation value of
the SPM amplitude given the current values of [L h] and the surface el ectromagnetic
properties.

The full results from the analysis of al the measurement series are tabulated in Appendix F,
giving the optimum parameters for each measurement series as well as the mean square error
relative to the amplitude/phase model analysis, described in Chapter 5. It was seen that the
SPM model showed poor performance on all surfaces, ranging from 7 dB on average for
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asphalt to 12 dB on average for ploughed field. This was considerable poorer than the other
methods, even on the smoothest surfaces. Closer inspection showed that this was due to the

€l ectromagnetic parameters used pointing to a higher reflection coefficient than the ones
observed. Thiswill give severe errorsfor SPM due to first order SPM not conserving energy,
estimating the coherent component to be equal to the one from a smooth surface with the
electromagnetic properties assumed. Therefore the optimisation in the case of SPM was
repeated using electromagnetic parameters in line with the values estimated from the
optimisation using the A/P model in Chapter 5. The values used in this case were; asphalt:
€/=3.1, 0=0.01; grass. &,'=1.8, 0=0.05; ploughed field: €,'=1.8, 6=0.05. Both the results using
the original values and using the refitted values are tabulated in Appendix F.

Figure 39 shows the average error (dB) relative to the amplitude/phase model for different
surfaces for the refitted values. The tendency is towards poorer performance with increasing
roughness, as expected since the SPM assumptions (Chapter 4) are no longer valid for rough
surfaces. Also note that the error in the case of asphalt is approximately the same as that of the
plane surface model.

4.5

35 T,

2.5

15
) <

0.5

Average relative error (dB)

Asphalt Grass Ploughed field

Figure 39. Average error (dB) of the Small Perturbation Method (SPM) relative to
amplitude/phase model for different natural surfaces, refitted electromagnetic
parameters

The optimisation overestimated the rms height variation for al surfaces, as shown in the results
in Appendix F. The variation between series was quite large.

6.3 Kirchoff model

The Kirchoff model is described in detail in Chapter 4. In the optimisation the rough surface
expressions are used for the diffuse field. The coherent field was calculated as described in
Chapter 4, and the Fresnel reflection coefficients were assumed constant over the surface. The
surface electromagnetic parameters were assumed known, and taken from literature. The values
used were €,'=8, 0=0.01 for asphalt and €,'=8, 0=0.005 for grass and ploughed field (values
from [Lebherz92]). The optimisation was performed based on aleast square fit for the optimum
values of L and h, where L and h are the surface correlation length and rms height variation
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(relative to the wavelength), respectively, assuming Gaussian surface statistics. This can be
written

(b o =minf 1] 5 Az(ﬁ(evs,A@—Ep(es,Aco))2 (eq. 113)
sQQ

where p was the measured amplitude in each direction, and Ep was the expectation value of

the Kirchoff amplitude given the current values of [L h] and the surface el ectromagnetic
properties.

The full results from the analysis of al the measurement series are tabulated in Appendix F,
giving the optimum parameter for each measurement series as well as the mean sgquare error
relative to the amplitude/phase model analysis. Figure 40 shows the average error (dB) relative
to the amplitude/phase model for different surfaces. It can be noted that the Kirchoff model
showed poorer performance on al surfaces. The worst fit was found in the case of ploughed
field, which was dlightly surprising, since the rough surface description of the Kirchoff model
that was used would be expected to perform best for the roughest surface. One reason could be
the assumption of an isotropic surface in the Kirchoff model, which is not satisfied for the
ploughed field.

The estimation of the correlation length L showed quite large variations, the highest values for
L were observed in the case of ploughed field.

—

Relative average error (dB)
P
(&)}

Asphalt Grass Ploughed field

Figure 40. Average error (dB) of the Kirchoff model relative to amplitude/phase model for
different natural surfaces

The optimisation seems to overestimate the rms height variation, especially for asphalt where
the estimated h is 2 cm, which is considerable more than the value from the estimation in
Chapter 5. Closer inspection showed that like in the case of SPM this was due to the
electromagnetic parameters used pointing to a higher reflection coefficient than the ones
observed. Thislead the optimisation to compensate by estimating a slightly rougher surface.
The lower reflection coefficient indicates that the permittivities of the surfaces were slightly

86

URN:NBN:no-1290



Evaluation of scattering characteristics for 3D radio channel modeling

lower than the ones used in the optimisation. Also for the Kirchoff model the estimation was
repeated using values for the electromagnetic parametersin line with the val ues estimated from
the optimisation using the A/P model in Chapter 5. The values used in this case were the same
asin the SPM case: asphalt: €,'=3.1, 0=0.01; grass: £,'=1.8, 6=0.05; ploughed field: £’'=1.8,
0=0.05. Both the results using the original values and using the refitted values are tabulated in
Appendix F. However, unlike in SMP case, for the Kirchoff model, the refitted values did not
show a better fit than the original data. The variations in the values of the parameter estimations
were still quite large, and the height variations were still somewhat overestimated.

6.4 Oren model

This model is described in Chapter 4 and isamodel that assumes a rough surface and no

coherent, reflected component. The output is always a normalised radar cross section a0 ,

meaning that the scattering in any direction is scalable with the size of the surface. In the case
of the Oren model this normalised radar cross section can be written O’O(R, 02, 0s.6,A¢) ,
where the parameters R and o2 aredefinedin Chapter 4 and the other parameters are

geometrical properties. As described in Chapter 2 the received power can according to this
description be written as

p - o6 @) Os N 0,

. 114
A (4mPR2R 2 e 19

where the integral is over the entire illuminated area.
In asimilar fashion to the method for the other models, the optimisation was performed by
finding the optimum values for R and o2 inaminimum square sense. This can be written as

R UZLpt:min[R 5 Az(p(ﬁ(es,Arp)—Ep(es,Afp))z (eq. 115)

where p was the measured amplitude in each direction, and Ep wasthe expectation value of
the Oren amplitude given the current values of I_R o ZJ.

The full results from the analysis of all the measurement series are tabulated in Appendix F
giving the optimum parameters for each measurement series as well as the mean square error
relative to the amplitude/phase model analysis, described in Chapter 5.

Figure 41 shows the mean of the mean square errors relative to the amplitude/phase model for
each surface type. In the cases of asphalt and grass the Oren model showed a much poorer fit,
8.7 and 5.8 dB on average, respectively. Thisis as expected since the coherent component was
significant in both these cases. In the case of ploughed field the performance was similar to the
amplitude/phase model, about 0.4 dB better. This result was dlightly surprising, since
measurements indicated a coherent component in the scattering from the ploughed field. Closer
inspection showed that the slightly poorer result of the A/P model is due to the anisotropic
surface structure of the ploughed field, leading to the coherent component appearing at a
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different angle than the mirror angle. As described in Chapter 5, the anisotropy leads the
optimisation routine for the amplitude/phase model to fail.

10

AN

Average relative error (dB)
N

e
Asphalt Grass Ploughed field

Figure 41. Average error (dB) of the Oren model relative to amplitude/phase model for

different natural surfaces

In conclusion the comparison shows that the Oren model is only applicable for very rough
surfaces.

6.5

Conclusion

Table 3 shows the average error for the different surfaces and models compared to the
amplitude/phase model. The main observations are:

The amplitude/phase model performs better than the other models on al surfaces,

the plane surface model performs reasonably good for asphalt, but is not appropriate for
rougher surfaces (grass, ploughed field),

the small perturbation model shows good performance on asphalt, but performed
increasingly poorly with roughness,

the more general Kirchoff model shows an overall better performance, the error being the
lowest among the conventional models tested, and

the rough surface Oren model performs well on ploughed field, but is not applicable for
smoother surfaces.
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Asphalt Grass Field
Plane surface 12 25 53
SPM® 11 4.0 35
Kirchoff 13 11 2.7
Oren 8.7 58 -0.5

Table 3. Average error (dB) for the different models compared to amplitude/phase model

It could also be noted that although a significant coherent component was observed in the case
of ploughed field, the Oren model shows a closer fit to the data than both the amplitude/phase
and the Kirchoff model in this case. Thisis probably due to the anisotropic surface structure of
the ploughed field, which caused the Kirchoff and the A/P model to have a wrong estimation of
the coherent component.

% Values obtained using the measured values for the electromagnetic parameters
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7 Applicability and implementation

This chapter describes the implementation and applicability issues regarding 3D channel
modeling using the 3D radar model described in Chapter 3. The first section provides a brief
discussion about applicability issues. The second section gives an overview of the
implementation, including rough surface scattering. In the third section the parameterisation is
discussed. Section four describes the enhancements suggested to this type of modeling. Two
elements are suggested, the estimation of a prediction interval rather than a single value, and
the use of the A/P scattering model as suggested in Chapter 5. The fifth section provides a
sensitivity analysis, including variations between area types, land use classes, variationsin
model parameters as well as weather and seasonal variations. The sixth section provides a
discussion about the applicability of the model in comparison with other models. The last
section contains suggestions for future work.

7.1 Applicability

The suggested 3D channel model is principally applicableto rural or suburban areas. Thisis
because of an implementation with first order reflection/scattering only, which is reasonable
when considering scattering from natural surfaces. In suburban areas reflection/scattering from
man-made objects like buildings will provide a significant contribution. In urban areas multiple
reflection/scattering from building walls will have a significant contribution to the total
received signal, making first order reflections insufficient.

Asdiscussed in Section 7.6, the model can be seen as a generalized ray-tracing model if
multiple reflection/scattering is taken into acount. Thisis because the A/P scattering model is
not limited to natural rough surfaces, but can equally well be applied to e.g. building walls. Itis
believed that the inclusion of a more accurate scattering model will have increased importance
with increased map accuracy.

7.2 Implementation

7.2.1 Sub-models

Asdiscussed earlier the 3D channel model is based on predicting the sum of a 2D vertical
plane component and a number of 3D scattered components. The 2D component can be either
free space or diffracted. The scattered components can be from surfaces with free space to the
transmitter and receiver, or from surfaces visible to transmitter and receiver viaa diffraction
link only, which leads these components to be diffracted-scattered, scattered-diffracted or
diffracted-scattered-diffracted.

With respect to the 3D channel model, three submodels are required; 1) the 2D vertical Tx-Rx-
plane model, 2) the diffraction model to and from scattering surfaces, 3) the
scattering/reflection model. The discussion in thisreport is concerned with the
scattering/reflection model. The other two submodels require a deterministic or semi-
deterministic narrowband model, where suggestions are described in Chapter 3. The third
model should be the amplitude/phase model described in Chapter 5.

No detail s about the implementation of the first two types of models will be provided here.
They will either be atwo-dimensional fullwave solution or amodel based on diffraction theory.
Due to complexity, fullwave solutions will normally not be a viable option for model type 2.
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Rather a simple diffraction based model will be used or even an on/off model®. For model type
1 afullwave solution will normally be preferred due to its superior accuracy.

7.2.2 Scattering/reflection model

This study concentrates on the inclusion of 3D scattering effects, identified as submodel 3. The
implementation is described below.

In the algorithm the surface is characterised using three input parameters:

*  Thesmooth surface (Fresnel) reflection coefficient described in Chapter 2, whichiis
incidence angle dependant and can be written as I (6, &) where p indicate the

incidence polarisation (v or h) and €, is the complex relative permittivity (Chapter 2), and
6; istheincidence elevation angle.

e Theroot-mean-square height variation of the surface, hyys.
» Thephysical size of the surface, A.

In addition the algorithm requires the angles 6; , 85 and Ag, which define the geometry of the
incidence and scattered waves.

In accordance with the discussion in Chapter 5 the output should be divided into two
contributions; the specular reflection and the diffuse scattering:

1. The specular reflection can most conveniently be described by using a resulting reflection
coefficient which can be written as

Mes =Cg (eg. 116)

where I isthe smooth surface reflection coefficient as described aboved and ¢sisa
constant between 0 (completely rough surface) and 1 (smooth surface). Thisis described in
Chapter 5.

This description of aresulting reflection coefficient was also used in e.g. [Landron93] and
[DegliEsposti9a]. For large surfaces (larger than the first Fresnel zone, Chapter 2), the
specular reflection has contribution only in the mirror reflection direction

([Gi =05, = n] ). Thisisthe assumption that is normally used in Ray-tracing
predictions (Chapter 3).

For surfaces that cannot be assumed large with respect to the wavelength a different
method must be used, e.g. physical optics. To use this method the shape of the surface as
well as the size must be known. For square surfaces examples of solutions are given in
Chapter 2. For large, smooth surfaces physical optics provides excellent results
[Balanis89]. Care should be taken in the use of the size dependant version of the surface
reflectionsin the case of natura surfaces, however. The edge effect inherent in this
description must be due to the real size of the surface and not the map resolution. In the
latter case the resulting coherent field may be erroneously predicted due to the assumption

% The contribution is zero if the surface is not in line-of-sight and is calculated from free-space
lossif itisin line-of-sight.
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of random phase between neighbouring surfaces. When the surface is a man-made object,
like abuilding wall, the edge effects must be taken into account.

Most surfaces contributing in rural areawill appear large from the definition above,
therefore only the large surface approximation is currently implemented.

2. Thediffuse scattering is described by its normalised bistatic radar cross section as
described in Chapter 2.

Unlike the specular component the diffuse component is always proportional to the surface
size, so that the total radar cross-section is

og=0YA. (eq. 117)

3. If apolarisation dependant description is desired the total contribution in any direction can
be decomposed into the co-polar and the cross-polar components using the method
described in Chapter 5.

The scattering/reflection algorithm described here makes no assumption about the degree of
roughness and is therefore equally suited to describe al surfaces.

7.3 Parameterisation

Inarea radio planning scenario the starting point isa digital elevation map aswell asa
classification with division into land usage classes with corresponding model parameters. The
information should cover potential scattering parameters of that surface, i.e. roughness and
permittivity. Depending on these parameters the surface has a variable scattering
characteristics, and for simplicity reasons only the minimum and maximum values, denoted as
high-scatter case and low-scatter case, are used. Thisisto account for the seasonal or weather
variations. For most natural surfaces dry conditions would be a high-scatter case, whereas wet
or snowy conditions would be alow-scatter case, as shown in Chapter 5.

The parameters required for each surface type are the rms height variation h,,,s and the
electromagnetic parameters €,' and o, from which the angle dependant Fresnel reflection
coefficient I' can be calculated.

Parameterisation has to do with 1) Division of the surfaces into a number of land usage classes
and 2) Decision of the parameters for each land usage class.

Division into classes

It is not the ambition of this report to suggest a division into classes, as an optimal division will
vary from areato area. However, the two major criteria for deciding the division should be:

1. Differencein parameters: Surfaces that have large difference in one or both of the two
describing parameters ™ and hy g should be handled differently if possible. From a

similar argument it is not critical to make a distinction between land usage classes that
have similar describing parameters.

2. Level of detail in map database: The underlying map database will have aresolution as
well asaland usage division. Thisistherefore alimitation in the method that is difficult to
overcome.

An example of the land usage division used in implemented modelsis givenin e.g.
[Lebherz92].
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Describing parameters

If, for aparticular area the necessary height variation and electromagnetic parameters are not
available, some means must be found to get a good estimate of them. In general there are three
ways of doing this; 1) by experiments, 2) from literature, 3) performing an educated guess.

1. The procedure described in Chapter 5 was developed to estimate the rms height variation
h.ms and reflection coefficient I for a given surface. The agorithm uses power
measurement values for different azimuth and elevation scattering angles for a given
incident elevation angle 6; and estimates hyys and I'(6;) . hims is obviously independent of

incident angle, whereas I' is not and therefore only valid for the incident angle measured.
However, as discussed in Chapter 2, there is a relationship between I, the electromagnetic
properties and the incidence angle. Therefore, the electromagnetic properties €, and o for
the surface can be estimated when estimations of I for at least two incidence angles are
available (preferably more). From these parameters the angle dependant I (6;) ,whichis

necessary for the scattering model, can be calcul ated.

2. The necessary describing parameters can otherwise be taken from literature. Some sources
report figures for electromagnetic parameters for natural surfaces (e.g. [Boithias87]). Bare
soil surfaces and their characteristics are covered by radar romote sensing, typically at
frequencies 1.2, 5 and 10 GHz [Nol192]. During these campaigns measurements of
vegetation covered soil, e.g. grass or potatoes, were taken, but the translation of vegetation
parameters into equivalent roughnessis barely sound. The discussion on dry and wet grass
in Chapter 5 explains the difficulties.

3. When the necessary surface information is not otherwise available, often an educated
guess would be good enough for 3D channel predictions. In terms of electromagnetic
properties, it is advisable to use the value for asimilar surface, for which information is
available. For instance, the experiments described in Chapter 5 show that ploughed field
and grass have similar el ectromagnetic properties, which would be a reasonable
assumption in the first place. A different, and probably more difficult evaluation, isthe
low-scatter and high-scatter division. For instance for farmland/field in [Lebherz92] the
value for dry conditionsis &, '= 7.0, which will be the high-scatter case. The low-scatter
case will be wet surface or snowy surface, dependent on region. Either of them would have
avaluefor £, ' somewhere between the value for dry conditions and the value for water
(&r'=80). Interms of the height variation an educated guess could often be achieved
simply by “using aruler”, the experiments in Chapter 5 show that the h,s estimated is
similar to the real physical height variations observed on the surface. Thisis more
complicated in the case of layered surfaces, like forest with treesin leaf, which would lead
to an equivalent h, for the surface.

7.4 Enhancement to radio planning tools

The enhancements suggested to 3D radio planning are within two areas; 1) the estimation is
performed for an interval rather than a single prediction value, and 2) the new A/P scattering
model is used. Reasons for using the A/P scattering model are provided earlier (Chapter 5,
Chapter 6), and will not be discussed again. This section will concentrate on the suggestion for
using a prediction interval.

The idea of performing the propagation prediction in terms of an interval given by knowledge
about the probability density function (PDF) was described by Lebherz et.al. in [Lebherz92].
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The approach was that the resulting fieldstrength could be seen as the sum of alarge number of
scattered and diffracted components from which the PDF was known.

As previously discussed, in the model type in question the total predicted fieldstrength can be
seen as a sum of complex contributions which can be written

N
Etotal = ,ZlEi (eq. 118)
i=

where E; are the contributions from the n scattered or diffracted components and the vector
notation indicate that all contributions are complex. The PDF of the contributions E; can be
written fj(kj) where k; isdefined as

ki =[RelEi} 1nfE} =k kol (eg. 119)

The characteristic function of the individual signal componentsis defined as

i) = Jffi(x ye K ik dk, (eq. 120)

—00

where t =[t; to].

Thetotal characteristic function can then be written

Brotal (1) = _H1¢i ® (e, 121)
i=

and from this the total PDF can be found using inverse Fourier tranform

frotal () = [ [Protal (VeI Xatydt (eq. 122)

—00

In the discussion in Chapter 5 it was shown that the PDF of the scattered components are
Rayleigh or Rice dependent on whether there is a significant coherent component or not. The
phase can be considered uniformly distributed over 21t

Examples of PDF plots from one of the test cases described in the next section (Bristol) are
shown in Figure 42 for a) aline-of-sight case, b) a case with the 2D component attenuated 20
dB (relative to @) ) and c) a case with the 2D component attenuated 40 dB.

Figure 43 shows 2D plots of the same cases asin Figure 42 b) and c). The curve indicates the 3
dB contour in each case. The value o indicates the width of the distribution. The centre of the
curveisin adistance R from the origin in the complex plane. Note that due to the uniform
phase the shape of the contour is circular. Also, because the 2D component is assumed non-
random, the shape of the curveis solely due to the 3D component and is equal in the two cases.
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Theratio R%/c? is proportional to the Ricean K-factor (Chapter 5). In the case of the 40 dB
attenuated 2D component, R is neglectable and therefore not visible in the Figure.

When using the low scatter and high scatter cases one obtains two separate PDFs, and either
one of them or a combined PDF should be used. This combined PDF can be found by using the
same method described above to find the PDF of the sum of the high scatter and low scatter
cases. The average is then simply the PDF of the sum divided by two. It is suggested to allow
the planning tool to make both the low-scatter and high-scatter predictions, the usage will
decide which one should be used. Results from the low-scatter and high-scatter cases can be
used in the radio planning tools to obtain worst case - best case estimations. Which cases that
are worst and best will depend on the parameters in question: High values for the reflected
signal components will increase the estimated received signal level, whereas it will also
increase the time dispersion, which is often undesirable.

Distribution of complex fieldstrength

Probability

IM[E] - RelE]

a)

Figure 42. Example complex pdf-s for the received signal from test case Bristol, a) LOS, b) 2D
component attenuated 20 dB, ¢) 2D component attenuated 40 dB.
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Distribution of complex fieldstrength

IEmmEN
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Im(E) s RelE]

b)

Distribution of complex fieldstrength

x10

R

Probability

=
3

Im[E] oo Re[E]

0)

Figure 42. Example complex pdf-s for the received signal from test case Bristol, a) LOS, b) 2D
component attenuated 20 dB, ¢) 2D component attenuated 40 dB.
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Figure 43. 2D plot showing R, the distance from origin, and the 3 dB contour for the curves
plotted in 3D in Figure 42 b) and c)

7.5 Sensitivity analysis

This section performs a sensitivity analysis from a number of example scenarios. They are
based on using surface height information from a given area obtained from digital elevation
maps. The example scenarios were then chosen by selecting typical mobile and base station
positions and cal culating the radio channel using the 3D channel model with scattering
contributions from the A/P model.

The received signal consisted of two types of components; 1) a 2D vertical plane component
that is assumed non-random with any value from the free space value to zero; 2) a 3D
component due to the field scattered from terrain surfaces. In the latter component only the
terrain surfaces with line-of-sight to both the base station and the mobile station were taken into
account.

For clarity the terrain was assumed to be uniform in each run of the calculations. The terrain
types considered were forest, field and grass. The parameters used in each case were taken
from the experiments described in Chapter 5 and are given in Table 4. The calculations were
done for downlink, with the base station transmitting and the mobile station receiving. The
calculations were performed for different seasonal and weather conditions. In particular, for
field with and without snow, and for wet and dry grass. Lastly, calculations were performed
with varying values for the model parameters. Note that the Tx power value is given asan
EIRP value, and assumes a Tx power of 10 W (40 dBm) and an antenna gain of 10 dBi on
average.
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The example DEMs were from Bristol, UK and Lillehammer, Norway. In Bristol the map
covered arura areawith undulating terrain. The map from Lillehammer was from a hilly
terrain with a steep valley. Surface plots from the two terrain examples are shown in Figure 44
a) and b).
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Figure 44. Example surface plots fromthe test casesin a) Bristol, UK and b) Lillehammer,
Norway.
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There are distinct differences in the terrain statistics between the two areas. As shown later, in
Subsection 7.5.4, the time dispersion is much more severe in the Lillehammer case, dueto a
number of distant scatterers contributing strongly to the 3D component. Table 5 shows the
percentage of the coverage area where the 2D component is line-of-sight, obstructed line-of-
sight and blocked, respectively. Two base station antenna heights are used; 20 m (high) and 10
m (low). The division between obstructed and blocked is defined as the Fresnel-Kirchoff
diffraction parameter v (Chapter 2) exceeding 1.15 for the most severe obstruction on the
specific path. Thisindicates a 2D attenuation of approximately 15 dB compared to free space
(knife edge, [Boithias87]). As shown in the next section, for a 2D attenuation of more than 15
dB a 3D model is necessary. The percentage of the area giving a blocked 2D component is
significantly higher in the hilly terrain, around 40% compared to approximately 15% in rural

undulating.
Delta height (m) £ o
Forest 0.53 12 0.001
Field, dry 0.10 7 0.005
Field, snowy 0.042 20 0.010
Grass, dry 0.025 7 0.005
Grass, wet 0.025 20 0.010

Table 4. Parameters used for the different land usage examplesin the test cases

2D condition Bristol Lillehammer

High Tx Low Tx High Tx Low Tx
LOS 74.1 67.5 50.2 46.4
Obstructed 11.6 138 7.9 8.9
Blocked 14.3 18.7 419 447

Table 5. Percentage of area where the 2D component is line-of-sight, obstructed line-of-sight
and blocked for Bristol and Lillehammer

The parameters used in the test cases are listed in Table 6. A test case isdefined asa
combination of 1) Tx- and Rx-positions 2) Value of 2D component and 3) Land usage.
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Land Usage Forest, Field, Grass

AreaType Rural Undulating (Bristol), Rural Hilly (Lillehammer)
Frequency 2GHz

Polarisation Vertical on both Rx and Tx

Tx power (EIRP) 50 dBm

Antenna Diagram Omnidirectional on both Rx and Tx

Tx-Rx-distance 1500 m (Bristol), 6400 m (Lillehammer)
Tx-height 20m
Rx-height 2m

Table 6. List of parameters used in the test cases.

In each test case the complex probability function of the received signal was calculated in the
manner described in Section 7.4. From this the cumulative distribution function for the received
power is calculated. All results of this section are tabulated in Appendix G. The 1, 5, 10, 50, 90,
95 and 99 percentiles for each case are given along with the mean power and the value of the
2D component. The variations in the received signal level correspond to the short-term fading
as described in Chapter 3.

7.5.1 2D versus 3D comparison

Asdiscussed in Chapter 1, in order to predict the time dispersion and angular dispersion in the
radio channel a 3D component must be included. In Chapter 3 a number of investigations are
described which conclude that in many cases a 3D model provided much higher accuracy for
path loss prediction than 2D modelsin rural areas. Tables 38-43 in Appendix G show the
results from the analysisin the case of forest, field and grass for values of the 2D component
from O dB attenuation (free space) up to 50 dB.

For the line-of-sight cases the inclusion of the 3D model does not provide any significant
additional information. The average path lossis not affected by the 3D contribution and even
the 1 percentile does not differ significantly from the mean in most cases. The mean value
remains relatively constant for values of the 2D component attenuation up to typically 15 dB.
In Figure 45 the difference in mean value (dB) between the 2D and 3D predictions are
illustrated for the test case Bristol with land use forest for different values of the 2D
component. Figure 46 shows a similar curve for Lillehammer with land use grass. In the
Lillehammer case the curve increased later, indicating that the 2D prediction is sufficient up to
an attenuation of approximately 25 dB in this case. For field and forest these curves for
Lillehammer increased earlier, for forest the mean in the 2D and 3D cases remained relatively
equal up to approximately 10 dB.
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Figure 45. Difference in mean value between the 2D and the 2D+ 3D prediction for the test

case from Bristol, land use forest
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Figure 46. Difference in mean value between the 2D and the 2D+ 3D prediction for the test

case from Lillehammer, land use grass

Although the mean value remained constant, the difference for small percentiles became
significant from around 5-10 dB attenuation. For instance, in the case of Bristol with land use
forest, the difference between the 50 percentile and the 1 percentile increased from 7 dB for 5
dB attenuation up to 18 dB for 20 dB attenuation. In Figure 47 the cumulative distribution of
received signal level for test case Lillehammer with land use grass is shown for 2D component

attenuation 0, 10, 20 and 30 dB, normalised to the 50 percentile in each case.
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Figure 47. Normalised (to the 50 percentile) cumulative distribution function for test case
Lillehammer, land use grass, 2D component attenuation 0 dB (black), 10 dB (red), 20
dB (blue) and 30 dB (green)

The analysis shows further that the 3D scattering dominated the total contribution if the 2D
component is attenuated by 20 to 35 dB. In these cases the usage of only a2D model will give
erroneous results.

When comparing the results for the different land use cases, it can be noted that the cases of
field and forest provide quite equal results for the test case Bristol. The forest case has the
largest number of significant scattering components due to this terrain type having the most
severe roughness. However, since the land use field has the highest values for the reflection
coefficient this case experienced the highest values for individual scattering contributions. In
the case of grass the roughness was lowest, therefore the 3D scattering contribution waslessin
this case. The mean value for the 3D component was approximately 7 dB lower for grass than
for field and forest.

For test case Lillehammer, the difference was much larger between the land use cases, for the
3D component the forest case gave values amost 10 dB higher than afield land usage, which
again was about 10 dB higher than grass. This large difference between forest and field can be
understood by inspecting Figure 48, which shows radar cross-section for forest (solid) and field
(dashed) for different incidence angles. For Lillehammer alarge number of distant scatterers
relatively far away from both Tx and Rx with grazing incidence and scattering angles have an
important impact. Figure 48 shows that for these scatterers forest contribute significantly more
due to the difference in roughness. In Bristol alarger part of the contribution came from
scatterersrelatively close to either Tx or Rx and with lower incidence and scattering angles.
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Figure 48. Radar cross-section for a 1 1 msurface of forest (black) and field (red) for
incidence angles from 45° to 89°. Scattering angle is assumed equal to incidence angle

Figure 49 shows the cdf for the test case Lillehammer in the case of forest, field and grass,
respectively, for the 3D component only. The large difference between the land use cases
should be noted. In this example the land cover forest and field would provide sufficient signal
level for e.g. GSM to operate satisfactorily, whereas grass would experience problemsin
approximately 10% of the time*’.

3" The sensitivity limit for GSM is—102 dBm.
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Figure 49. cdf for test case Lillehammer for the 3D component, land use forest (black), field
(red) and grass (blue).

In conclusion:

» A 2D component attenuation of more than typically 15 dB requires a 3D model to estimate
the signal level accurately,

» a2D component attenuation above 15 dB occurs in approximately 40 % of the coverage
area at Lillehammer and approximately 15 % of the coverage area at Bristol, and

« inabhilly terrain (Lillehammer), the variations due to land usage are much larger thanin an
undulating terrain (Bristol) due to the difference in the statistics for the incidence and
scattering angles. The 3D component for forest was 20 dB higher than that for grassin this
case.

7.5.2 Seasonal variations

The analysisin the cases of land use field and grass was repeated with the assumption of snow
on the field and water on the grass. The parameters used were in accordance with the estimated
values from Chapter 5 and are given in Table 4. Figure 50 shows the mean values of the
estimated received signal in the case of field with and without snow for the test case from
Lillehammer. The difference in mean value is approximately 3-4 dB for the 3D component, the
case with snow providing the highest values. It appears that the lower roughness in the case of
snow, leading to fewer significant scatterers, is compensated by the higher reflection
coefficient. In the Bristol case the differences between snow and no snow were small for all
values for the 2D component, never exceeding 1 dB. In this case snow provided higher values.
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Figure 50. Mean received value (dBm) in the case of field with and without snow, Lillehammer

Figure 51 shows the mean received signal level for test case Bristol in the case of grass, with
and without water. For the 3D component the difference between the two casesis
approximately 4 dB. Thisis due to the larger value for the reflection coefficient in the case of a
wet surface. For Lillehammer the difference was dlightly less. This 3-4 dB differenceis
consistent with the observations in Chapter 5.

'50.0 T T T T T T T T T T
5\5 10 15 20 25 30 35 40 45 50

-55.0
E N
S -60.0
©
> —e—Di
2 -65.0 v
< —=— Wet
&
S -70.0 | —
(]
= '\\‘\0—0—0—0
-75.0
-80.0

2D comp. attenuation

Figure 51. Mean received value (dBm) in the case of grass with and without water, Bristol

In conclusion, the seasonal and weather variations estimated in this analysis gave variations up
to 4-5 dB for the mean value of the received signal, indicating that the weather and seasonal
variations are indeed significant. The signal level variations resulting from the statistical nature
of the estimation due to fading is larger than this, however. It could be noted that the
assumption in this analysis of the 2D component being perfectly known isjust an
approximation, and that in areal case this component will also be subject to weather and
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seasonal variations, in particular when the 2D component is diffracted over terrain formations
which have el ectromagnetic properties that change with meteorological conditions.

7.5.3 Parameter variation

To inspect the dependency of parameter variations on the model prediction a series of analysis
with varying input parameters were run. In Figure 52 the mean received signal level for test
case Bristol with land use field is shown as a function of the (rea part of) the relative
permittivity, where values from 1.2 up to 20 are used. The case of the 2D component attenuated
by 10 dB as well as the case of 3D component only are shown in the figure. The figure shows
that the variations in the case of 10 dB 2D attenuation are quite small, as expected. Thisis due
to the 2D component having an important impact in this case. In the case of only 3D
component the variations are much larger, approximately 12 dB over the range of permittivity
values. The mean Rx-level isincreasing with increasing permittivity, thisis due to the
increasing values for the reflection coefficients leading to alarger amount of the power being
scattered from the surfaces. For the test case Lillehammer the variations were slightly smaller,
and not uniformly increasing. The results are tabulated in Appendix G.
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Figure 52. Variation in mean predicted Rx level as a function of relative permittivity, test case
Bristol, land use field.

In Figure 53 the mean received signal level for the test case Bristol with land use field is shown
as afunction of the surface height variation, Ah, where values from 4 mm up to 40 cm are used.
Asinthe case of permittivity variations, a 10 dB 2D attenuation as well as the 3D only case are
shown. The 3D case shows variations of more than 20 dB over the range of values. The curve
isvery steep for values of Ah up to approximately 6-8 cm, but flattens for higher values. Thisis
probably due to the height variation at this value exceeding half a wavelength. For height
variations exceeding A/2, the low incidence angle cases will already be completely rough, and
any increase in the roughness will not alter the scattering contribution from these surfaces.
Figure 54 shows the mean received Rx-level for the test case Lillehammer, for values of the 2D
component attenuation of 10 dB as well asthe 3D case only. The curves are similar to the ones
from Bristol, in the case of only 3D the variations are up to 30 dB, from the lowest height
variations to the highest.
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Figure 53. Variation in mean predicted Rx level as a function of height variation, test case
Bristol, land use field (wavelength 15 cm).
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Figure 54. Variation in mean predicted Rx level as a function of height variation, test case
Lillehammer, land use field (wavelength 15 cm).

A sensitivity analysis with respect to the conductivity of the ground was also carries out. The
variations were however very small for realistic values of conductivity. The values used were
from 0=0 to 6=0.3. The results are given in Appendix G. For other surfaces, like sea water, the
conductivity may have a much stronger influence.

In conclusion,

« the 3D model sensitivity to parameter variations are small when the 2D component has a
strong contribution,

» for the 3D component the variations are large, up to 20 dB,
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e anerroneous assumption with respect to roughness or permittivity with afactor of two may
ater the mean predicted value by up to 10 dB, and

« thevariations with respect to surface height variations are highest for values of height
variations below A/2 (approximately 6-8 cm for UMTS).

7.5.4 Other considerations
Terrain variations

The method used in the previous section was that of attenuating the 2D component while the
scattering conditions (3D component) remained constant. In practical cases there will be a
correlation between the presence of a strong 2D component and the scattering conditions.
Therefore a case for each area type with severe non-line-of-sight conditions was inspected as
well. There was no significant 2D component in any of these cases. The 3D terrain plotsin the
two cases are shown in Figure 55. The plots aso show the contributing scattering surfacesin
black as well astypical signal paths asred arrows. It is evident that a much larger number of
scatterers are contributing in the hilly terrain case. Figure 56 shows the cumulative distribution
functions of the received signal level in these two cases, for land use forest. Thereisa
significantly higher signal level for Lillehammer, which is due to the differencein terrain
statistics. If asystem link budget is considered, the Lillehammer case will provide significant
signal level to maintain a connection for approximately 95% of the time for e.g. GSM¥®,
whereas the Bristol case will fail in 25% of the time.

1500

a)

Figure 55. 3D terrain plots non-line-of-sight cases for a) Bristol and b) Lillehammer.
Scattering surfaces are shown in black, typical signal paths are show asred arrows.

% The sensitivity limit for GSM is—102 dBm.
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b)

Figure 55. 3D terrain plots non-line-of-sight cases for a) Bristol and b) Lillehammer.
Scattering surfaces are shown in black, typical signal paths are show asred arrows.

. /[
. .

Prob P<p
o
wm
T
—~—

0.4 /
03

0.1

0]
-130 -120 -110 -100 -90 -80 -70
Rx level (dBm)

Figure 56. Cumulative distribution of received signal level for the severe non-line-of-sight
cases for Bristol (black) and Lillehammer (red), land use forest
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Wideband considerations

The discussion so far has been concerned with signal level only, making a narrowband
assumption. If awideband model is desired the time domain must be taken into account. For
the case of signal level the statistics must then be calculated for each time bin individually,
where the length of the time bin isinversely proportional to the signal bandwidth. The model
provides the time and angular dispersion of the channel inherently. In Figure 57 examples of
power delay profiles from the test cases at Lillehammer are shown™, for land use forest. Figure
57 a) showsthe original test case, whereas Figure 57 b) shows the non-line-of-sight example
discussed above. In the non-line-of-sight case the contributions from distant scatterers are more
evident, and the profile extends over alonger time range.

Table 7 shows values of delay spread (DS, Chapter 3) for the different test cases, assuming a
strongly attenuated 2D component. It is evident that the Lillehammer case has significantly
higher values for DS than the Bristol case. Also, for Lillehammer the non-line-of-sight case has
the highest val ue because of the increased significance of the distant scatterers. In the Bristol
scenario almost no scatterers contribute in the non-line-of-sight case.

Figure 58 shows the power azimuth spectra (Chapter 2) for the same two cases asin Figure
57%. The azimuth spread (AS) isin the same order of magnitude in the two cases. The
directions are defined clockwise, relative to the Tx-Rx-direction. In Figure 58 b) a significant
amount of the signal power is arriving from back-scattered components (=180°). In Figure 58
a) the azimuthal distribution is more uniform over the spectrum, but with the most significant
components arriving close to the direction of the link (=0°).

-90

Power level (dBm)

Il Il I I Il Il Il
15 20 25 30 35 40 45 50
Relative time delay (us)

a)

Figure 57. Power delay profile for Lillehammer, a) line-of-sight case and b) non-line-of-sight,
land use forest

¥ In the power delay profile, atime resolution of 25 nsis used.

“0 | n the power azimuth spectrum, an angular resolution of 2 degreesis used.
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Figure 57. Power delay profile for Lillehammer, a) line-of-sight case and b) non-line-of-sight,
land use forest
Test case Delay Spread (Js)
Line-of-sight Lillehammer 1.28
Non-line-of-sigth Lillehammer 9.76
Line-of-sight Bristol 0.27
Non-line-of-sight Bristol 0.019

Table 7. Delay Sporead values for different test cases, land use forest
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Figure 58. Power azimuth spectrum, Lillehammer, a) line-of-sight case, b) non-line-of-sight,
land use forest

7.6 Discussion

The discussion in this report has been limited to channel prediction models for rural areas.
Even though the discussion concentrated on the rural case, the description of the 3D radar
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model is equally applicable to man-made objects like building walls. This means that the
scattering model can also be used in indoor and urban area models when a more redlistic
assumption than the smooth/large object assumption is desired.

In future advanced Ray-tracing algorithms the single ray will be replaced by a bundle of rays
that is scattered and diffracted from surfaces. The surface description used in such a method
can be taken from the method described here. A preliminary step into such a model is presented
for indoor environments by Ascom [Liebenddrfer99]. In the case of building walls, refraction
through the walls as well as diffraction from building edges will be taken into account.

This means that the approach used in the 3D radar model described here and advanced indoor
and urban area models will converge. This would also mean that the difference between arural
area approach and an urban area approach would consist of different input parameters, like the
scattering parameters and the order of the reflection/scattering to be taken into acount.

7.7  Future work

This study has provided significant input for the development of 3D channel prediction models,
especialy in the areas of:

*  Rough surface scattering, where the new A/P model was introduced.

»  Measurements of natural surfaces, where the roughness parameters of typical land use
classes were estimated.

» 2D versus 3D channel modeling, where detailed recommendations were given.
* Meteorological variations, where the impact of snow and rain was evaluated.

However, some areas are not covered in detail, and remain subject to future work.

7.7.1 Implementation issues

The demonstration model implementation can be extended into a fully operational 3D channel
model to be implemented into a network-planning tool. Using this implementation the
predictions should be compared to radio channel measurements to validate the model
implementation and tune the model parameters. The validation of the predictions should be
performed with respect to the path loss as well as the temporal and angular dispersion.

The implementation should allow shadowing due to foliage to be taken into account, and allow
reflection and scattering from man-made objects like building walls. Also the model should
allow diffracted-scattered-diffracted signal components.

7.7.2 Propagation issues

The propagation study undertaken can be extended so that a compl ete catalogue of surface
parameters is made available for model implementation. Of particular interest could be the
characterisation of the roughness and reflectivity from man-made objects, like building walls.
Also, it isof interest to perform more measurement at angles close to grazing, as discussed in
Subsection 7.5.4. The angular dependency for the diffuse component can have arelatively large
impact on the 3D prediction.

Also, the propagation study can be extended into new frequency bands, to inspect the
frequency dependence on the results and conclusions.
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7.7.3 Urban areas

The type of sensitivity analysis performed in this chapter can be performed also for urban area
models. It isalso of interest to pursue the idea of using ageneral scattering/reflection model
like the amplitude/phase-model also in arural areaimplementation like ray-tracing. It can then
be evaluated whether a merger of the 3D radar approach and the ray-tracing approach into a
more generalized way of doing 3D modeling as described in the previous section is plausible.
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8 Conclusions

8.1 Motivation and main results

The motivation behind the work was the need for more accurate radio channel prediction
models to allow efficient radio planning. The channel models should be able to provide an
accurate estimation of the path loss (signal level), and also be able to estimate time dispersion
and angular dispersion, taking into account 3-dimensional contributions. The focus was on
rural areas, because radio coverage of rural areasis more costly when using higher frequencies,
which isthe case for UMTS compared to GSM. In addition seasonal and environmental
variations are strongest here. Radio frequencies around 2 GHz were selected, as these are the
most important frequency bands for mobile systems for wide area coverage, even though the
envisaged approach also supports radio planning for GSM 900 and WLAN systems.

The main achievements of the work can be summarised in the following points:

1. Thedevelopment of a novel approach, the Amplitude/Phase model, to the modeling of
scattering from random rough surfaces for 3D channel modeling. The model issimple
and accurate, compared to conventional models. It makes no inherent assumption about
the degree of roughness, making it suited to model all surfaces. A performance comparison
with conventional modelswas carried out.

2. Thedevelopment of an experimental methodology to characterise random rough
surfaces. The work characterised natural surfaces such as asphalt, grass, farmland, and
forest, each of them having a different degree of roughness. In the analysis each surface
type was characterised by its surface height variation and its reflection coefficient.
Variations due to weather and seasonal changes were taken into account.

3. Ananalysisof theimplications of the results on 3D channel modeling using a
demonstration model. The analysis included a comparison between 2D and 3D model
prediction for different area types and land use classes. Also the prediction sensitivity to
seasonal and weather variations as well as model parameter variations were inspected.

8.2 Amplitude/phase model development

An analysis of channel models used for radio network planning was performed. The analysis
concluded that for rural areas atype of models referred to as 3D radar models was preferable.
These models estimate the path loss in the vertical Tx-Rx plane and take off-axis scattering into
account. The path lossis calculated using diffraction theories. Contributions from off-axis
scattering are taken into account from surfaces seen by both the transmitter and receiver. The
3D radar models inherently estimate the parameters describing path loss, time dispersion and
angular dispersion, they provide high accuracy, and have a reasonable complexity allowing
efficient propagation modeling.

To improve the accuracy in the 3D radar models a novel approach to estimating the scattering
from random rough surfaces was developed. The model is referred to as the amplitude/phase
(A/P) model. The A/P model uses asimple physical representation of the surface asa
chesshoard of small, plane surfaces. Scattering from the surfacesis described using closed
form expressions for the diffuse scattering and coherent reflection from the surface. The model
represents the surface using two parameters; the equivalent surface height variation Ah and the
plane surface reflection coefficient I'. The model makes no explicit assumptions about the
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degree of roughness and is therefore suited to describe the scattering from all types of rough
surfaces.

8.3  Estimation of roughness parameters from natural surfaces

M easurements of scattering from natural surfaces such as plane asphalt, grass, farmland and
forest were performed. The surfaces have different degrees of roughness. A parameter fit of I
and Ah was performed for the A/P model, and results were compared to other well-known
rough surface scattering methods that are currently used for channel prediction. These models
were; the Plane surface model, the Oren model, the Kirchoff model and the Small Perturbation
method. For all the surfaces the A/P model performed best. The other models were
approximately 1.5 dB to 10 dB inferior to the A/P model. The Kirchoff model had the best
performance of the conventional models.

M easurements of the surface parametersI” and Ah were performed using two measurement set-
ups. For non-grazing incidence angles, directive antennas pointing to the same position on the
ground were used. The roughness parameters were extracted from power measurements for
different pointing directions. The receiving antenna was mounted flexibly to alow positioning
in from 0° to 70° in elevation and from -5° to 45° in relative azimuth angle. The optimal
parameters were then found in the least square sense for each measurement series. A different
approach was used in the case of grazing incidence, where a method using areceiving array
antenna and super-resol ution direction finding using ESPRIT was developed.

Typical estimated equivalent surface height variations estimated are summarised in Table 8.
The reflection coefficients for each of the dry surfaces were similar to the ones reported in the
literature.

Asphalt Grass Field Forest
Ah 10 mm 25 mm 100 mm 500 mm

Table 8. Typical estimated height variations Ah on dry surfaces with varying degree of
roughness

The measurements were also repeated under different weather and seasonal conditions. Water
on asphalt did not change the reflection coefficient significantly, but increased the value of I

by up to 50 % on grass. Snow on the ploughed field reduced the apparent roughness by more
than 50 % and increased the reflection coefficient significantly.

8.4 3D prediction model implementation

The work provides an analysis of the applicability of the A/P model for advanced radio channel
modeling. An implementation guide for the A/P model in 3D radar channel prediction models
is provided. The guidelines suggest in particular a prediction in terms of a confidence interval
using the probability density function of the received signal components. Also, it is suggested
to make a distinction between the low-scatter and high-scatter cases, to alow the estimation to
predict variations due to seasonal and weather changes.

A demonstration 3D prediction model was implemented, and sample scenarios were tested
using digital elevation maps. One area was an undulating terrain in Bristol, UK, and another
was a hilly terrain in Lillehammer, Norway. It was shown that the two areas have significantly
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different terrain statistics. In the hilly terrain more than 40 % of the coverage areawasin a
blocked state for the base station positions used. In the undulating terrain approximately 15 %
of the coverage areawas in a blocked state. A blocked state is defined as when the 2D vertical
plane attenuation exceeds the free space attenuation by more than 15 dB, which isthe value
where 3D contributions should be taken into account. In the sample scenarios typical base
station and mobile station positions were used. The received signal consisted of a non-random
2D component in the vertical Tx-Rx-planein addition to a 3D component consisting of
contributions from random, scattered components from off-axis surfaces. In the sample cases
the value of the 2D component was set to different values to inspect varying degrees of line-of-
sight, ranging from free space to a non-existent 2D component. Different land use classes were
investigated, namely forest, ploughed field and grass.

It was shown that the use of a 3D model is essential when the 2D component was attenuated
more than typically 15 dB compared to free space, somewhat dependant on area type and land
use. 3D scattering components appear to be important for the total received signal. For the hilly
terrain, more than 40 % of the coverage areaisin “ablocked state”, leading to the conclusion
that in this areatraditional 2D models are not sufficient.

The 3D component has a Rayleigh shape distribution, with atypical difference between the 5
and 95 percentiles in the distribution of more than 10 dB. A 3D channel model is essentia to
predict the time and angular dispersion, regardless of the level of the 2D component.

The hilly terrain of Lillehammer gives alarger number of contributing distant scatterers,
resulting in a higher influence of terrain coverage (land use class). In Lillehammer, land use
forest gave 20 dB stronger received 3D signal component compared to grass coverage.

Variations in the predictions due to seasonal and weather conditions were up to 4-5 dB for the
average values. For radio prediction for mobile systems, there is a natural variability in the
environmental parameters due to seasonal and weather conditions. This points to an inherent
limitation in the possible accuracy in rural areas. A sensitivity analysis with respect to the
model parameters showed that an erroneous assumption about the permittivity or surface
roughness by a factor of two could change the mean of the received radio signal by up to 10
dB. This demonstrates the importance of accurate knowledge of the surface parameters.

An inspection of the time dispersion for the two test areas showed significant differences. In
the hilly terrain in Lillehammer the time dispersion was much more severe due to the different
terrain statistics and the presence of distant scatterers. The delay spread parameter was
approximately 10 pusat Lillehammer compared to approximately 1 us at Bristol for otherwise
equal conditions. In severe non-line-of-sight conditions the difference in delay spread was even
larger. 3D modeling takes into account the contributions from distant 3D scatterers, and givesa
prediction that allows a connection for mobile communication systemsin the hilly terrain. In
the undulating rural terrain the 3D scatterers are less dominant, and their contributions are of
minor importance.

The work has shown that 3D radio prediction isimportant in rural areas with hilly terrain,
where as much as 40 % of the coverage areaisin a blocked state to the transmit antenna. The
effect isless dominant in undulating terrain. An accurate knowledge of the surface parameters,
both in term of reflectivity and equivalent surface height variation, is essential for the
prediction. The suggested A/P model provides an easy tool for the inclusion of natural rough
surfaces, and the accompanied measurements provide equivalent roughness heights for the
surfaces being most present in rural areas: Grass, farmland and forest.
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Polarisation dependant perturbation and Kirchoff theory

Appendix A. Polarisation dependant perturbation and Kirchoff
theory

The methodology used to obtain vector solutions for perturbation theory and Kirchoff theory is
described in e.g. [Ogylvi91]. Only the results will be repeated here.

Perturbation theory:

Assuming alinearly polarised plane wave incident wave, in genera the average power for each
of the polarisation combinations will be of the form

kol 5(61,65,49)
Py p = 5 Am P(KA kB) (eg. 123)
r

where QJEHB is an angular factor dependant on polarisation, where a, B =v,h. P(s1,sp) is

the surface power spectrum as described previoudly in Chapter 4. A, isthe surface sizeandr is
the observation distance I n the case of a perfectly conducting surface, the results are

CDPhqh(Gi ,0s,Ap) = 4cos® 6i cos? Og sin? Ag

P 2 ;2
D hov(B;,Ap)=4cos” B SN A

h-v(6i,A9) i ® (eq. 124)
®Py_v(6; 65, A¢) = 4Sin6; sinb +cosAp)?

CDPVHh(QS,A(p) = 4cos? Bssin2 Ag

In the case of a non-perfectly conducting surface the expressions become dightly more
complicated. The angular termsin this case can be written

—(&r —DcosAgp
E:osei +4/&; —sin29i I%cosesﬂlsr —sinzesg
‘DPhHV(Gi,BS,A(p): —(&; D sinApye, —sin20S
Ecosei +4/&r —sinzei éil%r cosOg +4/&r —sinzesg
(er —DsinG; sin95+cosAq0\/sr —sinzei \/sr —sin2(9S
Eer cosB ++/ & —sinzei éil?er cosfOg +4/&r —sinzesg
‘Dpvah(Gi,Bs,A(p) _ —(&; D sinApye, —sin20S
Egr cosbj ++/&; —sin29i é;l%os@sﬂ/sr —sinzesg

®Ph_n(6;.65,00) =

(eg. 125)

‘DPV—»V(9| 1931A(p) =
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Polarisation dependant perturbation and Kirchoff theory

where &, istherelative permittivity of the scattering medium. Note that in neither case will
there be any depolarisation in the incident plane, i.e. the direction A =180°.

Kirchoff theory:
For Kirchoff theory a solution can be found in the special case of a perfectly conducting

surface, when the reflection coefficients for the vertical and horizontal components will be
Ny =1 and 'y =-1, respectively. In this case the solution for the different combinations of

polarisations can be found from
e jkr

_ ik
Ssa-B T gy

[ (3gghx +baphy —cap) explik(Axg + Byg +Ch(xg, Yo) dxodyo
S

(eq. 126)

where A, B and C are given in Chapter 4 and hy and hy, are the derivative of the height

function hiin the x and y direction, respectively. The constants a, b and ¢ are defined as follows
for the different combinations of polarisations

ayy = 2sinfg by =0 Cyy = —2c0s6g COsA@
ayh =0 byh =0 Cyh = —2sinAg
aph =2sin6; cosA@ bpp =-2sin6; SNA@ cpp = —2c0s6; cosAg
apy = —29n6; coslssinA@ by, = 2(-sin; cosfg cosA@ + cos; sinfg) (eg. 127)

Chy = 2co0s6; cosfgsinAg

In the case of Gaussian height statistics the coherent electric field can be written
_A—g/2
Ecoh_a-p(r)=e (Eo a-8 (eq. 128)

where Eo a-p isthe polarisation dependant electric field in the case of a smooth surface and

g isdefined in Chapter 4. In the case of arectangular surface of extent
-X<xXg< X,-Y<yg<Y theformof Eg is

kejkr

n kAX %BinkBYE

. 129
kAX mm kBY [ (eq )

Eo =" 'A‘McaﬁéS

4w

where cyg isas defined above.

For the diffuse field, like in the scalar case, the power is described as an infinite sum that can
be truncated in the cases of dlightly rough and medium rough surfaces. For slightly rough
surfaces the power can be written

SN CNNYY
Puiff _ a-pB = > A P(KA kB) (eg. 130)
r
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Polarisation dependant perturbation and Kirchoff theory

where the angular, polarisation dependant terms @ aKq g ae

CIJ\},(% v(6i,05,A9) = 4(sinG; sinBg + cosO; cosOg coOSAQ + CosAQ) 2

oK | (61.65.00) = 4sin? Ap(cos8; + cosh)?
K K (eg. 131)
Py 1 (61.65,09) = Dy (6;,65,00)

Of | (6i.05.00) =K | (6.65,80)

In the case of very rough surfaces, defined as g >>1, the total average power Py can be
estimated as

k2F2 0.2
_ a-p A
PtOt - 2 %mM [p]_z[pv

B
= eg. 132
r C é (eq. 132)

where the angular and polarisation dependant terms Fy _, g are defined as
K

(0]
=428 (eg. 133)
C

2
Fa.p

and py, isdefinesin Chapter 4. L, and o are the surface correlation length and the standard
deviation of the height variation as described in Chapter 4.
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The statistics of the resulting fieldstrength in the amplitude/phase model

Appendix B. The statistics of the resulting fieldstrength in the
amplitude/phase model

As described in Chapter 5, the resulting complex fieldstrength can in accordance with the
amplitude/phase model assumption be written as

ar =at>>T(mn) (eq. 134)
mn

where g; isthe transmitted fieldstrength and T([m,n]) are the complex transfer functions via
the individual subsurfaces ([m,n]). Thisis consistent with the concept of a spread matrix,
where the relationship between the power P and the complex fieldstrength a is given as

am = |aj2 =P . The equation above can also be written

ar = pelX =u+ jv=3 3 wype/m (eq. 135)
mn

where wipyn and gy, are the amplitudes and phases of the contributions from each subsurface,
respectively. This means that the resulting field is a*“random walk”, where the w, arethe
step lengths and @y, a@re the directions of each step (see Figure 21, Chapter 5). When the
number (mCh) islarge, aswill be the case, the resulting real (u) and imaginary (v) parts of the
resulting field will be approximately Gaussian by the central limit theorem.

For analytical solutions to be possible it must be assumed that u and v are independent. In this
case the Gaussian bivariate probability distribution function is written as

%_gu—ug)z + (v—v02)2 %

1 eg B 20u2 20" B

p(u,v) = > (eg. 136)

o, 0y

where Uy and v, are the expectation values and 6, and o, are the standard deviations of the real
and imaginary parts. If in addition it is assumed that the variances of the real and imaginary
parts are equal, i.e. that o,=0,, it can be shown (e.g. [Ogilvy91]) that the distribution of the
amplitude p of the resulting field can be written

e
p(p) =2 o1 200" oH—aé (eq. 137)
L

where | is the zeroth order modified Bessdl function of the first kind. Thisisthe Rice
distribution, and can be interpreted as the sum of a coherent, non-random component with
amplitude a and a Rayleigh distributed random vector. The expectation value of this
distribution can be shown to be (e.g. [Harman63])
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a
E(p) = \/700e % 200 E 2§+ DE % (eq. 138)

0 20'0 Ao

where |, isthe first order modified Bessel function of the first kind.

When the coherent component is much larger than the diffuse one, the distribution is close to
Gaussian, with expectation value a and variance 26, and can be written

_(p-a)®
2
e 290 (eq. 139)

1

p(p) = ——=
\1271002

For relatively smooth surfaces this will be the case close to the specular direction. When there
is no coherent component, as will be the case in directions far away from the specular and for

completely rough surfaces, the distribution is Rayleigh. In this case the amplitude distribution
is only dependant on one parameter, oo, and can be written

p(p) =— e 200 (eql. 140)
go

The properties of the Rayleigh distribution are

E(p) =1.25[6
E(p?) = 2@02 (eq. 141)
STD —|]T

(p)= 15200

The relationship between Rice and Rayleigh distributions can be illustrated graphically asin
Figure 59. The component a is the constant, non-random, coherent component. The distance

pg isRayleigh distributed with parameter o, whereas the pointing direction a of pg is

uniformly distributed ([0°, 360°]). The resulting distance p will then be Rice distributed as
described above.
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P Py

\a

Figure 59. Graphical illustration of relationship between Rice and Rayleigh distributions.

The K-factor is often used as a measure of the coherent to diffuse power and is defined as

2
20 0

Although the above discussion shows that the distribution of the fieldstrength amplitude in all
direction will be Ricean, the parametersaand o will of course be functions of direction. The

coherent component a can be found by realising that a is the absolute value of the complex
expectation value of the fieldstrength (compare with Figure 59), which itself is the sum of the
independent random processes of the contributions from the individual squares. The value of
the contribution from square [m,n] is given as

a(P)m = Wmnej[apmn+®) (eg. 143)

where @ isthe phase shift as described in Chapter 5 and Wy, and @y, are the amplitude and

phase contributions, respectively. Keeping in mind that the phase shift in each squareis
assumed uniformly distributed in theinterval [-®q/2,dg/2] the expectation valuein this

caseisgiven as
Dg/2 Py/2

- 1 o 1
E@m)= | Wmel @m* o —do =wmem 1 [cos(g) - j sin(g)] G -dp=
~®g/2 0 ~®g/2 0

sin(®qg/2 -
M@anelfpmn
Pg/2

(eq. 144)
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The statistics of the resulting fieldstrength in the amplitude/phase model

which means that the expectation value has the same direction (phase) asin the case of no

sn(Pq/2)
(Po/2)

illustrated in Figure 60. For values of ®q below 180° this function can be approximated within

phase shift (plane surface) and is weighted with the factor =snc(Pq/2) . Thisis

an error of 3% by sinc(®q/2) = cos(Pg /\/E) = cos(Ppg) Where @ isthe rms phase
shift. Thetotal expectation valueis given as

E(a) =Sinc(®0/2) [ § Wyne #m =sinc(0¢/2) (eq. 145)
mn

where ap, isthe fieldstrength in the plane surface (no phase shift) case. This also means that
the coherent component can be written

acoh =SiNc(Pq /2) O By (eq. 146)

where I isthe reflection coefficient (Chapter 2), and ag isthe fieldstrength in the case of a

plane, perfectly conducting surface of the same size. This shows that the coherent scattered
component from the rough surface can be found by using standard techniques, for instance by
solving for the boundary conditions and using the surface equivalence theorem [Balanis39].
These are techniques well known from e.g. antenna theory.

A
Im

Dsl_'n(qao/z)
®,/2

-
»

Re

Figure 60. The expectation value of the complex contribution from one square [m,n] hasthe
same phase as in the plane surface case
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The distribution of diffuse power in the angle space will have the same shape as the scattering
from the individual squares da [Kaplan86]*, which means that it is circular symmetric and
follows

Paiff ~ (1+cos6s)? (eq. 147)

The value of the diffuse power can then be found from arguments of preservation of power.
The power that illuminate the surface can be divided into three parts; R , the power loss due

to ohmic losses and refraction; Fqp, , the specular, non-random part and Pyjff , the diffuse part

that is due to the roughness. If the total illumination power is denoted Py , this can be written
as

Pot = Ross * Poon * Fuif (eg. 148)

P, has been shown above to be

Peoh =2 Binc? (g / 2) Py (eq. 149)
and it is also known that

Ross = (@=|M?) ot (eq. 150)
By comparing with equation 15 it then follows that

Pt = Prot T 2 fL-sinc2 (g /2)|0 (eq. 151)

From eg. 151 and the relationship in eq. 147 the average diffuse power density Sy asa
function of scattering direction at an observation distance R, can be shown to be

Pt 3
Sdiff (Bs) = ﬁmz EEl—sincz(tDo/Z) L+ cos6g )?. (eq. 152)

r

“! This can be shown by a2 dimensional Fourier transform of the complex signal over the
surface and inspect the resulting angular domain description.
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Appendix C. Measurement equipment

Non-grazing set-up
General build-up

The equipment isillustrated schematically in Figure 29, Chapter 5. The transmitting antenna
wasa d; =1.8m parabolic antenna and the receiving antennawas a d, = 0.9m parabolic

antenna. The Rx antenna was mounted on a4-meter high construction so that the pointing
angle towards the surface could easily be altered, but the antenna was always pointing towards
the same position on the ground, which was also the Tx antenna pointing position. The received
power was monitored by a spectrum analyser and logged by a PC. A picture of the receiver set-
up is shown in Figure 61.

Figure 61. Picture of the receiver set-up, non-grazing

The antennas were illuminated uniformly, which leads the theoretical power radiation pattern to
be symmetrical and given by (e.g. [Gagliardi91])

a(p) = o A0 (eq. 159)

where J;(x) isthe Bessel function of the first kind of the first order, B isthe angle away from
the main beam direction and d is the antenna diameter. The half-power beanwidth (HPBW) of
such an antennais
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HPBW|rad] = % (eq. 154)

A picture of the Tx antennaiin ameasurement seriesis shown in Figure 62. The antenna
radiation patterns were also measured on a calibrated antenna measurement facility to minimise
the estimation error (Chapter 5). The achieved accuracy in these measurements is sufficient for
the analysis of the scattering properties. The Rx antenna has a maximum gain of 20.7 dB and a
HPBW of 12.7° in E-plane and 11.8° in H-plane. The radiation patterns are shown in Figure 63.
The Tx antenna has a maximum gain of 28.3 dB and a HPBW of 6.2° in E-plane and 6.1° in H-
plane, respectively. The patterns are shown in Figure 64.

Figure 62. Picture of Tx-antenna, non-grazing set-up
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-10

N
al

Relative gain (dB)
N}
o

-25

Relative angle (deg)
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-10

-
(3]
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o

-25

Relative angle (deg)
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Figure 63. Rx-antenna diagram, non-grazing set-up; a) E-plane, b) H-plane
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Relative gain (dB)

-45 1 1 1 1 1
-30 -20 -10 0 10 20 30
Relative angle (deg)

a)

Relative gain (dB)

-30 -20 -10 0 10 20 30
Relative angle (deg)

b)

Figure 64. Tx-antenna diagram, non-grazing set-up; @) E-plane, b) H-plane.

The 3-dB contour on the ground are ellipses with minor axis

. [HPBW

and major axis
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in(HPBW /2)
Qmaior = ZEIR[?i . 156
major sny (eq )

where R is the distance to the point of maximum illumination and @ is the complement of the
incidence angle 6;, as shown in Figure 65. Thisisimportant as in the experiments possible error
reflection sources had to be kept far enough from the illuminated area to not interfere with
measurements. In particular the wooden frame that can be seen in Figure 61 had to be made
large enough not to interfere with the experimental results. In all the experiments performed the
receiving antennailluminated the smallest area and therefore restricted the area from which
scattering contributions were received. Table 9 shows the major and minor axis in the cases of
incidence angles 0°... 70°. The Table shows that the values always are considerable smaller
than the frame which was approximately 4 m 4 m. The antenna gain towards the frame was
always reduced by at least 15 dB compared to maximum direction for all measurements.

Surface

amajor

Figure 65. Plane through point of illumination and antenna, non-grazing set-up

Inc. angle[deg] | @mgor [M] Aminor [M]
0 0.84 0.84
10 0.85 0.84
20 0.89 0.84
30 0.97 0.84
40 1.09 0.84
50 1.30 0.84
60 1.67 0.84
70 2.45 0.84

Table 9. Major and minor axis of the half power illuminated area for the Rx antenna
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M easurements were performed by recording the received power level while lowering the Rx
antenna at constant speed. This was repeated for different values of A@. The parameters used in
the measurement set-up are listed in Table 10. Note that the measurements were performed
with a monochromatic signal.

System:

Freguency 1625 MHz
Bandwidth OHz

Rx Power -9.5dBm

0i 70°, 60°, 45°, 30°*
s 0°...65° (70°®)
Ag 135°, 140°, ...185°
Spectrum analyzer:

Resolution bandwidth 100 kHz

Sweep time 50 ms

Average samples 5

Table 10. Measurement parameters, non-grazing measurements

Far-field verification

Tests were performed to inspect whether the antenna gains differs from the measured antenna
patterns due to the antennas being used at Tx-Rx-distances slightly less than common far field
assumptions™. Firstly the Tx was positioned at the shortest distance from the scattering surface
that was to be used, which was at R=14 meters and 6;=60°. R, remained at 4 meters and the
receiving antenna was positioned at the angle of maximum reception (the mirror angle, 6=60°,
A@=180°). Polarisation was vertical on both antennas. The illuminated area was then covered
by a2m 1Immeta plate, simulating an ideal ground plane. Using this set-up and a transmitted
power of P=-9.5 dBm the maximum received power was —30.5 dBm. The link budget equation
was used to perform measurements of the antenna gain.

P [dB]=R[dg -L df +G[ dB +G| db -LJ dB (eq. 157)

where L isthe free space loss, G; and G, are the transmitting and receiving antenna gains
respectively and L, isthe cableloss. In this case L¢s=61.7 dB and L., =9.1 dB giving
G+G;=49.8 dB. The measured value, as shown earlier in this appendix is G+G,;=28.3 dB+20.7

“2 Not all angles were measured on all surfaces, see Chapter 5 for details.
“3 Only used for 8,=70°.

“ A common definition of the minimum far field distance is R>2D%\ [Balanis89], where D is
the largest dimension in the antenna. This gives 8.8 m for the 0.9 m antenna and 35 m for the
1.8 m antenna.
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dB=49.0 dB. Thisisaclosefit, showing that the metal plate can be regarded as a ground plane
and also that the antennas have gains similar to the far-field gains at the lowest distances used.

The experiment was then repeated with the antennas pointing directly towards each other at a
distance of 15 meters. The same calculation in this case resulted in Gi+G,=48.1 dB. This latter
type of experiment was repeated at a Tx-Rx-distance of 55 meters, which is well above the far
field limit. In this case the cal culations showed G+G,=48.3 dB. The fact that the experiment
gave almost the same result at 15 m as at 55 m confirms that the antenna gains were not
affected by the relatively low Rx-Tx-distances used.

I solation

The isolation (S) between the Tx and Rx antennas is defined as the difference between the
received signal level assuming no scattering loss in the reflection (smooth surfaces with
reflection coefficient |F| =1) and the “leakage” signal received directly from one antennato the

other. This can be written as

Gr  max Gt max R2
o8] = =" [dB]+ —="* [dB as, .158
= e e B e (o159

where the angles 3, and [3; are defined by Figure 66 and R is the distance between Tx and Rx.
Thefirst two terms are due to the difference in antenna gain between the maximum direction
(towards maximum illumination on the ground) and the direction towards the other antenna.
The last term is due to the difference in path loss between the reflected and the direct
components. Sisafunction of R, and R; and of the orientation angles 6;, 6sand A@. Itis
desireable that Sisaslarge as possible. Typical values of Sin the described measurements
were above 40 dB for the maximum directions.

Tx

Surfa

Figure 66. Definition of angles for calculation of theisolation, non-grazing set-up
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In order to calculate the noise threshold for each measurement point (afixed R, and 6;) the
minimum S (Syin) for the point is found. The noise threshold gives the sensitivity of the
measurement and is given simply by

N = Prax [0B] = Sin[dB] + margin (eg. 159)

where P is the theoretically largest received power, the power received if the reflection
coefficient of the surface has absolute value of 1. Sprovides the dynamic range of the
measurement. The margin should be large enough to provide the direct component from
contributing to the total received power, and was for the experiments chosen to be 5 dB. For al
the experiments the measured values were compared to the noise threshold to make sure the
signal measured was not affected be the direct radiated signal. Typical values of N in the
described measurements were below —60 dBm, for the maximum directions. Almost no
measurements below noise threshold were observed in any of the experiments.

Grazing set-up

The equipment isillustrated schematically in Chapter 5. The set-up is similar to the one
described e.g. in [Aanvik97]. It uses a channel sounder able to measure the wideband complex
channel response. The complex impulse response (CIR) was recorded on each of the eight
elementsin an eight-element antenna array. By using the phase information of the CIRs from
each antenna element, the Direction of Arrival (DoA) in azimuth angle associated with each
multipath component could be estimated.

A large number of methods to perform the DoA estimation exist. The simplest implementation
isthe Fourier-algorithm, which is based on a Fourier-transform on the signal's received along
the array. However, so-called super resolution methods show much better performance with
respect to angular resolution by assuming the incoming signal to be a finite number of plane
waves.

By positioning the transmitter and receiver over the surface to be inspected, and by flipping the
array vertically, the set-up was able to resolve reflected components from the ground from the
direct component. The reflected, incoming waves could then be separated in the vertical plane.
A picture of the transmitting side is shown in Figure 67 and a picture of the receiving side is
shown in Figure 68. The antennas were arranged so that the specular reflecting component
would arrive at approximately 10° relative to the direct component.
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’:Q".‘;
2

Figure 67. Grazing set-up, transmitting side

Figure 68. Grazing set-up, receiving side

Two super-resolution directional estimation methods were tested; the SAGE (Space-

Alter nating Generalised Expectation-maximisation) algorithm and the ESPRIT (Estimation of
Sgnal Parameters via Rotational Invariance Techniques) algorithm. The SAGE method is
based on using the expectation-maximisation (EM) algorithm to compute the maximum
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likelihood (ML) estimate of the desired set of parameters (e.g. [Lehne98]). The ESPRIT
agorithm is a so-called subspace method, the main principle being that the eigenvectors of the
signal correlation matrix corresponding to the noise are orthogonal to the signal steering
vectors. It was decided to use the ESPRIT algorithm because it seemed to have a dightly better
angular resolution, which is essential in this type of experiment. Typically aresolution down to
afew degrees can be achieved, depending on the signal-to-noise-ratio and the accuracy in the
measured antenna diagram.

A log-periodic antenna was used on the transmitting side. The antenna had aHPBW of 97° in
H-plane and again of 7.5 dB. It was important that the gain in the direction towards the Tx
antenna and towards the points of reflection were the same, because the ESPRIT algorithm did
not calibrate for the Tx antenna diagram. This was achieved by using an antenna pointing
direction dightly below horizontal. The antenna could be flipped so that both vertical and
horizontal Tx could be tested. The Rx array-antenna was a cavity-backed broadband microstrip
antenna [ Skyttemyr99]. The element gains were approximately 7 dB and the HPBW
approximately 90°. Since the antenna was dual-polarised, both polarisations could be measured
aso on the receiving side. Figure 69 shows measured element diagrams for the horizontal
elements, measured in E-plane. Figure 70 shows measured element diagrams for the vertical
elements, measured in H-plane.

—— Element 1
—— Element 2
—— Element3
) ) \ —— Element 4

, , , , —— Element5
L Element 6

. /] , , , —— Element 7
-15 ,‘?\,‘ - /[y oo oo oL : Elmem?

_20‘;/“ ,,,,, L

Relative gain (dB)

_25\‘ T |
_30“

T L e e T

-40

-150 -100 -50 0 50 100 150
Relative angle (deg)

Figure 69. Element diagrams, receiving antenna, grazing set-up, horizontal elements,
measured in E-plane
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0 i

— Element1
— Element2

I /e —— Element3 |]
~—— Element4
, , , , , —— Element5

A0 - , . | Element6 ||
‘ ‘ ‘ —— Element7
a5k - oo L Elgment8

\ ! ! ,
220\ \} A

Relative gain (dB)

30f - -

_35,,,‘,,,“““‘,‘,,,,‘,,,,L,,,J,,,J,,,,‘,,,

40 I I I I I
-150 -100 -50 0 50 100 150

Relative angle (deg)

Figure 70. Element diagrams, receiving antenna, grazing-set-up, vertical elements, measured
in H-plane

The measurement parameters are listed in Table 11.

Frequency 21Hz
Bandwidth 50 MHz
Time to measure all elements 1ms

M easurement frequency 5Hz

Table 11. Measurement parameters, grazing set-up
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Appendix D. Detailed steps in the method of analysis for the
amplitude/phase model

Non-grazing set-up

Asdescribed in Chapter 5, the analysis starts with the estimation of the Rice parameters
a(fs,Ap) and og(85,A¢) for each measurement series in the directions in which power
measurements were performed. This was done in aleast square sense, which can be written

[ g0lo =Minfa og 3 5 (5(6s.80) ~E, 05,00 (eq. 160)
P oA
sOQ

where p was the measured amplitude in each direction, and E p Wasthe expectation val ue of
the amplitude from the amplitude/phase model given the current values of [a 00] .

Test cases showed that this method gave dightly uncertain estimates for o, for very smooth
surfaces, when the rms phase variations of the surface were small, because imperfectionsin the
measurement set-up lead to uncertainties of the same order of magnitude as the measurement
values in the directions furthest away from the specular directions. Therefore a different
approach was used in these cases. In the directions furthest from specular (typically more than
40° from maximum direction) the diffuse components would dominate and the distribution
would be approximately Rayleigh. Therefore the o, in these directions could be estimated as™
00 e =0 (eq. 161)
- 1.25

where p isthe mean value of the measured amplitudes in this Rayleigh area®, or alternatively

by calculating the standard deviation of the measured values using numerical methods and
estimating g as"

00 _eg =152 [BTD(p) (eg. 162)

These two methods provided consistent results.

From the estimated o, and a, the desired values " and ® could be calculated using arguments
of preservation of power as described below. I and ® are functions of 85 and Ag, which
are omitted for clarity.

“® |n the Rayleigh distribution the expectation value is E(p)=1.25 gy

“6 |f the area over which the average was calculated was over a significant range of 8-values,
the cos-variation of g, had to be taken into account.

“" In the Rayleigh distribution the standard deviation is STD(p)=(1/1.52) @,
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The power that illuminates the surface (Py) can always be divided into three parts; Pjqs, the
power lossin the ground and refraction, Py, the specular, non-random part and Py, the
diffuse part that is due to the roughness. This can be written as

Rot = Ross + Peoh * Fuiff (eq. 163)

or dternatively as values normalised to the total power, so that

Ross * Peoh * Paiff =1 (eq. 164)

Using preservation of power, P can befound as

(eq. 165)

where the integration can be over any closed surface over the half sphere above the illuminated
surface. Thisreducesto

Peoh = E%Ez (eq. 166)

sincetheratio a/ag isaconstant at different angles as shown in Appendix B.

Similarly, 5diff can be estimated using the relationship

(eq. 167)

where Syiff isthe diffuse power density in any direction. The integral in the nominator of eqg.
167 can be evaluated using the relationship

Saiff =200°. (eq. 168)
Since Rogs :1—|F|2 =1-Pgon — Pgiff » I can then be estimated from
2 —_— [—
'™ = Peoh + Fuiff (eg. 169)

The total power scattered from the illuminated surface can be written
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s = ffap T “dS (eg. 170)
The coherent, non-random part of this power can be written, as shown in Appendix B, as
_ 225 7-2 _ inn2
Pcoh =ffag T “sinc”(®q /2)ds = Ps [8inc” (®q / 2) (eqg. 171)

Using preservation of power, the remaining power must be the diffuse, omnidirectional part.
This can be written

Paift = Ps —Peoh = Ps(L-sinc?(®q/2)), (eq. 172)

where Pg;; is known from before to be

Paifi = HZUOZdS . (eq. 173)

This gives the desired relationship for the phase variation

P .
®p = 2MEnc /1—% (eq. 174)
S

which is used for the estimation of ®q in the measurements. As discussed in Chapter 5 there is
adirect relation ship between @ and the desired height variation Ah. Sometimes the rms

values hyns and @y are desired, these can be found using ® ;g = P 1\12.

Figure 71 shows an example of the relationship between the phase shift ® and the amount of
diffuse power for different values of I'. When the value of @ reaches 2, the surfaceis

completely rough, and all the scattered power is diffuse, therefore the curves flatten. Note that
inthecase I' =1 this means that al the illuminating power (Py) goes into diffuse scattering.
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Fuitt

Rot

®g[rad]

Figure 71. Relationship between the phase shift () and the relative amount of diffuse
power, P/ Prot

For smooth surfaces, where ®q (or @) are small thereis an approximately linear
relationship with the Rayleigh parameter oq. Thisisillustrated in Figure 72, which shows an
example from a computer generated test case.

x10

S
Jdo

Figure 72. Relationship between the phase shift (P ) and the Rayleigh parameter o

The estimation method can be summarised as follows:
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1. Estimate the Rice parameters from the measurements using the fact that the amplitudein
all directions will be Ricean distributed with parameters a(65,A¢) = alag(0s,Ap) and

00(Bs,A9) =G {1+ cosby) .
2. Estimatel” by calculating the amount of power in the coherent and diffuse parts of the
scattering and using preservation of power.

3. Estimate ®g (and P, g) from the relationship between diffuse and scattered power as
givenineq. 174.

Grazing set-up
Asdescribed in Chapter 5 the analysis of the grazing measurements starts with the estimation
of the reflection coefficient I' using the outputs from the ESPRIT-a gorithm.

To estimate the diffuse part of the scattered signal, which would enable the estimation of the
roughness related phase parameter @, it was necessary to take one step back and inspect the
total signal impinging on the channel sounder receiver. The ESPRIT algorithm expects the
received signal as a sum of plane waves, while the A/P model will lead to a description of the
received signal as a sum of two plane waves (direct, free space and coherent, reflected) as well
as adiffuse, continuous, random signal spectrum. Thisisillustrated in Figure 73.

Rx

Direct Tx
Y

MLLLAL

Figure 73. lllustration of the received signal, consisting of two plane waves and a contiuous,
diffuse spectrum, grazing set-up

The received signal can be written as an 8-dimensional time function vector x(t)

2
x(t) =3 f’ n [&(gn) Lt —7) +y(t) + N(1) (eg. 175)
n=

The thermal noise N(t) has been assumed to be insignificant and is therefore ignored. Also, the
compensation for the antenna radiation patterns has been omitted for clarity. In the equation,
the x(t) isthe total received signal vector, the two-term sum accounts for the contributions from
the direct and coherent reflected components and y(t) is the contribution from the diffuse part
of the spectrum. [an , (pn] are the amplitude and direction (defined asin Figure 74) of the direct

and coherent reflected components as estimated by the ESPRIT-algorithm, u(t) is the sounding
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timesignal and a(¢) isthe array steering vector for the direction ¢. The elements of the
steering vector are defined as (if the phase reference is at element O, Figure 74)

a, (@) = e e (eq. 176)

where n0[0,7] and d is the element separation, which was A/2 in this case. Thisisillustrated
in Figure 74, which shows the array geometry.

Figure 74. lllutstration of the geometry of the receiving antenna array
Eq. 175 can alternatively be written simply as
X(t) =s(t) +y(t) (eq. 177)

In this expression the x(t), which have been measured, and the (t), which can be calculated as

2
s(t) = 5 ap B(gn) [t -7) (eq. 178)

n=
are known. An estimate of y(t) can therefore be found as

Yest (t) =x(t) —s(t) (eq. 179)

From the estimate of y(t) the diffuse signal spectrum can be found by performing a Fourier
transform along the signal vector, as

7 o
Flo= Tyne Jkondcosg (eq. 180)
n=
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where the geometry is the same asin Figure 74. Due to all the impinging signal components
arriving within atime frame that is short compared to the sounding bandwidth, all the

components will appear at approximetely the sametime delay T, and &l the information will
appear at a cross-section of the three-dimensional function; F(@,7q) . Thiswill effectively
remove the dependency on time delay in the analysis.

A simpleillustration of the technique is shown in Figure 75. A signal consisting of 3
components was generated, two components with equal amplitude at 90° and 70°, plusa
component at 80° with amplitude —20 dB relative to the other two. Figure 75 a) shows the
Fourier spectrum of the total received signal, Figure 75 b) shows the spectrum with the direct
(90°) component subtracted, whereas Figure 75 c) shows the spectrum of the remaining signal
after the two strong components had been subtracted. The reason for the two peaks not having
the same height in Figure 75 a) is the complex addition of the three signal contributions. Note
the difference in scale in Figure 75 ¢) compared to Figure 75 a) and Figure 75 b), resembling
the 20 dB amplitude difference.

x10°

Amplitude

0 . . . . . . . .
0 20 40 60 80 100 120 140 160 180
Angle (deg)

a)
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x10°

Amplitude

. |
0 20 40 60 80 100 120 140 160 180
Angle (deg)

b)

7
x10

Amplitude

0 2‘0 46 6‘0 8‘0 160 1é0 14‘10 16‘30 180
Angle (deg)
0)
Figure 75. lllustration of method which subtracts the effect of the direct and coherent
components from the received signal and calculates the Fourier spectrum; a) spectrum

of received signal, b) spectrum of signal with the direct component subtracted, c)
spectrum of signal with the direct and coherent components subtracted

The estimation method can be summarised as follows:

1. Estimatel from the output of the ESPRIT agorithm.
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2. Subtract the contributions of the direct and the coherent reflected components from the
total received signal (using eq. 177, eq. 178 and eg. 179) to find the diffuse received signal

y(1).

3. Estimate the diffuse received angular spectrum by performing a Fourier transform on y(t).
The diffuse received spectrum can be used in the estimation of the roughness parameters

Ahand ®g inthe A/P model.
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Scattering and diffraction measurement results

Appendix E. Scattering and diffraction measurement results

Table 12 and Table 13 show the results from the analysis of the non-grazing measurements on
asphalt, for horizontal and vertical incidence polarisation, respectively. Table 14 and Table 15
show the results from the non-grazing measurements on grass. Similarly, Table 16 and Table
17 show the results from measurements on a ploughed field. Table 18 shows the results from
forest measurements. The Tables show the following values for each measurement series. the
estimated power (percent) into coherent reflection, diffuse scattering and loss; the estimated
value for the reflection coefficient I'; the estimated value for the phase shift window ®q ; the

rms phase shift; and the corresponding estimated height variation for the surface.

Table 19 shows the results from the analysis of the grazing measurements. The Table shows the
estimated values for the reflection coefficient I, but because of the lack of stability in the
equipment mentioned in Chapter 5 the values are given in terms of the mean and median
values. The number of measurements in each case is also indicated.

Pictures from the different measurement scenarios are shown at the end of this appendix.
Figure 76 shows a picture from measurements on dry asphalt, Figure 77 shows a picture from
wet asphalt, Figure 78 from grass, Figure 79 from ploughed field without snow, Figure 80 from
ploughed field with snow and Figure 81 from forest.

Inc. Surface Power (%) Refl. Phase Rms Estimated
angle | cond. Coeff, shift phase height
[deg] raﬂg’c‘)}n R;']jfduosfg' Loss I | window, | shift | variation,
coherent @, [deg] | [deg] Ah [em]
30 dry 101 0.23 89.7 0.32 30 8.6 0.88
45 dry 14.9 0.86 84.2 0.40 47 135 1.70
60 dry 25.0 0.15 74.9 0.50 15.2 4.4 0.78
60 wet 22.4 *) *) 0.47 *) *) *)
70 wet 704 %) %) 0.83 %) %) *)

Table 12. Analysis results, asphalt, horizontal incident polarisation, *) Somewhat uncertain
because of limited number of samples

Inc. Surface Power (%) Refl. Phase Rms Estir_nated
oy | [ o TRandom T Cos | T | uow, | it | variaon,
coherent @, [deg] | [deg] Ah [cm]
30 dry 7.3 0.16 92.6 0.27 30 8.6 0.88
45 dry 7.0 0.86 921 0.27 39 11.2 1.40
60 dry 39 0.058 96.0 0.20 24 6.9 1.22
70 wet 5.3 *) *) 0.23 *) *) *)

Table 13. Analysis results, asphalt, vertical incident polarisation, *) Somewhat uncertain
because of limited number of samples
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Inc. Surface Power (%) Refl. Phgse Rms Esti mated
?Qggl]]e oone. raﬁgrc;n R;r;fduc;rg, Loss Coreff’ Wiiggw, ps?w?fie var;?zgrct)n,

coherent @, [deg] | [deg] Ah [cm]
30 dry 38 0.48 95.8 0.21 69 20 2.03
45 dry 238 0.84 96.3 0.19 100 29 3.61
45 wet 12.0 *) *) 0.35 *) *) *)

Table 14. Analysisresults, grass, horizontal incident polarisation, *) Somewhat uncertain
because of limited number of samples

Inc. Surface Power (%) Refl. Phase Rms Estimated
angle | cond. Coeff, shift phase height
[deg] Non- | Random, | Loss || window, | snift | variation,
' d

coherent @, [deg] | [deg] Ah [cm]
30 dry 12.7 1.22 86.1 0.37 60 17.3 177
45 dry 4.6 0.59 94.8 0.23 69 20 2.49
45 wet 26.8 *) *) 0.53 *) *) *)

Table 15. Analysisresults, grass, vertical incident polarisation, *) Somewhat uncertain because
of limited number of samples

Inc. Surface Power (%) Refl. Phase Rms Estimated
angle | cond. Coeff, shift phase height
[deg] raﬂg’c‘)}n R;']jfduosfg' Loss I | window, | shift | variation,
' d
coherent ®,, [deg] | [deg] Ah [em]
50 dry 183 5.26 929 0.27 215 62 9.16
50 snow 5.53 0.67 93.8 0.25 67 193 2.66

Table 16. Analysis results, ploughed field, horizontal incident polarisation, *) Somewhat
uncertain because of limited number of samples

Inc. Surface Power (%) Refl. Phase Rms Estimated
angle | cond. Coeff, shift phase height
[deg] raﬂg’c‘)}n R;']jfduosfg' Loss I | window, | shift | variation,
' d
coherent ®,, [deg] | [deg] Ah [cm]
50 dry 0.49 391 95.6 0.21 260 75 11.09
50 snow 53 4.3 90.4 0.31 148 43 5.90

Table 17. Analysis results, ploughed field, vertical incident polarisation, *) Somewhat
uncertain because of limited number of samples
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Inc. Surface Power (%) Refl. Phase Rms Estimated
angle | cond. Coeff, shift phase height
[deg] raﬁgrc;n R;?fduc;rg' Loss r window, shift variation,
’ d
coherent @, [deg] | [deg] Ah [cm]
80 dry,in 0*) 0.87 *) 99.3 0.093 360 104 53.16
leaf *) *)

Table 18. Analysisresults, forest, horizontal incident polarisation, *) Somewhat uncertain
because of limited number of samples

Surface Asphalt (dry) Grass (dry) Ploughed Field
(without snow)
Polarisation h \Y h \Y h v
# meas. 35 41 27 25 68 37
Mean T 0.48 0.89 0.62 0.89 0.57 0.29
Median 0.44 0.91 0.61 0.86 0.55 0.30

Table 19. Estimation of reflection coefficient, grazing incidence, incidence angle 80-82°
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Figure 76. Picture from measurements on (dry) asphalt
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Figure 78. Picture from measurements on grass
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Figure 79. Picture from measurements on ploughed field, without snow
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Scattering and diffraction measurement results

Figure 80. Picture from measurements on ploughed field, with snow
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Figure 81. Picture from measurementsin forest
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Appendix F. Results from comparison between scattering models

This appendix provides the results from the optimisation described in Chaper 6. The results are
given in terms of the parameters from the optimisation, as well as the mean sgquare error (dB)
compared to measurements, rel ative to the amplitude/phase model.

Plane surface model

Table 20 shows the results from the analysis of the plane surface optimisation for asphalt. The
Table shows the estimated I as well as the mean square error relative to the amplitude/phase
model. Table 21 and Table 22 show similar results for grass and ploughed field, respectively.

Inc. angle Surf. conditions | Polarisation (v Estimated I’ Rel. mean square
(deg) or h) error (dB)

30 Dry v 0.26 0.9

30 Dry h 0.30 0.4

45 Dry \% 0.27 1.0

45 Dry h 0.41 12

60 Dry \ 0.14 12

60 Dry h 0.43 2.2

Table 20.Analysis results, optimisation plane surface model, asphalt.

Inc. angle Surf. conditions | Polarisation (v Estimated I’ Rel. Mean square
(deg) or h) error (dB)

30 Dry \Y 0.27 13

30 Dry h 0.19 17

45 Dry \ 0.18 34

45 Dry h 0.18 35

Table 21. Analysis results, optimisation plane surface model, grass

Inc. angle Surf. conditions Polarisation (v Estimated I’ Rel. mean square
(deg) or h) error (dB)

50 No snow Y 0.05 6.3

50 No snow h 0.15 4.3

Table 22.Analysis results, optimisation plane surface model, ploughed field
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Small perturbation method, initial estimation

Table 23 shows the results from the analysis of the Small perturbation method optimisation for
asphalt. The Table shows the estimated val ues for correlation length L and the rms height
variation h as well as the mean square error relative to the amplitude/phase model. Table 24

and Table 25 show similar results for grass and ploughed field, respectively.

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vor h) L/A h/A error (dB)

30 Dry v 0.006 0.78 85

30 Dry h 3.06 0.009 8.4

45 Dry v 0.005 1.29 39

45 Dry h 0.006 181 3.2

60 Dry v 0.007 0.65 6.3

60 Dry h 0.005 0.83 124

Table 23. Analysis results, optimisation Small perturbation method, asphalt

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

30 Dry Y 0.010 0.82 4.1

30 Dry h 184 0.007 11.8

45 Dry v 0.004 2.32 11.0

45 Dry h 0.004 1.43 134

Table 24. Analysis results, optimisation Small perturbation method, grass

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

50 Dry v 0.004 4.05 12.2

50 Dry h 0.009 215 128

Table 25. Analysis results, optimisation Small perturbation method, ploughed field

Small perturbation method, measured permittivities

As Table 23 to Table 25 show, the assumed permittivity parameters for SPM lead to unredistic
values of L and h. An additional roughness analysis has been performed using better fitted
values for the permittivities, taken from measurements. For a more detailed explaination, see
Chapter 6. Table 26 shows the results from the analysis of the Small perturbation method
optimisation for asphalt using the measured permittivity values as described in Section 6.2. The
Table shows the estimated values for correlation length L and the rms height variation h as well
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as the mean square error relative to the amplitude/phase model. Table 27 and Table 28 show

similar results for grass and ploughed field, respectively.

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

30 Dry Y 0.00 8.77 17

30 Dry h 2.55 0.02 -15

45 Dry v 0.01 2.69 3.2

45 Dry h 0.01 6.05 0.8

60 Dry v 0.00 0.13 9.4

60 Dry h 1.03 3.75 6.7

Table 26. Analysis results, optimisation Small perturbation method, asphalt, measured

permittivities
Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)
30 Dry v 0.00 6.20 4.9
30 Dry h 0.01 9.07 0.7
45 Dry v 0.02 5.75 33
45 Dry h 0.01 1.92 7.0

Table 27. Analysis results, optimisation Small perturbation method, grass, measured

permittivities
Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)
50 Dry \ 0.00 32.56 13
50 Dry h 0.03 1.89 5.6

Table 28. Analysis results, optimisation Small perturbation method, ploughed field, measured
permittivities

Kirchoff model, initial estimation

Table 29 shows the results from the analysis of the Kirchoff model optimisation for asphalt.
The Table shows the estimated values for correlation length L and the rms height variation h as
well as the mean square error relative to the amplitude/phase model. Table 30 and Table 31
show similar results for grass and ploughed field, respectively.
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Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

30 Dry v 0.04 0.10 20

30 Dry h 0.02 0.10 -0.3

45 Dry v 0.27 0.08 0.8

45 Dry h 0.23 0.10 0.9

60 Dry Y 0.55 0.14 0.4

60 Dry h 0.58 0.16 4.2

Table 29. Analysis results, optimisation Kirchoff model, asphalt

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vor h) L/A h/A error (dB)

30 Dry v 0.19 0.08 0.1

30 Dry h 0.04 0.13 1.3

45 Dry v 0.30 0.14 0.6

45 Dry h 0.06 0.17 25

Table 30. Analysis results, optimisation Kirchoff model, grass

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

50 Dry v 1.23 0.76 2.7

50 Dry h 0.38 0.28 2.7

Table 31. Analysis results, optimisation Kirchoff model, ploughed field

Kirchoff model, measured permittivities

Following the same approach as for SPM, an additional roughness analysis using measured
permittivities were carried out. Table 32 shows the results from the analysis of the Kirchoff
model optimisation for asphalt using the measured permittivity values as described in Section
6.3. The Table shows the estimated values for correlation length L and the rms height variation
h as well as the mean square error relative to the amplitude/phase model. Table 33 and Table 34
show similar results for grass and ploughed field, respectively.
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Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

30 Dry v 0.19 0.00 2.0

30 Dry h 0.16 0.03 -0.3

45 Dry v 0.19 0.00 3.3

45 Dry h 0.00 0.00 0.6

60 Dry v 0.00 0.00 11.0

60 Dry h 0.34 0.11 4.1

Table 32. Analysis results, optimisation Kirchoff model, asphalt, measured permittivities

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vor h) L/A h/A error (dB)

30 Dry v 0.19 0.00 5.2

30 Dry h 0.00 0.08 0.3

45 Dry v 0.00 0.00 7.0

45 Dry h 0.16 0.08 12

Table 33. Analysis results, optimisation Kirchoff model, grass, measured permittivities

Inc. angle | Surf. Polarisation Estimated Estimated Rel. mean square
(deg) conditions (vorh) L/A h/A error (dB)

50 Dry v 0.00 0.00 39

50 Dry h 0.25 0.19 9.6

Table 34. Analysis results, optimisation Kirchoff model, ploughed field, measured permittivities

Oren model
Table 35 shows the results from the analysis of the Oren model optimisation for asphalt. The

Table shows the estimated values for R and o2 aswell as the mean square error relative to the
amplitude/phase model. Table 36 and Table 37 show similar results for grass and ploughed
field, respectively.
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Inc.angle | Surf. Polarisation | Estimated R | Estimated 0 | Rel. mean square
(deg) conditions | (v or h) error (dB)

30 Dry v 1.26 2.1e10 8.2

30 Dry h 1.40 1.5e10 8.9

45 Dry v 0.64 7.76:9 5.9

45 Dry h 1.63 1.8e-8 51

60 Dry \ 0.15 4.1e-7 11.0

60 Dry h 187 7.5e-10 13.2

Table 35. Analysis results, optimisation Oren model, asphalt

Inc. angle | Surf. Polarisation Estimated R | Estimated o> | Rel. mean square
(deg) conditions (vor h) error (dB)

30 Dry v 1.46 2.2e10 6.2

30 Dry h 1.00 1.3e8 5.2

45 Dry v 0.34 2.0e7 7.4

45 Dry h 0.54 5.5e-8 43

Table 36. Analysis results, optimisation Oren model, grass

Inc. angle | Surf. Polarisation Estimated R | Estimated o> | Rel. mean square
(deg) conditions (vorh) error (dB)

50 Dry % 0.49 0.38 -0.5

50 Dry h 0.81 2.7e-7 -04

Table 37. Analysis results, optimisation Oren model, ploughed field
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Appendix G. Simulation results from sensitivity analysis

Table 38, Table 39 and Table 40 show simulation results from the analysis from the example

case Bristol, for land use forest, field and grass. Table 41, Table 42, and Table 43 show similar

results for example case Lillehammer. The Tables show the value of the 2D component, the
mean Rx-level aswell as values for different percentilesin the cumulative distribution

function.
Prob. P<p (%)
2D comp. 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power
(dB) (dBm) | (dBm)
0.0 -51.8 -51.6 -553 | -540 | -535 | -51.7 | -50.1 | -49.8 | -49.1
5.0 -56.8 -56.4 -639 | -61.0 | -59.8 | -56.4 | -54.1 | -53.6 | -53.2
10.0 -61.8 -61.1 -758 | -694 | -669 | -609 | -57.9 | -576 | -56.7
15.0 -66.8 -63.9 -820 | -751 | -720 | -64.2 | -595 | -58.6 [ -57.5
20.0 -71.8 -65.3 -838 | -771 | -740 | -659 | -60.8 | -59.7 [ -58.0
250 -76.8 -66.0 -845 | -778 | -74.7 | -666 | -61.4 | -60.2 | -58.4
30.0 -81.8 -66.2 -846 | -780 | -749 | -66.7 | -61.5 | -60.4 | -58.6
35.0 -86.8 -66.2 -846 | -780 | -75.0 | -66.8 | -61.6 | -60.5 | -58.7
40.0 -91.8 -66.3 -850 | -780 | -750 | -66.8 | -61.6 | -60.5 | -58.7
45.0 -96.8 -66.3 -850 | -780 | -750 | -66.8 | -61.6 | -60.5 | -58.7
50.0 -101.8 -66.3 -850 | -781 | -75.0 | -66.8 | -61.6 | -60.5 | -58.7
Table 38. Results from example case Bristol. Surface forest.
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Prob. P<p (%)

2D 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power

(dB) (dBm) | (dBm)

0.0 -51.8 -51.7 -546 | -53.7 | -53.2 | -51.7 | -505 | -50.1 | -49.6
5.0 -56.8 -56.6 -62.4 | -60.3 | -59.3 | -56.6 | -545 | -54.1 | -53.6
100 -61.8 -61.1 -737 | -683 | -66.2 | -61.2 | -579 | -57.2 [ -56.0
15.0 -66.8 -64.7 -824 | -754 | -724 | -649 | -605 | -59.6 | -58.1
20.0 -71.8 -66.6 -850 | -783 | -75.2 | -67.2 | -621 | -61.1 [ -59.4
250 -76.8 -67.5 -857 | -793 | -76.1 | -68.1 | -629 | -61.8 | -60.1
30.0 -81.8 -67.8 -86.6 | -79.6 | -765 | -684 | -63.2 | -62.1 | -60.3
35.0 -86.8 -67.9 -86.6 | -79.7 | -766 | -684 | -633 | -622 | -60.4
40.0 -91.8 -67.9 -86.6 | -79.7 | -766 | -685 | -63.3 | -62.2 | -60.5
45.0 -96.8 -67.9 -86.6 | -79.7 | -766 | -685 | -634 | -62.2 | -60.5
50.0 -101.8 -67.9 -86.6 | -79.7 | -766 | -685 | -634 | -62.2 | -60.5

Table 39. Results from example case Bristol. Surface field.
Prob. P<p (%)

2D 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power

(dB) (dBm) | (dBm)

0.0 -51.8 -51.7 -530 | -526 | -524 | -51.8 | -51.2 | -51.0 | -50.7
5.0 -56.8 -56.6 -59.0 | -582 | -579 | -56.7 | -55.6 | -553 [ -54.9
100 -61.8 -61.6 -66.2 | -64.7 | -640 | -61.7 | -59.9 | -59.5 [ -58.7
15.0 -66.8 -66.2 -76.0 | -721 | -704 | -66.3 | -635 | -628 | -61.7
20.0 -71.8 -70.2 -86.8 | -80.1 | -77.2 | -704 | -66.3 | -654 | -64.1
25.0 -76.8 -72.7 -909 | -843 | -812 | -732 | -683 | -67.3 | -656
30.0 -81.8 -73.9 -926 | -856 | -826 | -744 | -693 | -68.2 | -66.5
35.0 -86.8 -74.3 -926 | -86.2 | -83.1 | -749 | -69.8 | -68.7 | -66.9
40.0 -91.8 -74.5 -926 | -86.2 | -832 | -750 | -69.9 | -68.8 | -67.1
45.0 -96.8 -74.5 -926 | -86.3 | -832 | -751 | -699 | -68.8 [ -67.1
50.0 -101.8 -745 -929 | -86.3 | -833 | -751 | -699 | -689 [ -67.1

Table 40. Results from example case Bristol.

Surface grass.
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Prob. P<p (%)

2D 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power

(dB) (dBm) | (dBm)

0.0 -64.6 -64.3 -69.6 | -67.7 | -66.8 | -643 | -623 | -619 [ -61.2
5.0 -69.6 -69.0 -80.6 | -75.7 | -73.7 | -69.0 | -66.1 | -65.6 | -65.1
100 -74.6 -72.6 -89.8 | -831 | -802 | -729 | -68.6 | -67.6 | -66.2
15.0 -79.6 -74.8 -933 | -864 | -834 | -753 | -70.3 | -69.2 | -67.5
20.0 -84.6 -75.8 -944 | -876 | -845 | -76.3 | -71.2 | -70.1 | -68.3
250 -89.6 -76.1 -945 | -879 | -848 | -76.7 | -71.5 | -70.3 | -68.6
30.0 -94.6 -76.2 -949 | -880 | -849 | -76.8 | -71.6 | -70.5 | -68.7
35.0 -99.6 -76.2 -949 | -880 | -849 | -76.8 | -71.6 | -70.5 | -68.7
40.0 -104.6 -76.3 -949 | -880 | -850 | -76.8 | -71.6 | -70.5 | -68.7
45.0 -109.6 -76.3 -949 | -880 | -850 | -76.8 | -71.6 | -70.5 | -68.7
50.0 -114.6 -76.3 -949 | -880 | -850 | -76.8 | -71.6 | -70.5 | -68.7

Table 41. Results from example case Lillehammer. Surface forest.
Prob. P<p (%)

2D 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power

(dB) (dBm) | (dBm)

0.0 -64.6 -64.5 -66.0 | -656 [ -65.3 | -64.5 | -63.8 | -63.6 | -63.2
5.0 -69.6 -69.5 -723 | -7114 | -71.0 | -695 | -683 | -679 | -67.4
100 -74.6 -74.3 -80.1 | -780 | -77.1 | -743 | -723 | -71.8 | -711
15.0 -79.6 -78.8 -912 | -859 | -839 | -789 | -75.7 | -75.0 | -73.8
20.0 -84.6 -82.5 -100.0 | -93.2 | -90.2 | -82.7 | -783 | -77.4 | -759
250 -89.6 -84.5 -1030 | -96.1 | -93.0 | -850 | -79.9 | -789 | -77.2
30.0 -94.6 -85.3 -1040 | -97.0 | -940 | -859 | -80.7 | -79.6 | -77.8
35.0 -99.6 -85.6 -1045 | -975 | -944 | -86.2 | -81.0 | -79.9 | -78.1
40.0 -104.6 -85.7 -1045 | -975 | -944 | -86.3 | -81.1 | -80.0 | -78.2
45.0 -109.6 -85.8 -1045 | -975 | -945 | -86.3 | -81.2 | -80.0 | -78.3
50.0 -114.6 -85.8 -1045 | -97.7 | -945 | -86.4 | -81.2 | -80.1 | -78.3

Table 42. Results from example case Lillehammer. Surface field
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Simulation results from sensitivity analysis

Prob. P<p (%)

2D 2D Mean Rx 1 5 10 50 90 95 99
Attenuation | Comp Power

(dB) (dBm) | (dBm)

0.0 -64.6 -64.5 -65.0 | -649 | -649 | -646 | -64.3 | -64.3 | -64.1
5.0 -69.6 -69.5 -704 | -701 | -700 | -69.5 | -69.1 | -69.0 | -68.8
10.0 -74.6 -744 -76.1 -75.6 -754 | -745 | -73.7 | -7135 | -73.2
15.0 -79.6 -79.4 -82.5 -81.6 -811 | -795 | -781 | -77.8 | -77.2
20.0 -84.6 -84.2 -904 | -882 | -87.2 | -843 | -82.1 | -81.6 | -80.7
25.0 -89.6 -88.8 -102.2 | -965 | -942 | -888 | -855 | -84.8 | -835
30.0 -94.6 -92.0 -109.9 | -102.9 | -99.9 | -92.3 | -87.9 | -87.0 | -855
35.0 -99.6 -94.0 -112.7 | -105.7 | -102.7 | -945 | -89.5 | -885 | -86.8
40.0 -104.6 -94.8 -113.2 | -106.5 | -103.2 | -95.3 | -90.3 | -89.2 | -87.5
45.0 -109.6 -95.0 -113.2 | -106.7 | -103.6 | -955 | -90.5 | -89.4 | -87.7
50.0 -114.6 -95.1 -113.2 | -106.7 | -103.7 | -95.6 | -90.6 | -89.5 | -87.8

Table 43. Results from example case Lillehammer. Surface grass

Table 44 shows the results from example case Bristol, in the cases of field with snow and grass
with water. The Table shows the attenuation of the 2D component, the value of the
corresponding 2D component and the mean of the resulting distribution. Table 45 shows
similar results for Lillehammer.
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Simulation results from sensitivity analysis

2D comp. Field with snow Grasswith water
Attenuation
(dB) 2D Mean Rx | 2D Comp | Mean Rx
Comp Power (dBm) Power
(dBm) (dBm) (dBm)
0.0 -51.8 -51.6 -51.8 -51.7
5.0 -56.8 -56.5 -56.8 -56.6
10.0 -61.8 -60.9 -61.8 -61.4
15.0 -66.8 -64.3 -66.8 -65.6
20.0 -71.8 -66.1 -71.8 -68.6
25.0 -76.8 -66.8 -76.8 -70.1
30.0 -81.8 -67.1 -81.8 -70.6
35.0 -86.8 -67.2 -86.8 -70.8
40.0 -91.8 -67.2 -91.8 -70.9
45.0 -96.8 -67.2 -96.8 -70.9
50.0 -101.8 -67.2 -101.8 -70.9

Table 44. Results from example case, Bristol. Surface field with snow ad grass with water

2D Field with snow Grasswith water
Attenuation
(dB) 2D Mean Rx | 2D Comp | Mean Rx
Comp Power (dBm) Power
(dBm) (dBm) (dBm)
0 -64.6 -64.5 -64.6 -64.5
5 -69.6 -69.5 -69.6 -69.5
10 -74.6 -74.4 -74.6 -74.3
15 -79.6 -79.2 -79.6 -79.4
20 -84.6 -83.4 -84.6 -84.1
25 -89.6 -86.5 -89.6 -88.1
30 -94.6 -88.1 -94.6 -91.0
35 -99.6 -88.7 -99.6 -92.2
40 -104.6 -89.0 -104.6 -92.7
45 -109.6 -89.0 -109.6 -92.9
50 -114.6 -89.1 -114.6 -93.0

Table 45. Results from example case, Lillehammer.

water
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Simulation results from sensitivity analysis

Table 46, Table 47 and Table 48 show the mean received value in the case of land use field for
example case Bristol, with varying values of €;, Ah and o, respectively. Table 49, Table 50 and
Table 51 show similar results for example case Lillehammer. In all cases 2D attenuation of 10
dB aswell asinfinite (3D only) has been simulated.

2D comp. attenuation (dB)
€ 10 Inf. (3D only)
12 -61.6 -76.1
2 -61.6 -73.2
3 -61.5 -71.8
4 -61.4 -70.5
5 -61.3 -69.5
6 -61.2 -68.6
7 -61.1 -67.9
8 -61.0 -67.3
9 -60.8 -66.9
10 -60.8 -66.5
11 -60.7 -66.1
12 -60.6 -65.8
13 -60.6 -65.5
14 -60.4 -65.3
15 -60.4 -65.0
16 -60.3 -64.8
17 -60.2 -64.6
18 -60.2 -64.5
19 -60.2 -64.3
20 -60.1 -64.1

Table 46. Smulation results from example case Bristol. Sensitivity analysis for the mean value
of the received power dueto variations of ¢, .
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Simulation results from sensitivity analysis

2D comp. attenuation (dB)

Ah (cm) 10 Inf. (3D only)
0.4 -61.8 -90.0
2 -61.6 -76.3
4 -61.4 -71.2
6 -61.2 -69.1
8 -61.1 -68.2
10 -61.1 -67.9
12 -61.1 -67.8
14 -61.0 -67.6
16 -61.0 -67.4
18 -61.0 -67.1
22 -60.9 -66.7
30 -60.7 -65.9
40 -60.5 -65.2

Table 47. Results from example case Bristol. Sensitivity analysis for the mean value of the

received power due to variations of Ah.

2D comp. attenuation (dB)

o) 10 Inf. (3D only)
0.000 -61.1 -67.9
0.150 -61.1 -67.9
0.285 -61.1 -67.9

Table 48. Results from example case Bristol. Sensitivity analysis for the mean value of the

received power due to variations of ¢.
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Simulation results from sensitivity analysis

2D comp. attenuation (dB)
€ 10 Inf. (3D only)
12 -74.2 -84.1
2 -74.2 -82.2
3 -74.1 -82.9
4 -74.2 -83.7
5 -74.3 -84.6
6 -74.3 -85.3
7 -74.3 -85.8
8 -74.3 -86.1
9 -74.3 -86.3
10 -74.3 -86.3
11 -74.3 -86.3
12 -74.3 -86.2
13 -74.3 -86.1
14 -74.3 -85.9
15 -74.3 -85.7
16 -74.3 -85.5
17 -74.2 -85.2
18 -74.3 -85.0
19 -74.2 -84.8
20 -74.2 -84.6

Table 49. Smulation results from example case Lillehammer. Sensitivity analysis for the mean
value of the received power dueto variations of &, .
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Simulation results from sensitivity analysis

2D comp. attenuation (dB)
Ah (cm) 10 Inf. (3D only)
0.4 -84.5 -120.8
2 -84.5 -107.0
4 -84.4 -101.5
6 -84.4 -98.8
8 -84.3 -97.1
10 -84.3 -95.8
12 -84.3 -94.6
14 -84.2 -935
16 -84.2 -92.6
18 -84.2 -91.9
22 -83.9 -90.7
30 -83.6 -89.1
40 -83.3 -88.1

Table 50. Smulation results from example case Lillehammer. Sensitivity analysis for the mean
value of the received power due to variations of Ah

2D comp. attenuation (dB)
c 20 40
0.000 -74.3 -85.8
0.150 -74.3 -85.7
0.285 -74.3 -85.4

Table 51. Smulation results from example case Bristol. Sensitivity analysis for the mean value
of the received power due to variations of o.
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