Quality of Service Differentiation,
Teletraffic Analysis and

Network Layer Packet Redundancy in
Optical Packet Switched Networks

Doctoral thesis
for the degree philosophiae doctor

Trondheim, May 2005

Norwegian University of Science and Technology

Faculty of Information Technology, Mathematics and
Electrical Engineering

Department of Telematics

NTNU
Norwegian University of
Science and Technology



NTNU
Norwegian University of
Science and Technology

Doctoral thesis
for the degree philosophiae doctor

Faculty of Information Technology, Mathematics and
Electrical Engineering

Department of Telematics

[1 Harald @verby

ISBN 82-471-7127-9 (printed ver.)
ISBN 82-471-7126-0 (electronic ver.)
ISSN 1503-8181

Doctoral thesis 2005:122

Printed by NTNU trykk



Abstract

Abstract

Optical Packet Switching (OPS) has emerged as mipitog candidate for
the next-generation Wavelength Division Multiplex@fDM) based all-

optical network. By enabling packet switching i thptical domain, OPS
networks can provide cost-efficient and transpatesmsport services to
higher layers. However, a commercial deploymentO#fS requires not
only a maturation of several key enabling technel®gbut also a thorough
investigation of a number of networking challengelsted to OPS, since
OPS networks are fundamentally different from tdslagore-and-forward

networks. This thesis addresses the latter issweihsgidering the following

three OPS networking issues:

e Quality of Service (QoS) differentiation at the WDI&yer, with focus
on packet loss rate (PLR) and delay-jitter diffeiagon.

» Teletraffic analysis of OPS networks.

« How to combat packet loss in OPS networks by usietyvork layer
packet redundancy.

First, a crucial issue in OPS networks is packss lat the network layer
due to contention. Contention occurs when a packedestined for a
wavelength currently occupied by another packeve&e approaches to
combat such packet loss have been proposed intrémFature, e.g. by
utilizing wavelength conversion, buffering, defiect routing or traffic
shaping.

This thesis considers a novel approach to combekegbdoss in OPS:
The proposed Network Layer Packet Redundancy SclidhieRS) allows
redundancy packets to be injected into the OPS arkiwhus enabling
reconstruction of lost data packets at the OPSsegnede. Results show
that the NLPRS is able to reduce the end-to-ena EBR several orders of
magnitude in an asynchronous OPS ring network vettd without
wavelength conversion.

Another crucial issue in OPS networks is QoS difidiation at the
WDM layer. Due to the lack of optical random accessmory, existing
QoS differentiation schemes suitable for today’s M/[point-to-point
architecture are not feasible to use in OPS netsvdtlence, new schemes
that utilize the WDM layer to provide QoS differextion are needed.

A preemption based QoS differentiation scheme,Rreemptive Drop
Policy (PDP), has been proposed for asynchronotfertess OPS. With
the PDP, high priority arrivals are allowed to pnge and take over a busy
wavelength currently occupied by a low priority ket in the case of
contention. This results in a lower PLR for higlopty traffic compared to
low priority traffic. The PDP has been extendeditite Adaptive PDP
(APDP), which provides absolute guarantees to tbie #r high priority
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traffic in OPS by using a measurement based preempgirobability
parameter adjustment.

An access-restriction based QoS differentiatiorestd) the Wavelength
Allocation algorithm (WA), has been studied. In W&\, which provides
QoS differentiation in asynchronous bufferless OiBwvorks with full
range output wavelength converters, a certain numbeavelengths at an
output fibre are exclusively reserved for high ptiotraffic.

When QoS differentiation (with respect to the PLR)introduced in
asynchronous OPS, it has been shown that the avetlagughput
decreases, often referred to as the throughputltgesfaintroducing QoS
differentiation. The main cause for this throughp#nalty is because
network resources must be used in a non-optimaherawhen employing
QoS differentiation schemes that utilize the WDMela to isolate the
service classes. However, as shown in this thégsthroughput penalty is
only found in asynchronous OPS. For slotted OP&atrerage throughput
stays the same after the introduction of QoS difigation.

An evaluation framework suitable for quantifyingg ttihroughput penalty
when introducing QoS differentiation has been psmgbo Using this
framework, three fundamental different QoS difféiaion schemes for
asynchronous OPS, including the PDP and the WAg Ihaen evaluated. It
has been shown that preemptive techniques restheitowest throughput
penalty, followed by access-restriction and droggased techniques. This
is because, when using preemption, packets arepéldopnly when the
output port is congested. With access-restrictpatkets are dropped when
the output port is highly strained, and with stataly packet dropping,
packets are dropped independently of the stateeobtitput port.

A QoS differentiation scheme for slotted OPS hasnbproposed and
evaluated. The scheme isolates the service clagsarssuring that a certain
number of high priority packets can be transmit&dn output port in a
time-slot in the case of contention. Using the psmnl scheme does not
result in a reduced throughput when the serviceselsare isolated.

QoS differentiation schemes for asynchronous OP& wishare-per-
node (SPN) contention resolution pool architecttoasisting of Tunable
Wavelength Converters (TWCs) and Fibre Delay Li(fe3Ls) have been
proposed. In particular, it has been shown thaPibie and delay-jitter may
be independently differentiated in this switch @etture.

Analytical models of some of the proposed QoS wkffiiation schemes
have been derived, providing explicit results o fALR. In addition, an
analytical framework regarding packet arrivals to @utput port in an
optical packet switch has been derived for botmelssonous and slotted
OPS. This framework is particularly useful for study the effects of non-
uniform traffic. Furthermore, it has been shownt thath the Erlang and
Engset traffic models are suitable to model paekevals to an output port
in an asynchronous optical packet switch. Regardiveg Engset traffic
model, it has been shown how the blocking probigbdan be evaluated
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using either the Engset lost calls cleared (LCE&ffitr model or the Engset
overflow (OFL) traffic model. For all Engset bas#dffic models, the
time-, call- and traffic congestion have been dmtiv A numerical
evaluation of the presented traffic models revéads there is a small, but
non-negligible, deviation between the observed lokar probabilities,
which depends on the number of input/output filzned the system load.
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Part |: Introduction

During the last decade, optical networking has bexa hot research topic,
and has received much attention from research conties worldwide. In
particular, research in the field of Optical Packatitching (OPS) has
received increased interest in recent years. At ¢beponent level,
researchers have dealt with issues such as allabptivavelength
conversion [Ran04][Gam98], all-optical processin®of03], optical
Random Access Memory (RAM) and construction of fastical packet
switches [Chi03]. This research is crucial in orteprovide the building
blocks needed to form a complete OPS network. Asrted in [Bja04],
most of the key enabling technologies needed tm farcomplete OPS
network have been demonstrated in a laboratoryr@mvient, except from
all-optical processing and optical RAM, which isllsin its infancy
[Yao01b].

When these building blocks are put together to farmomplete OPS
network, networking challenges arise. These chgéeninclude for
instance how to combat packet loss due to contertt@o03][Dan97]
[Hun98][Tur99], how to support Quality of Servid®dS) differentiation at
the WDM layer [Cal02][@ve04h][NorO4a], teletraffianalysis of OPS
networks [@ve04e][Zuk03][Iza02], node design [Chig@he03b][Cal99b]
[Zho03], network design [Cal97][Whi02a][Zal04], pat assembly
[Vok02d] and control architectures [Mah01] [XioOd]his thesis addresses
some of the networking challenges faced in OPS oty covered by the
following three topics:

* QoS differentiation in OPS, with focus on packetsloate (PLR) and
delay-jitter differentiation.

» Teletraffic analysis of OPS.

» Network layer packet redundancy in OPS.

The thesis is divided into three parts: part Irdduction, part II: Included
papers, and part Ill: Appendices:

« The main part of this thesis, part Il, constituéepapers published or
submitted for publication in international journalisd conferences. The
papers are termed PAPER A — PAPER I, and are |mteal xvii.

o Part lll includes a number of unpublished works augbplementary
results to the papers in part I, termed APPENDIX APPENDIX F.

« Part | provides an overview to the works presemtqghrt Il and part Ill.
First, in part I, section 1 presents the backgroand motivation for
optical networking, where the aim is to highligbtvee of the challenges
faced by the optical networking community todaycti®a 2 presents an
outline of the topics covered by this thesis, th@gancontributions, and
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an overview of the papers in part Il. In particulguwidelines for reading
are given in section 2.5. Section 3 presents rlatarks. An overview
of the research methodology is given in sectio®ekttion 5 presents a
summary of each paper in part Il. Finally, a coedn is drawn in
section 6, followed by proposals for future workssection 7.




Introduction

1. Background and motivation

This section presents the background and motivation optical
networking, with focus on Optical Packet Switchi(@PS). We start by
addressing the need for all-optical networks irtisacl.1, before we move
on to describe the various all-optical network &eztiures proposed in
recent literature in section 1.2. Section 1.3 gae®verview of how packet
loss due to contention can be combated in OPSewbittion 1.4 motivates
for employing Quality of Service (QoS) differentat at the WDM layer
in OPS. Finally, section 1.5 states the rationale tEletraffic analysis
regarding OPS.

1.1. Motivation for optical networking

During the last decade, we have experienced arosixpl growth of the
Internet traffic in the core networks. As reporiadOdI03], the Internet
traffic has sustained a growth of 70 % - 150 % egehr from 1997 to
2002. This growth is driven by a number of factsush as the increased
number of Internet users, the increased populafitthe Internet, and the
increased access network capacity [Per02]. Foamast as seen in Fig. 1,
the total number of Internet users has increaggdfgiantly during the last
decade, as reported by the International Teleconwaton Union (ITU)
[ITUO4]. Furthermore, the migration from dial-upténnet connections
with line speeds up to 128 Kbps, to Digital Suldseri Line (DSL)
connections with line speeds up to several Mbps im&reased the
potential amount of data generated by each usereparted by the DSL
Forum, the number of DSL subscribers worldwide heac63.84 millions
in December 2003, an annual growth of 77.8 % [D3L04

700

600 -
500 -
400 -
300 -
200

Internet users (in millions)

100 -

O T T T T T
1991 1993 1995 1997 1999 2001 2003

Year

Fig. 1. The number of Internet users. Note thatvakie for 2002 is
estimated and the value for 2003 is a forecast Q4]U

Wavelength Division Multiplexing (WDM) has emergexs the most
promising technology to satisfy the increasing ca#tgademands expected
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in future core networks [MahO01][Dit03]. With WDM, uttiplexing of a
high number of wavelengths is possible, leadingdpacities of several
Tbps in a single optical fibre. Today, WDM techrmfois utilized in a
point-to-point architecture, which means that atitores (using WDM)
are terminated by electronic routers. In such opagptical networks, often
referred to asfirst-generation optical networkgHer04], the signals
undergo optical-electrical (O/E) and electricaltoptt (E/O) conversions
when entering and leaving the switches, respegtivel

Due to a potential benefit of a more extensive afsaptical technology,
the research community has now turned their atenfrom optical
transmission to optical networking, where the magm is to move
switching functionality from the electronic domaim the optical domain.
Basically, this is achieved by replacing the elgwir routers with all-
optical switches, and thus removing the O/E/O cosivas present in
today’s WDM point-to-point architecture. This regdenent enablesll-
optical networking also referred to asecond-generationor third-
generation optical network3 he main benefits ddll-optical networkover
first-generation optical networkare:

* In all-optical networks, since the data is keptthe optical domain,
expensive O/E and E/O converters are not needeidhwbntributes to
a reduced switch hardware cost [ChiO3].

» All-optical nodes may have less power consumptiomgared to first-
generation optical nodes, since the O/E/O conwerse removed
[Dit03].

* All-optical networks are transparent, as opposedopaque first-
generation optical networks. This means greatedbilgy regarding
signal formats and bit-rates [RamO02], e.g. therd&tié- may be modified
without replacing node equipment.

» Electronic routers have technological limits whercames to handling
high line speeds. Hence, in order to cope with tiadfic volumes
predicted in the future Internet, electronic rostenust be built by
cascading a number of smaller electronic routengs €ascading results
in higher complexity, compared to a single routesign, which leads to
increased costs [Dit03][Kes03].

Looking at the above-mentioned factors, one careexthat the use of
electronics results in an increased cost and leggility when the traffic
volume in the core networks increases. In the &ttinis will make all-

! In all-optical networks, at least in Optical PaciSavitching, we assume electronic
processing of the packet header, since opticalggsing is still in its infancy. However,
in order to have “true” all-optical networks, thagiket header should be processed
optically.
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optical networks increasingly attractive compa€irst-generation optical
networks [Dit03].

1.2. All-optical network architectures

All-optical networks include botlsecond-and third-generation optical
networks as illustrated in Fig. 2. When we ssgcond-generation optical
networks we mean Wavelength Routed Optical Networks (WRON)
[RamO02], whilethird-generation optical networkssually refer to Optical
Packet/Burst Switched networks (OPS/OBS). The tlerde sub-sections
give an overview of these architectures, while isactl.2.4 presents a
possible evolution scenario of all-optical networks

A
Technology

Optical Packet S@
3rd generation
optical networks
Optical Burst S@
2nd generation
WRON > optical networks
. . 1st generation
WDM pomt—to—@ optical networks

2005 Time

Fig. 2. Evolution of all-optical networks [Dol01].
1.2.1. Wavelength Routed Optical Networks (WRON)

In WRON, all-optical circuit switched connectiorteymed lightpaths, are
established between edge nodes in the optical neteork [RamO02].
When a lightpath is set-up, a dedicated wavelengtkvery link along the
path the lightpath traverses, is reserved. Withoptical wavelength
converters, the lightpath may be wavelength coedert intermediate
nodes in order to reduce the number of physicalelesngths required
[RamO02]. A lightpath is set-up before data transiois, and released when
data transmission is completed. Hence, data tratesmon a lightpath
between two edge nodes in a WRON needs no bufferdE/O
conversion, nor processing at intermediate nodes. dffen distinguish
between static WRON (S-WRON) and dynamic WRON (D-OWH. In
the former, lightpaths are set-up manually, androfast for several days or
more. In the latter, lightpaths are automaticalyp according to traffic
requests from higher layers. A major problem witlR®N in general is
non-optimal utilization of link resources, sinceité is no resource sharing
among lightpaths traversing the same link. Foraimsg, on a given link,
one lightpath may be congested while other lightpdtaversing the same
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link may be under-utilized at the same time. A aariof WRON called
“overspill routing” allows packets to be insertadraermediate nodes of a
lightpath [Che03d]. This technique enhances théopaance of traditional
WRON, since it benefits to some extent from stagstmultiplexing.

1.2.2. Optical Packet Switched networks (OPS)

In OPS networks, packets are processed and foraidrdp-by-hop until
they reach their destination node. An OPS netwdraukl be able to
process, forward and buffer the packets entirelythie optical domain,
which will make the network truly transparent [MahOHowever, since
optical processing is very primitive today, eleaim processing of the
packet header is envisaged until optical procesbempmes mature. That
IS, when a packet arrives to an optical packetchwithe packet header is
extracted and converted to the electronic domairpfocessing, while the
packet payload is delayed using input FDLs [Bre@PS benefits from
statistical multiplexing, which ensures a bettdhaation of the network
resources compared to a WRON. OPS networks opdmateither
asynchronous or synchronous mode [Nor03]. In asymdus OPS,
packets arrive at an optical core switch at nomfmeihistic instants. In
synchronous OPS, packets arrive at an optical sereh in synchronized
and equally spaced time slots. Synchronous OP8nietimes referred to
as slotted OPS. The impact of contention (see@edtid) is generally less
severe in slotted OPS compared to asynchronous [9&®)1a]. This is
because the contention window is smaller in slof®#dS compared to
asynchronous OPS, which is analogue to the perfacendifference found
between slotted and non-slotted ALOHA [Tan96]. Hoeeare slotted OPS
requires synchronization stages at each switchtjnphich increases the
switch cost and complexity. In both asynchronousl atotted OPS
networks the packets may be of variable- or fixee $Nor03]. In slotted
OPS with variable sized packets, a packet is aiphelof several time-
slots, while in slotted OPS with fixed sized pasket packet is contained in
a single time-slot. Both fixed-sized and variallged packet architectures
in slotted OPS require a packet aggregation meshraat the OPS ingress
node. This is also required for asynchronous ORB fMed sized packets.
However, packet aggregation can be avoided in &sgnous OPS with
variable sized packets, which makes it better duibe the variable packet
lengths found in the Internet [NorO4d].

1.2.3. Optical Burst Switched networks (OBS)

In OBS networks, incoming packets from the accesswaork are
aggregated into bursts at an OBS ingress routexdbas the destination
node and possibly the service class of the pa¢ket®9][Yoo00a]. When
a burst has reached a certain size, or when a tiageexpired, the burst is
sent into the OBS network and forwarded hop-by-najne optical domain
until it reaches its destination node [Vok02d]. &= data channel




Introduction

scheduling schemes have been proposed for OBS [i6Q0]. In the
Tell-And-Wait (TAW) scheme, when an OBS ingressteodnas a burst to
send, a control packet is first transmitted tardakbrmediate nodes along the
path to the destination node [Xu01]. The contratkeh reserves resources
to accommodate for the burst on all intermediatgespand then reports to
the OBS ingress router whether the resources haaen lreserved
successfully or not. The transmission of the buaast only start when all
required resources have been reserved succesdfiglhce, with the TAW
scheme there is no packet loss due to contentmmever, the delay at the
OBS ingress node may be significant, especiallthé destination is far
away from the source. In the Tell-And-Go (TAG) stige the burst is
transmitted immediately after the control packet. (back-to-back) [XuO1].
When arriving to an intermediate node, the conpratket attempts to
reserve the necessary resources to schedule tbie bieanwhile, the burst
is typically delayed in the optical domain usingoubh FDLs. From a
network layer perspective, scheduling using the TgaBGeme is similar to
scheduling in OPS (except that a burst and not ckgtais scheduled).
Another much studied scheduling scheme is the Bastigh-Time (JET)
scheme. Here, right after the control packet has lieansmitted, the burst
waits a certain amount of time, called the Offsehd (OT), before it is
transmitted. The control header attempts to resesseurces for the burst
at intermediate nodes [Y0002][Xu01]. Since the @Typically larger than
the time it takes to process the control pack#taintermediate nodes, the
burst does not need to be buffered at intermediaties, which means that
input FDLs are not required when using the JET is&heAs in the TAG
scheme, packets may be dropped due to contenfitiesJET scheme has
many similarities with the TAG scheme, at leasifra traffic modeling
perspective. That is, exactly the same analyticatlels may be used to
evaluate OBS employing the JET scheme [Yoo0Oa]thadTAG scheme
[Tur99]. The JET scheme may be utilized to provieS differentiation by
assigning different OT to the various service @asproo00a]. This QoS
differentiation scheme has also been adapted to[RIR®2].

1.2.4. All-optical networks evolution

Figure 2 shows a possible evolution scenario frost-§eneration optical
networks, to the all-optical network architecturdsscribed in sections
1.2.1-1.2.3 [Dol01]. WRON is likely to be the nestep in the evolution,
since the enabling technologies required for WRQON more mature
compared to third-generation optical networks. Hostance, since
lightpaths are set-up on a time-scale of secondsrmer, the switching
requirement for WRON is in the order of ms, which dommercially
available today.

The next step in this evolution may be third-gehenaoptical networks.
Compared to WRON, third-generation optical netwott@anefit from
statistical resource sharing and finer switchingngtarity, which results in
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a more efficient utilization of network resourcéarthermore, OPS/OBS
have benefits over WRON regarding resilience, siheg easier to share
resources in packet switching compared to ciraumitching [Dit03].

However, third-generation optical networks imposeder technological
requirements on processing, switching matrix, wawgth conversion and
possibly buffering. E.g., for OPS, the switchingnéi should be much
smaller than the duration of an OPS packet [@ve®4} instance, a 1500
byte packet on a 10 Gbps link has a duration ofus,2vhich means that
the required switching time for OPS should be ie tis time scale. The
switching time requirement for OBS is not so st(itually on theus time-
scale), since a burst is generally 1-3 orders ofnitade longer than a
packet.

This thesis investigates three OPS networking ssimroduced in the
next three sections.

1.3. How can packet loss be combated in OPS ne$®ork

A crucial issue in OPS networks is packet losdatrtetwork layer due to
contention [Yao03]. In asynchronous OPS, contentmcurs when a
packet is destined to an output wavelength thatuisently transmitting
another packet. In slotted OPS, contention occungnwtwo or more
packets are destined for the same output wavelengtie same time-slot.
In both cases, contending packets will be droppad @ntribute to an
increased packet loss rate (PLR) unless mechanso@mbat such packet
loss are employed. In general, the PLR increasdaluentention is mainly
governed by the frequency of contentions and therame number of
packets lost each time a contention occurs.

In order to combat such packet loss, two generptagehes may be
utilized:

» Contention resolution: By using contention resolution [Yao03], the
PLR is decreased by reducing the average numbeaakets lost when
contention occurs. That is, contending packetsaher converted to an
idle wavelength and transmitted on the intendecdefildelayed in time
and scheduled to the intended wavelength when abrbes free, or
transmitted on the same wavelength, but on anofiibee. These
mechanisms are presented in section 1.3.1.

* Intelligent packet loss combating mechanisms:This category
includes a number of packet loss combating mechemnithat utilize
intelligent network behavior to reduce the PLR. §&qenechanisms are
different from contention resolution, since no effs being made to
reduce the number of packets lost when contentionrs. A number of
these approaches are presented in section 1.3.2.

-10-
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1.3.1. Contention resolution mechanisms

The contention resolution mechanisms proposeddenteliterature can be
grouped into the following three domains [Gau02}p9a]:

Wavelength domain: When utilizing the wavelength domain for
contention resolution, in the case of asynchror@BS, the contending
packet is converted to an idle wavelength on thmesdibre and
immediately transmitted [Tur99]. In slotted OPS, eopacket is
transmitted on the wavelength the packets contefmiedvhile the rest
of the packets are converted to idle wavelengththersame fibre, and
transmitted in the same time-slot [Dan98a]. In orte realize such
wavelength conversion in the optical domain, alicg wavelength
converters are required [RanO¥yavelength converters may be placed
at each output wavelength [Yoo00a], or in a poarst by all output
wavelengths [Gau02][Era00]. Furthermore, wavelergthverters may
either be full range converters, which means they tan convert to any
output wavelength, or limited range wavelength @oters
[SheO1][Era04], which means that they can convertatsubset of
available wavelengths.

Time domain: When utilizing the time domain for contention
resolution, contending packets are delayed usingsF&r electronic
buffers, and attempt to seize the same wavelenggkerapoint in time.
Shared electronic buffering has been proposed ja0#b]. Buffering
using FDLs has been studied in e.g. [Hun98]. Théd-ay be placed
at the output ports [Yoo00a] or in a pool sharedallyoutput ports
[Gau02].

Space domain: When utilizing the space domain for contention
resolution, contending packets are transmitted len game physical
wavelength, but on another fibre where the intendadelength is free
[Che03a][Bon99]. This fibre may lead to anothertaedion than the
original fibre, which means that the packet takeskernative route to
its destination. This may lead to additional delayd increased load in
the network since (generally) deflected packetsofola non-optimal
route. This technique is also referred to as daefleaouting [Che03a]
or hot-potato routing [Bon99].

In OBS networks, segmentation may be used to regacket loss in the
case of contention [Vok03b][Det02b][Vok02c]. Hemmly the contending
part of the burst is dropped instead of the whaolesth

A key issue is that the wavelength- time- and spdoenains are

orthogonal, which means that any technique from dagnain can be
combined. This results in a potential high numbiedifferent contention
resolution schemes.
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1.3.2. Intelligent packet loss combating mechanisms

The packet loss combating approaches describedsrseéction include a
number of functionally very different techniquedl they have in common
Is that they do not attempt to resolve contentasghey occur, but attempt
to reduce the PLR by using intelligent network hata

In [Maa04], the PLR is kept below an upper limit biilizing an
adaptive rate control algorithm. Here, the PLRastmuously monitored,
and as long as the PLR is within an acceptabld,liatli traffic is admitted
to the network. However, if the PLR is above the-get limit, the senders
are informed to reduce their transmission raterdeoto reduce the load on
the network. Such rate-adaptive algorithms have éleen studied for
store-and-forward networks [Lie04][Aus04].

The authors of [Xue02] investigate the gain fronamshg self-similar
traffic to make it less bursty at an OPS ingresslencsince reduced
burstiness generally results in a reduced PLR [(s€84] and [Pax95] for
a thorough treatment of self-similarity in the Imet). They show that
using a combination of time-based and threshol@dbaesggregation can
reduce the PLR, but only to a limited extent. Adston how a time-based
aggregation algorithm reduces the self-similargyperformed in [Ge00].
They concluded that the Hurst parameter reduced as the shaping
algorithm is applied, which results in a reducedRPIhis result is also
obtained in [Hu03]. However, [HuO3] also show thaing a threshold-
based aggregation mechanism does not make the tpafitern less self-
similar.

The use of a hop-based or merit-based priority mehfor reducing the
overall network PLR has been examined in [WhiO2d}j82][Mos04]. In
these studies, in the case of contention, the pa¢kat have traversed the
highest number of links [Kim02][Mos04] or achievélde highest merit
[Whi02d], are given priority. The priority mechamss enabled by using
preemption [WhiO2d] [Mos04] or Offset Time (OT) [iKD2]. It has been
shown that using this approach leads to a reducerhlb network PLR, in
particular if the system load is high, but onlyatbmited extent [Mos04].

A challenge regarding how to combat packet lo3R$ is how efficient
the various approaches are depending on networainyeers such as
system load, number of wavelengths per fibre, ndtv@pology etc. Such
a study is crucial in order to provide network @ters and switch
designers the necessary information for choosingptimal contention
resolution architecture for future OPS. Possiblevehoapproaches to
combat packet loss should be examined as wellyderao complement
existing mechanisms.

%2 The Hurst parameter is a measure of the degrselfe§imilarity of the arrival process.
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1.4. Quality of Service differentiation in OPS nextké

Quality of Service (QoS) is a broad term, which h@y interpretations
[Ems00]. In this thesis, we adopt the definitioredidy [Ems00], where a
service has a set of QoS parameters with specra&ges. The considered
service in this thesis is delivery of packets te torrect destination, and
the quality of this service is described by itsfpenance, dependability
and security. This definition of QoS is quite s@amiko the term ‘network
performance’ in [Ive99]. In this thesis we focusfpamnance-related issues,
where the most significant QoS parameters (oradtlthe QoS parameters
most addressed in the context of optical networkjiigr99][Yoo00a]
[Vok03c][Yao03]) include the packet loss rate (PL®)roughput, delay
and delay-jitter. That is, when we talk about th@ldy of a service (i.e. the
QoS), we focus on the quantitative values of thevakmentioned QoS
parameters regarding the considered service. Fumtre, when we later
address the issue ‘QoS differentiation’, we meaffeintiated traffic
handling that aim to achieve different values ofe oor more QoS
parameters (i.e. the PLR or delay-jitter) amongetaa$ service classes or
traffic flows. A similar definition of QoS differdration has also been
adopted by [Zha04].

Today’s Internet provides only the best-effort sggywhere each packet
is handled equally and as good as possible giveailaie resources
[Xia99]. This means that no guarantees can be giggarding the PLR,
delay or delay jitter. The best-effort service worine when there are
enough resources available. However, when netwesources become
scarce, all traffic in the network will be equatlggraded since there is no
differentiation between the traffic. We believe ttliature OPS networks
should support QoS differentiation for two majoasens:

e In future core networks based on IP technologyraaving number of
real-time and interactive Internet applications ex@ected to emerge.
These applications include e.g. Voice-over-IP (VplRideo-on-
demand, online gaming and video-conferencing. Aésothe networks
become increasingly data centric, we see that amssiitical services
such as emergency services and business services\@gacket based.
As both of these types of services demand a sti@b& than the current
best-effort service can offer, QoS differentiatimould be supported in
OPS [Xia99]. Another approach to solve this problesn over-
provisioning of network resources, but this is retfuture-proof
solution, as argued in [Bon02].

» Although the best-effort service is not suited tarrg real-time,
interactive or mission-critical applications, it vgell suited for web
browsing, file transfers and other services thatather not packet loss
or delay sensitive. As demanded by economics, weldlstrive for an
optimal utilization of network resources, which meahat each service
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should receive the needed amount of QoS and nothimig. That is,
increasing the offered QoS beyond the demanded \Welfencrease the
cost and the use of resources, but not the useeiped quality. Hence,
in order to tailor the offered QoS to each appiwat QoS

differentiation should be supported in OPS [ChrO8Bljwever, note that
this is only beneficial when the cost of the Qoffedentiation does not
exceed the gains from the QoS tailoring.

QoS differentiation can be provided based on aflpar-or on a per-class
classification of the traffic [ChrO3a], analogueth@ IETF IntServ [Bra94]
and DiffServ [Bla98] architectures, respectively.itWW a per-flow
classification, admitted traffic flows are diffeteaied and given
appropriate network resources based on the applcatquirements. In the
core network where thousands of flows are aggrédgajger-flow
classification results in an enormous overhead state information. In
order to avoid this, a per-class classification niay utilized. Here,
admitted traffic is grouped into a finite set oingee classes, which are
managed according to their service class onlyhik thesis, we focus on a
per-class classification of the traffic.

In the per-class architecture, QoS parameters carexpressed as
relative- or absolute guarantees. Relative guagantan further be divided
into qualitative guarantees and proportional guaes [Chr03a]. With
relative qualitative guarantees, the QoS parametethe various classes
are qualitatively ordered, e.g. PLR for class Ofita< PLR for class 1
traffic. With relative proportional guarantees, Qo&ameters of a certain
class are given quantitatively relative to anottiass, e.g. PLR for class 1
traffic / PLR for class O traffic = £0 With absolute guarantees, QoS
parameters of a certain class are given upper ungd. PLR for class 0
traffic < 10%. As argued by [Chr03a], absolute guarantees areiatrfor
the successful operation of interactive applicajonmultimedia
applications and mission-critical applications.

Existing QoS differentiation schemes for traditibstore-and-forward
networks mandate the use of buffers to isolatedifferent traffic classes,
i.e. by the use of Active Queue Management (AQMYyoathms
[Wyd02][ChrO3b]. Here, all packet arrivals to a &hi are stored in an
electronic buffer and managed according to an AQd#r&ghm. However,
as pointed out by [Yoo00a], such schemes are ntabdel for the WDM
layer. First, electronic buffering necessitates tlee of O/E and E/O
converters, which results in a significant increasehe switch cost and
loss of data transparency. Second, although opticdfering can be
realized by utilizing Fibre Delay Lines (FDLs), shapproach can only give
limited buffering capabilities compared to elecimomuffering, because
data is delayed by traversing a fixed length opfibae. As pointed out by
[YooOOa], we must utilize the WDM layer in orderigmlate the different
service classes in future OPS networks.
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In recent research we find several proposals fo6 @dferentiation
schemes with focus on PLR differentiation for OR&d OBS) [Nor03].
These schemes can be based on preemption, acsessiom or
intentional packet dropping, as detailed in PAPEB"p. 63 in this thesis.

A crucial issue when introducing QoS differentiatim asynchronous
OPS, is the associated reduction in the averageighput as the isolation
between the service classes increases. This thpotuglenalty is due to the
non-optimal resource utilization required whenizitilg the WDM layer to
Isolate the service classes [@ve04b][Zha03b].

To summarize this section, we see that there averaechallenges
related to QoS differentiation in OPS:

* How to provide QoS differentiation in OPS by utitig the WDM layer
Is highly dependent on the contention resolutiachiéecture used. For
Instance, access restriction may be given to aitpud wavelengths,
wavelength converters and buffering slots. Hensepraly a subset of
the possible contention architectures has beenidemesl for QoS
differentiation, further research on the variouspely of QoS
differentiation schemes for OPS is needed.

» The various QoS differentiation schemes may hafferdnt throughput
penalties. First, there is a need to quantify tmeughput penalty, in
order to have a fair comparison between proposefl Qfferentiation
schemes. Second, a performance evaluation and commpaof the
various QoS differentiation schemes regarding tireughput penalty
should be performed.

 Most proposals for QoS differentiation in OPS an®8S3Oprovide
relative QoS guarantees. However, in order to pi@wa guaranteed
level of performance of a service, absolute Qo&ilshioe offered.

1.5. Teletraffic analysis of OPS networks

Future OPS networks will be different from today¢DM point-point
architecture, also from a teletraffic analysis poaf view. Basically,
today’s store-and-forward networks are modelededaydsystems [Ive99],
while OPS networks are modeled as loss system®9[[idan98a]. This is
a simplification of the reality, since packet lassy occur in store-and-
forward networks due to e.g. buffer overflow, aneging delay may occur
in OPS from e.g. FDLs and OPS ingress bufferingweéier, generally
regarding OPS, it has been shown that the delairibation from buffers
Is negligible, even when the time domain is utdize resolve contentions
[Bjg02b][Yo000a]. Note, however, that although tieday is negligible, the
relative delay-jitter may be significant, as argue¢Nor04d].

A challenge in OPS is to provide accurate analytimadels for network
layer related issues [Rob01]. Several models thature the effects of
wavelength conversion [Tur99][Dan97], buffering [9Q][HIu88], and
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deflection routing [Che03a] have already been psedoHowever, there is
a lack of models that capture the effects of Qdfemintiation.

Moreover, it is important to clearly distinguishyashronous and slotted
OPS, since these two architectures have differemdeting approaches.
More exactly, asynchronous OPS is modeled usingtiragous-time
Markov chains, while slotted OPS is modeled usirsgréte-time Markov
chains. For each architecture, there are severgs wh modeling packet
arrivals to an output port in an optical packettsiias will be shown later
in this thesis.

During the last decade, there has been much debgseding arrival
processes in the core networks. Earlier works sstgdethat the Internet
traffic had a self-similar pattern, that is, thaffic appears to be equally
bursty when viewed over different time-scales [4élPax95]. However,
as these results were based on measurements loit¢heet over a decade
ago, they may not be valid today. Results from aemmecent measurement
study of the Internet core network has been preseint [Kar04], where it
was shown that the Internet traffic in the corewwgks is more Poisson
like than suggested by [Lel94]. More exactly, oBufd-second time-scale,
the packet inter-arrival times are close to beirgoaentially distributed,
while on a multi-second timescale, the arrival psscis well modeled
using a time-dependent Poisson process. Similailtseare also found in
[Iza02] and [Arv99].
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2. Thesis topic, contributions and limitations

This thesis addresses several OPS networking issliee main
contributions are found in the papers and appeadic#uded in part Il and
part Ill, respectively. The papers are termed PARER PAPER I, and
correspond to the references in the bibliographyergin Table 3. We use
the terms PAPER A — PAPER | instead of the bibkgdpical references,
when referring to these works. The appendices decla number of non-
published works and additional results to the paperpart Il, and are
termed APPENDIX A — APPENDIX F.

The issues addressed in this thesis are structot@dhree topics: “QoS
differentiation in OPS”, “Teletraffic analysis ofR&3”, and “Network layer
packet redundancy in OPS”. Each topic is coverea loyymber of papers
and appendices, as seen in Table 4. The topicswthktlayer packet
redundancy in OPS” and “QoS differentiation in OR& not overlap,
while the topic “Teletraffic analysis of OPS” hasnge overlap with the
two other topics, as seen in Fig. 3.

Reference in Comment Contribution

the bibliography covered
PAPER A n/a Journal paper C1,C2
PAPER B [Dve04h] Journal paper C1,C3,CH
PAPER C [Nor04d] Journal paper, co-author C2,C4
PAPER D [Dve04d] Conference paper C1,C5
PAPER E n/a Journal paper C6
PAPER F n/a Journal paper C6
PAPER G [@ve04q] Journal paper C5
PAPER H [DveO4e] Conference paper, invited talk C7
PAPER | [@ve04i] Journal paper C8,C9
APPENDIX A | n/d’ Additional material to PAPER A| C5
APPENDIX B | n/d’ Additional material to PAPER D| C1,C5
APPENDIX C| n/d' Additional material to PAPER H| C7
APPENDIX D | n/d’ Additional material to PAPER H| C7
APPENDIX E | n/& Additional material to PAPER | C8
APPENDIX F | n/ad Additional material to section 4 in-

part I: Research methodology

Table 3. Overview of included papers and appendities full reference
of the papers can be found on p. xvii.

There are 9 major contributions in this thesisptdied as C1-C9, which
will be detailed in the following sub-sections. Bamontribution concerns
one or two topics, as seen in Fig. 3, and is addreby a number of papers
and appendices, as seen in Table 3. For instaon&jlution C4 concerns
the topic “QoS differentiation in OPS” and is coserby PAPER C only,

% This material has been submitted, but not pubtisaed has therefore no reference in
the bibliography.
* This material has not been submitted for publicati
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while contribution C5 concerns both the topics “Qdifferentiation in
OPS” and “Teletraffic analysis of OPS” and is cadby PAPER B,
PAPER D, PAPER G, APPENDIX A and APPENDIX B.

Covered by
Topic PAPER APPENDIX
QoS differentiation in OPS A,B,C,D,(G) AB
Teletraffic analysis of OPS E,F,G,H,(B,D,l)| C,.D
Network layer packet redundancy in OPIS E

Table 4. Overview of the topics in this thesis, amehich
papers/appendices that are covered within each.topi

In sections 2.1-2.3, we provide an overview of timee topics, where the
aim is to introduce the reader to the topic in gahas well as stating the
main contributions within each topic. Summary anaginrcontributions of
each paper can be found in section 5. Hence, qvbdawveen section 2 and
5 is unavoidable. In section 2.4, relation and apebetween all published
papers are presented. Section 2.5 presents suggeatiing guidelines. At
last, the limitations of the work presented in tilissertation can be found
in section 2.6.

QoS differentiatio Teletraffic Network layer
in OPS analysis of OPS packet redundancy

Fig. 3. lllustration of how the different contriloihs are covered by the
various topics.

2.1. Quality of Service differentiation in OPS

As identified in section 1.4, there are severallehges related to Quality
of Service (QoS) differentiation in OPS, where sobhghese challenges
have been addressed in this thesis.

Two QoS differentiation schemes for asynchronousS Qfave been
studied, that is, the Preemptive Drop Policy (P@RRY the Wavelength
Allocation algorithm (WA). The PDP provides QoS fdrentiation with
respect to the packet loss rate (PLR) in asynclusmhufferless OPS with
and without wavelength conversion by allowing ahhpriority arrival to
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preempt and take over a wavelength currently oecupy a low priority
packet. The PDP has been extended into the Adapi (APDP), which
provides absolute guarantees to the PLR in asynobosobufferless OPS.
That is, by enabling a measurement based preempti@bability
parameter adjustment, an upper bound for the PLRifh priority traffic
can be statistically guaranteed. The PDP is preddantboth PAPER A and
PAPER B, while the APDP and analytical models & BDP is found in
PAPER B only.

The WA provides QoS differentiation with respect tze PLR in
asynchronous OPS with full wavelength conversiorrdserving a certain
number of wavelengths for high priority traffic. @WA is presented in
PAPER A, and an analytical model of the WA candaefl in APPENDIX
A. PAPER G presents an analytical model of the WAthe case of a
hyper-exponential arrival process.

A major challenge related to QoS differentiation @PS is how to
quantify the throughput penalty when introducingSQadifferentiation in
asynchronous OPS. This has been addressed in PAPERpresenting a
guantitative evaluation framework for measuring ttm@ughput penalty as
a function of the isolation degree, in the caséwaf service classes. This
framework has been applied to evaluate the throuigb@nalty when using
the PDP, WA and the Intentional Packet Droppingesod (IPD) for QoS
differentiation in asynchronous bufferless OPS withi-range output
wavelength conversion.

Several QoS differentiation schemes for asynchrer@BS employing a
shared contention resolution pool consisting of ahlea wavelength
converters and FDLs are presented in PAPER C. K8, differentiation
with respect to the PLR and delay-jitter is acheelbg utilizing a combined
access-restriction to wavelengths, wavelength atereeand FDLs. Also,
the throughput penalty of the proposed schemesnsidered.

A QoS differentiation scheme for slotted OPS issprged in PAPER D,
and an extended analytical model of this scheme lanfound in
APPENDIX B.

Within the topic “QoS differentiation in OPS”, thmajor contributions
include:

C1. Performance of QoS differentiation schemes dsynchronous and
slotted OPS has been studied. Regarding asynchso®®§5, it has
been shown that preemption and access-restrictiapedo QoS
differentiation schemes are suitable to isolateviserclasses at the
WDM layer. Regarding slotted bufferless OPS, it hasn shown that
QoS differentiation can be provided by ensuring thaertain number
of high priority packets can be transmitted in mgk time-slot in the
case of contention.

C2. It has been shown that QoS differentiationgynahronous OPS leads
to a throughput penalty as the isolation degreevdxet the service
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classes increases, whereas the various QoS diifsten mechanisms
have different penalty. A quantitative evaluatidrnttee PDP, WA and
the IPD showed that the PDP has the least througigmalty, followed
by the WA and the IPD. In slotted OPS, the proposgdS

differentiation scheme does not result in a thrquglpenalty when the
isolation degree between the service classes sesea

C3. By using the Adaptive PDP (APDP), absolute gotaes to the PLR
can be achieved in asynchronous bufferless OPRadtbeen shown
that the APDP operates properly in a changing syst@d scenario.

C4. It has been shown that the packet loss rat®)YRind delay jitter are
orthogonal QoS parameters regarding asynchrono@&with a shared
contention resolution pool consisting of tunablev@langth converters
(TWCs) and fibre delay lines (FDLs). That is, tleevice classes may
be differentiated based on different PLRs and dgithgr. This is
achieved by utilizing a combined access-restrictionwavelengths,
wavelength converters and FDLSs.

C5. Analytical models of the WA, PDP, IPD, and tQeS differentiation
scheme for slotted OPS have been proposed andateaidusing
simulations. In particular, an analytical modekloé WA with a hyper-
exponential arrival process has been proposed.

2.2. Teletraffic analysis of OPS

There are several challenges related to teletrafialysis of OPS, as
indicated in section 1.5. This thesis has focusedjeneral traffic models
for OPS, analytical models for various QoS difféia@ion schemes, and an
analytical model of the Network Layer Packet Recdumy Scheme
(NLPRS). PAPER E presents various Erlang and Enbaseed traffic
models suitable for asynchronous OPS. In particulae Engset arrival
model (ENAM), the Engset non-looping arrival mo@@ENLAM), and the
Engset asymmetric arrival model (EAAM), which aré lzased on the
Engset lost calls cleared (LCC) traffic model, haeen presented. PAPER
F extends PAPER E by presenting arrival modelsaBynchronous OPS
based on the Engset overflow (OFL) traffic modedr &ll Engset based
traffic models, the time-, call-, and traffic costjen are derived. As seen
in Fig. 4, a crucial observation is that the chowk traffic model,
performance metric and routing operation is ortmagoThis leads to a
high number of combinations regarding how to evalutne blocking
probability in asynchronous OPS using the Engs&fticr model, where
only a subset of the possible combinations haven [aeklressed in this
thesis. In PAPER H, traffic models for slotted ORI full wavelength
conversion have been presented. Additional resaltBAPER H can be
found in APPENDIX C and APPENDIX D. In particulathe latter
appendix considers traffic models for slotted OPfhout wavelength
conversion.
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The QoS differentiation schemes presented in tegigus section have
all been modeled using teletraffic theory, as stabtecontribution C5. At
last, PAPER | presents an analytical model of th®RS, based on Erlang
reduced load fixed point analysis, as stated irrdmrtion C9.

i i
I I
' I
/ | 7 I
| 4 |
i I
I I
| I

Engset OF

Time congestion
Engset LC( /Call congestion
Traffic congestion

ENAM ENLAM EAAM

Fig. 4. Overview of the various Engset based tafiodels suitable for
asynchronous OPS. The red bold-lined boxes illtesttae possible
combinations considered in this thesis, while tHeebdotted lines
illustrate combinations left for future research.

The major contributions within this topic include:

C6.

Cr.

Several traffic models for asynchronous OPS8lutting both Erlang
and Engset based traffic models, have been preseRegarding the
Engset based traffic models, both the Engset LC& Emgset OFL
traffic model have been considered, as well asBN&AM, ENLAM
and EAAM scenarios. For all Engset based traffidets, the time-,
call-, and traffic congestion is derived. The block probability may
be evaluated using any combination of traffic moderformance
metric and assumed traffic pattern, as illustrateffig. 4. It has been
shown that the choice of traffic model and perfano®a metric
influences the observed blocking probability. Intjgallar, the Engset
OFL traffic model is shown to be the most accuréadowed by the
Engset LCC traffic model and the Erlang traffic rmbdOn the other
hand, the Erlang traffic model is the least compiéxthese traffic
models, followed by the Engset LCC and the EngsEt @raffic
model.

Several traffic models for slotted OPS havenbpeesented. These
models include the Asymmetric arrival model, thendnial arrival
model, the Binomial Non-looping arrival model ai tPoisson arrival
model. It has been shown that the choice of trafii@lel influences the
observed blocking probability. In particular, then&mial arrival model
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is shown to be the most accurate, followed by tlesddn arrival
model. On the other hand, the Poisson arrival masleihe least
complex of these models, followed by the Binomiaival model.

2.3. Network layer packet redundancy in OPS

As seen in section 1.3, there are several appredcheombat packet loss
in OPS. In this thesis, we introduce a novel scheime Network Layer
Packet Redundancy Scheme (NLPRS), which utilizdaneancy in order
to reduce the end-to-end data PLR in OPS networks.

The NLPRS is presented in PAPER I, which considarasynchronous
OPS ring network with full wavelength conversionn Aextension to
PAPER I, which considers the NLPRS performancennagaynchronous
OPS ring network without wavelength conversiorfoisnd in APPENDIX
E. The major contributions are:

C8. It has been shown that packet redundancy anébeork layer is a
viable approach to reduce the end-to-end data FPLBRsynchronous
OPS with and without wavelength conversion. In ipalar, the
efficiency of the NLPRS is dependent on the numbkedata- and
redundancy packets in a packet set, the system heddork size, data
packet arrival process, redundancy packet schegluieachanism and
packet length distribution. The NLPRS performan@grddes with
increased system load, with increased network sizé,with increased
burstiness of the data packet arrival process. hewdhe NLPRS is
able to reduce the end-to-end data PLR severatoafanagnitude in
OPS ring networks (with wavelength conversion) wiéss than 7
nodes when the normalized system load is 0.30s%. lEor networks
without wavelength conversion, the NLPRS is effitievhen the
system load is less than 0.15. Although this lintit® scheme’s
applicability, note that many of today’s IP netwekre lightly loaded.
Hence, the NLPRS is attractive if “over dimensi@iirof WDM
resources is cheaper than deploying extensive mesedor contention
resolution.

C9. An analytical model of the NLPRS based on Kyleeduced load fixed
point analysis has been presented. The observedtidevbetween the
analytical and simulation results is mainly due ttee increased
burstiness caused by the redundancy packets, whiobt reflected in
the analytical model.

2.4. Relation and overlap between published papers

A complete list of papers published as a part @f tiesis can be found on
p. xvii-xviii. However, as the papers included iaripll are only a subset of
the total number of published papers, this sectwihshow how all the
published papers are related, as illustrated in3-ig
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PAPER G
[@ve04q]
PAPER A
[Dve03b] [Dve03c] +---¥ [Dve04Db]
: N
PAPER B
[Qve04a] : [QveO4h]
- ¥
[Dve03a] [----------- Tommmmoooommmoooooo !
PAPER D L 4
[BveOad] [~~~ » [Und04]
PAPER I
[®V804C] [®V604I]
Major relation
PAPER E PAPER F
--------- Minor relation

Fig. 5. The relation between published papersdisi@ p. xvii-xviii. The
papers marked in red are those listed in table A. omii, and included in
part 1l of this thesis. The papers marked in black those listed in table
2 on p. xviii, and are not included in this thesis.

[@ve03b] presents the WA and an accompanied analynodel, similar to
the one found in APPENDIX A. This analytical models been extended
in PAPER G by considering a bursty &frival process instead of a Poisson
arrival process. The PDP, accompanied with analytreodels for switches
with and without wavelength conversion, was oringublished in
[@veO4a). [Dve03c] summarizes the work presented@me03b] and
[@veO4a], and considers how the end-to-end PLRbeanalculated using
Erlang reduced load fixed point analysis, simitattie model presented in
[RosO3b]. A performance study of the WA and PDPardmg the
throughput penalty was initially presented in [@4B]) and has been
extended in PAPER A to cover the IPD as well. [@Ba0considers how
absolute QoS guarantees can be provided in asymuisoOPS by using
the WA. In PAPER B, this absolute QoS framework haen applied to
show how absolute QoS guarantees can be provided) Wse PDP.
PAPER B also extends the analytical model of theP Riwesented in
[@veO4a]. In PAPER D, a QoS differentiation scheoreslotted OPS has
been presented. This scheme has been extendeduvidg@absolute QoS
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guarantees in [Und04]. The NLPRS was first preskme[@ve04c], but
has been extended in PAPER |. PAPER E consideesaavaffic models
for asynchronous OPS, including Engset LCC traffiodels. PAPER F
extends PAPER E by considering Engset OFL basé#dtraodels as well.
Note that PAPER C and PAPER H have no relation thi¢hother papers.

PAPER A, section 3.thas some overlap witlPAPER G, section 3

PAPER A, section 3.Ras significant overlap withPAPER B, section 2.2
PAPER A, section 4.Bas some overlap witlPAPER D, section 4.

PAPER D, section Bas significant overlap withPAPER H, section 3.2

PAPER E, sections 3.2 and 4have significant overlap withPAPER F, section 3

Table 5. Overlap between the papers included inlpar

The papers in part || have been selected in ordecaver the major
contributions, while at the same time keeping thant of overlap at a
minimum. However, some overlap between the papermavoidable, as
seen in Table 5.

Part |

Introduction | PAPER A—

APPENDIXA —» PAPER G

PAPER B

— >
L »

—» PAPER C
—» PAPER D — » APPENDIX B

—» PAPER E——>» PAPERF

—» PAPER H——» APPENDIX C
>

APPENDIX D

—» PAPER| —» APPENDIX E

Fig. 6. Suggested reading order regarding the pag®t appendices. For
instance, PAPER A should be read before APPENDIXvAich in turn
should be read before PAPER G.

2.5. Guidelines for reading

Part | should be read before moving on to partnd @art Ill. Note that
there is significant overlap between section 2 sgwtion 5 in part I, as well
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as between section 3 in part | and the related sveektions in the papers in
part I1.

The papers included in part Il are self-contairaad] only footnotes have

been added to the original material in order taifglaconfusing issues
uncovered after publication. However, since theic®povered by the
papers and appendices are linked, it is suggestddllow the reading
guidelines illustrated in Fig. 6.

2.6. Thesis limitations
This thesis has the following three major limitaso

In order to perform research on the issues faceitheatOPS network
layer, a certain level of abstraction is neededs Tével of abstraction
requires a simplification of the reality, i.e. bgmmoving some of the
technological constraints imposed by the OPS Ingldblocks. For
Instance, regarding the papers in part Il, thecefé the switching time
Is ignored, as well as the impact of bit-errors tlu@oisy transmission
links. These simplifications may impact the resytesented in this
thesis.

Future OPS networks may have a totally differeatfitt characteristic

than the current Internet traffic. This is due e uncertainty and the
high number of alternatives when it comes to desgyriuture OPS

networks. In this thesis, the recent measuremeintbeointernet core
network performed in [KarO4] have impacted the cbaf packet inter-
arrival times. The choice of packet length disttidtm (PLD) has been
influenced by the measurements performed in [ClaBi®wever, both

the arrival process and PLD may be completely dsfiein future OPS
due to e.g. invention of new protocols, changingrlsehavior etc. This
may impact the results presented in this thesaally the results in
PAPER I.

All QoS differentiation schemes examined in thissi are based on the
per-class QoS architecture, where packets arereliffiated based on
class-information obtained from the packet head®nsther viable QoS
architecture is the flow-aware implicit QoS diffatetion concept
presented in [KorO4]. As argued in [Kor04], thevilaware networking
concept ensures a better utilization of Best-EffBE) traffic compared
to the per-class QoS differentiation approach, evhinplicit QoS
differentiation makes it less demanding to difféiate between the
service classes (i.e. the packets do not need tmdrked). The latter
issue is, in short, realized by utilizing the padkéer-arrival time within
a flow to differentiate between elastic and stregmiraffic. The key
iIssue here is that there are other approaches twider QoS
differentiation in the core networks than the ossuaned in this thesis.
How the results presented in this thesis are suitedbther QoS
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differentiation approaches, such as implicit Qoffedentiation [Kor04],
has not been considered.
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3. Related works

This section presents related works regarding tpcs presented in
sections 2.1-2.3. Note that the selected publinatido not represent an
exhaustive list, and some works, which will be e¢desed significant by

others, may not be included here. Also note thsingle publication may

be referred to more than once, since it may coegeral topics. At last

note that the topic “Network layer packet redungancOPS” presented in
section 2.3 has been considered in a broader donx“how to combat

packet loss in OPS”, according to section 1.3.

3.1. Quality of Service differentiation in OPS

Fig. 7 shows an overview of publications on “QoSfedentiation in
asynchronous OPS”. On the vertical axis, publiceticare classified
according to the QoS differentiation mechanism<ulesd in PAPER A.
Note that we have included the OT based QoS diffextton mechanism,
as it may be applied to OPS (although it is moshrmonly applied to
OBS). On the horizontal axis, publications are sifeexd according to the
switch architecture. Note that all QoS differentintschemes considered in
this section are based on the per-class QoS artiiniée{Chr03a].

A dropping based QoS differentiation scheme swatédnl both OBS and
OPS has been presented in [Che01]. In [Zha03a], sblheme has been
modified to provide absolute QoS in asynchronousS@B’S. This is
achieved by enabling an adaptive adjustment ofdtiopping probability
for low priority traffic. However, as pointed out PAPER A, [Zha03b]
and [ZhaO4], the dropping based scheme has a vigty throughput
penalty as the isolation degree between the servigsses increases,
because packets are dropped although resourcgau{ouaivelengths) are
available.

QoS differentiation schemes based on access-testridor both
asynchronous bufferless OPS and asynchronous OBSRBIL buffers
have been presented in [Cal02]. Here, the senlmeses are isolated by
employing access-restriction to input wavelengthvesters and buffers. A
QoS differentiation scheme suitable for asynchren@PS with shared
electronic buffering has been presented in [BjgOZdre, the service
classes are isolated by employing access-restritbiéhe number of inputs
to the electronic buffer.

The bufferless QoS differentiation scheme presem¢@@al02] has been
an inspiration for the Wavelength Allocation alglbnm (WA) presented in
[@veO3b], [Dve03c], [Dve04b] and PAPER A. A QoSfaliéntiation
scheme similar to the WA can be found in [ZhaO3b]PAPER G, an
analytical model of the WA has been derived ind¢hase of a bursty hyper-
exponential arrival process.

A QoS differentiation scheme for asynchronous bldés OPS
employing a shared contention resolution pool img] of TWCs has
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been presented in [NorO4a]. Here, low priority ficafs given access to a
limited number of wavelength converters in the padhile high priority
traffic is given access to all wavelength convertdn PAPER C, this
scheme has been extended to provide QoS diffetientian asynchronous
OPS with a shared contention resolution pool ctingisof TWCs and
FDLs. In particular, PAPER C showed that both th& Rand delay-jitter
may be independently differentiated in such an @RS8itecture.

QoS differentiation schemes based on preemptiore Ieen proposed
for OBS [Vok03c][Loi02][Yan03] and OPS [PAPER B][¥@la]. The use
of preemption combined with segmentation has beenegsed in [Can03]
and [Vok03c]. [Can03] and [Loi02] propose to usegmption in order to
achieve relative QoS guarantees in OBS. That isn@ming packet to a
congested output port is allowed to preempt a etk is out-of-profile
as long as the incoming packet is in-profile. Thee wf a preemption
probability parameter to adjust the PLRs is prodose [Yan03] and
[@veO4a]. Here, a high priority arrival is allowealpreempt a low priority
packet with a certain probability when the outpattgs congested. This
scheme is modified in PAPER B in order to provides@ute QoS
guarantees in asynchronous OPS. In [Yan03], thesnppdve QoS
differentiation scheme is shown to have no througigenalty. However,
this result is achieved by utilizing the Markovianalytical model
proposed in [Yan03] and PAPER B, and do not agi#etiwe results found
in [@ve04b], which is based on simulations. Moreaatly, [Dve04Db]
showed that there is a small throughput penaltygigg preemption, which
is due to the fragments lost when preemption ocdure analytical models
in [Yan03] and PAPER B failed to capture this effelue to the memory-
less property of the exponential distribution.

Offset time (OT) based QoS differentiation schehm@ge been proposed
for OBS [Pop02][Dol01][Yoo00a], but also for OPSifk02]. The OT
based QoS differentiation scheme has several chsdages, e.g. that the
loss probability increases as the number of linksvdrsed increases
[Kim02], and that the loss probability is dependentthe burst duration
distribution [Pop02]. Regarding the OT based Qd&dintiation scheme
for OPS, additional input FDLs are required in @rtteaccommodate for
the needed OT between the header and the payloatk (e payload
follows the header back-to-back) [Bre03].

QoS differentiation schemes for slotted OPS with.FiDffers have been
presented in [Har02] and [KIi03], while PAPER D geats a QoS
differentiation scheme for slotted bufferless OPS.

3.2. Teletraffic analysis of OPS

Figure 8 shows an overview of publications on “Trgfic analysis of
OPS”. On the horizontal axis, we classify publica according to the
network architecture considered. On the verticais,axwe classify
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publications whether they regard contention resmiitQoS differentiation
or other issues.

Bufferless Buffer

[Che01] [Zha03a]

baseq Buiddoiqg

[@ve03D]

T

UONOLISaI SS9V

[Dve03a]

uondwaaid

18S1JO

Fig. 7. Publications on “QoS differentiation in asfironous OPS”. The
square-brackets refer to publications listed inliiiography on p. 47.
The yellow boxes indicate publications where théhauof this thesis
has contributed.

[Tur99] proposed to use the Erlang traffic modetadculate the PLR on an
output fibre in an optical packet/burst switch. Maxactly, by assuming
Poisson arrivals (which means an infinite numbeinplut wavelengths)
and exponential packet lengths, an output fibrehwiill-range output
wavelength converters and without buffering capidsl can be modeled
as a M/M/N/N system, where N is the number of outpavelengths per
fibre. By enabling “burst storage locations” fobdrsts [Tur99], the output
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fibore can be modeled as a M/M/N/N+d system. PAPERXxENds the
bufferless model in [Tur99], by relaxing the asstiow of uniform traffic

and infinite number sources. Furthermore, PAPERtEnels PAPER E by
considering the Engset overflow (OFL) traffic model addition to the
Engset lost calls cleared (LCC) traffic model.

[Dan97] presents an analytical model suitable foifanm traffic to
calculate the PLR at an output port in slotted Q#tB full wavelength
conversion. PAPER H extends [Dan97] by presentadjtenal analytical
models suitable for evaluating a non-looping andoa-uniform traffic
scenario.

Analytical models of OPS with limited wavelengthneersion can be
found in [Era04] and [Zha03c], while analytical nedsl for OPS with a
shared contention resolution pool consisting of T8M&n be found in
[Era00].

An analytical model of deflection routing can beurid in [Che03a],
where an optical burst switch has been modeled nas--dimensional
continuous-time Markov chain (where F is the numbeérinput/output
fibres).

[Ros3b] adapts the Erlang reduced load fixed panalysis to OBS. In
[Dve04c] and PAPER I, this model is used to asesgperformance of the
NLPRS.

Analytical models for QoS differentiation schemeasdd on access-
restriction can be found in [@ve03b], [Dve03c], FAP G and [Zha03b],
while analytical models for QoS differentiation safmes based on
preemption are presented in [@ve03c], [DveO4a], PRB, [Vok03c] and
[Yan03]. The model presented in [Vok03c] considé€d®$S without
wavelength conversion, while the models in PAPERaml [YanO03]
consider OPS with wavelength conversion.

3.3. How to combat packet loss in OPS

Fig. 9 shows an overview over publications on “Howombat packet loss
in OPS”. On the vertical axis, publications aressled according to the
approaches described in sections 1.3.1 and 1.3€garing the
wavelength-, and time domain, we orthogonally ¢fasthe publications
depending on whether the wavelength convertersutiets are employed
at the outputs or in a shared pool (see e.g. [Hua88 [Gau02] for details
on the output and shared architecture).

Note that some of the publications presented hererginally designed
for OBS, but the results apply to OPS as well. Tikiseasonable, since
packet loss at the network layer can be combatatyube very same
techniques in OPS and OBS (note that segmentatian exception, since
it may be used in OBS only).
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Fig. 8. Publications on “Teletraffic analysis of ®P The square-

brackets refer to publications listed in the biptaphy on p. 47. The
yellow boxes indicate publications where the autbbthis thesis has

contributed.

-31-




Introduction

The use of the wavelength domain to resolve coiciesit has been
considered by [Tur99], PAPER E and PAPER F for eByonous OPS,
and by [She01], [Zha03c], [Era04], [Dan97] and PARPH for slotted OPS.
[Tur99] showed that the PLR decreases when thesbsaite increases and
when the number of wavelengths per fibre increaassuming a fixed
normalized system load. A similar study has beemdaoted in [Dan97],
where the same results were found for slotted OPS.

[She01], [Zha03c], and [Era04] consider the perfamoe of limited-
range wavelength converters in slotted OPS. Thagddhat limited-range
wavelength converters match the performance ofréulge wavelength
converters, even though the conversion distanceiush less than the
conversion distance covered by full-range convertétence, a viable
approach for future OPS is to utilize limited-rangavelength converters,
in order to reduce the hardware cost.

The use of the time domain to resolve contenti@ssldeen investigated
by [Cal00] and [Hun98] in the case of FDLs, andBjw02b] in the case of
shared electronic buffering. By increasing the éuffize [Hun98], or the
number of inputs/outputs to the electronic buf@wD2b], the PLR can be
reduced to any extent. However, as pointed out¥go(3], a practical
issue encountered using FDLs for contention remwiuis the noise
accumulated as the packets traverse the FDLs.nbise limits the number
of circulations a packet may perform during itsysia the network, and
therefore also puts a limit on the efficiency oflFBuffering.

A shared contention resolution pool architecture baen studied by
[Era00], [NorO4c], [Gau02], [Tan01], [Hun98], [LiQ3and [Dia99]. First,
the contention resolution pool may consist of ohlyYCs [Era00], FDLs
[Tan01] [Hun98], or a combination of TWCs and FON®r04c] [Gau02].

[Era00] presents a study of slotted OPS with a esharontention
resolution pool consisting of TWCs. They showed tha performance of
this architecture matches the performance of thpubuarchitecture (i.e.
employing full-range wavelength converters at eadclput wavelength)
with only a small number of TWCs in the pool, day. a 256x256 switch,
the number of needed converters has been redum®d2f6 to 10. [Hun98]
proposed a shared contention resolution pool ctmgiof FDLs. This
architecture has been further studied by [TanOd klotted OPS. [NorO4c]
and [Gau02] investigated the performance of asyorabus OPS employing
a shared contention resolution pool consistingathkunable wavelength
converters and FDLs. In particular, [NorO4c] coesgdthe proportion of
TWCs and FDLs that give optimal performance, he. lowest PLR, for a
given value of the number of inputs/outputs to #iered contention
resolution pool.

The performance gain from utilizing the space deom# resolve
contentions has been investigated in [Bon99] fatteti OPS, and in
[Hsu02], [Che03a], [Wan00], and [Lee03] for asymoious OPS. First,
[Che03a] showed that there is a performance gaimusiig deflection
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routing, also when the normalized system load itglly high (i.e. >0.75).
However, [Che03a] failed to capture the extra lmaplosed by the fact that
deflected packets choose a non-optimal path te thestination, and thus
over-estimated the performance gain from deflectauting. As argued in
[WanO00], deflection routing is only efficient in tweorks with low load
(<0.40). However, it should be noted that the edficy of deflection
routing is highly dependent on the network topolagy the traffic matrix.

Output Shared |

Feynchvonot

Asynchronous

urewop yiBuajanepn

uolnnjosal uonuauo)d

urewop awi |

urewop aoeds
uoneluawbas

Buideys

|ouepunpeu aley

sayoeoidde juabijjerul

Fig. 9. Publications on “How to combat packet lms®PS”. The square-
brackets refer to publications listed in the bipgtaphy on p. 47. The
yellow boxes indicate publications where the autbbthis thesis has
contributed.
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4. Research methodology

The research performed as a part of this thediswela common research
methodology in order to ensure sound and reprotkicibsults. As
illustrated in Fig. 10, each work starts with aeagh hypothesis, from
where a system model is designed. The hypothesiaisiated using either
teletraffic analysis [Ive99] or discrete event siations [Bir78]. The
following steps outline the general research praices

» Hypothesis: Each work is based on a research hypothesis, vdaotu
be e.g. a novel QoS differentiation scheme, as APER B. The
hypothesis typically poses a question such as lfes RDP a viable
approach to isolate service classes in asynchro®®$?” or “What is
the throughput penalty of the PDP compared to th&?iWThe main
goal with the rest of the process is to answegthestions posed.

» System model:Based on the hypothesis, a system model is designed
This model incorporates all the essential featdihes may impact the
evaluation of the hypothesis. Note that the systeodel is generally
formulated using a combination of text and figuiresin informal way,
and is an abstraction of the real world. The systewdel lays the basis
for further investigation of the hypothesis.

* Investigation method: In order to evaluate the hypothesis, either
simulations or analysis has been employed. Som&smgrapers) use
only simulations or analysis, while other works @seombination, as
seen in Table 6. The simulations may incorporateendetails than the
analysis, which can make the results obtained tra@rsimulations more
accurate than the results obtained from the arsalyowever, with an
accurate analytical model, a wide range of paramstetings can be
examined using significantly less time compareditoulations. Also, a
sound analytical model can give a good understanaiithe underlying
factors that influences the results [Flo01]. On thleer hand, some of
the issues considered in this thesis are too coqiplée fully captured
by an analytical model, e.g. the NLPRS presentdtARER |.

- Simulations: If simulations are used to investigate the hypaos)es
simulation program is implemented. The simulatioogoam is
based on the system model, but in order to prodeselts within
reasonable time limits, several assumptions havwmetmade. These
assumptions are very important to document in otdemake the
results reproducible. For all simulations, the [Dete Event
Modelling on Simula (DEMOS) tool has been utilizZi&gir78]. All
simulation programs have been built “from scratalsing only
modules available in DEMOS. If not stated otherwisEO
independent simulation runs have been performeédoh plot, and
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the resulting 95 % confidence limits have beenuwated using the
Student-t distribution with 9 degrees of freedonma|®3].

- Analysis: All analytical models are based on teletraffic ttyeo
[Gro74][Kle75][Kle76][lve99]. As for the simulati®) it is
important to document the assumptions made forathmaysis as
well.

* Results: The results obtained from the simulations or thalyais are
used for two purposes, listed below:

- Model validation: When both simulations and analysis are used to
investigate the hypothesis, the results obtaiaesl first used to
validate the models. That is, the results obtairfesin the
simulations are compared to the results from tladyars, in order to
eliminate possible errors and bugs in the modelaséful approach
is to make the same assumptions for the simulatiodel as for the
analytical model. We will then expect the simulai@and analysis to
produce the exact same results, after statisticalrse have been
accounted for. By relaxing some of the assumptimasie for the
analytical model in the simulation model, the impad the
assumptions made for the analysis can be investd&to01].

- Evaluation of the hypothesis:Eventually, the results should be used
to evaluate the hypothesis. If both simulations andlysis are used,
some assumptions for the simulation model can laxed in order
to achieve more realistic results. However, theollygsis may be
evaluated using the analytical model omiywyway, an evaluation of
the hypothesis can only be done after varying tipaiti parameters,
and exploring the parameter space.

Results from the

. . 1
! simulations !
i 4 |
| Hypothesis i
I evaluation . . |
: Simulation - =
i modelling -E o
v &
Hypothesis 9 System model i S
= . 2
| _ Analytical < | =
! Hypothesis modelling j: =]
i evaluation !
| J, i
! i
! i

Results from the
analysis

Fig. 10. Overview of the research process.
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APPENDIX F shows how the research methodology camajpplied to
evaluate the NLPRS.

Investigation method
Simulations Analysis
PAPER A X
PAPER B X X
PAPER C X
PAPER D X X
PAPER E X
PAPER F X
PAPER G X X
PAPER H X
PAPER | X X

Table 6. Investigation method used by the papetaded in part II.

Assessing the performance of the Internet by usimgilations or analysis
is generally hard, due to the heterogeneity anll tHcinvariants in the
Internet [FloO1]. Also, the ever-changing nature tbé Internet along
multiple dimensions makes it hard to determine wiaameters to use. In
this thesis, the choice of arrival process is irficed by the measurements
performed in [Kar04], while the choice of packendéhs is influenced by
[Cla98].
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5. Summary of the papers included in part I

Sections 5.1-5.9 give a summary of the papersdecun part Il, as well as
reference to additional material.

5.1. PAPER A: Evaluation of QoS differentiation hedsms in
asynchronous bufferless optical packet switchedowkis

Existing QoS differentiation schemes for today’s d?er point-to-point
Optical WDM networks take advantage of electron&MRto implement
Active Queue Management (AQM) algorithms in order isolate the
service classes. Since practical optical RAM is etilable, these
techniques are not suitable for a future all-optivatwork. Hence, new
schemes are needed to support QoS differentiati@PS networks. In this
article we first present an overview over existiQpS differentiation
mechanisms suitable for asynchronous bufferless. W RSthen compare
the performance of the presented schemes, as welfbualitatively
discussing implementation issues, in order to etalthe mechanisms. In
particular, we present an evaluation framework, clvhguantifies the
throughput reduction observed when migrating frolmeat-effort scenario
to a service-differentiated scenario. We have shdvat the Preemptive
Drop Policy (PDP) has the best performance, follbwg the Wavelength
Allocation algorithm (WA) and the Intentional PatKeropping scheme
(IPD). This difference is more accentuated when shgtch is highly
strained, which is also the scenarios in which Qdfeérentiation is needed
the most. However, regarding implementation comptexhe PDP is the
most complex followed by the WA and the IPD.

Analytical models of the WA and the IPD are progbse APPENDIX
A, while an analytical model of the PDP can be thunPAPER B.

5.2. PAPER B: Quality of Service in asynchronous$dbiess optical packet
switched networks

This paper presents the Preemptive Drop Policy (PBMich provides

service differentiation in asynchronous bufferlé3BS networks. In the
case of contention at an output port, the PDP allomw high priority

arrivals to preempt low priority packets alreadytriansmission. As a part
of the PDP, we introduce the preemption probabipgrameter, which
enables an explicit control of the isolation degtesween the service
classes. Based on continuous-time Markov chaingregent an analytical
model of the PDP for switches with and without wawugth conversion in
the case of two service classes. We derive expbetilts for the PLR in a
general case, as well as simplified results for iR under certain
parameter settings. Simulations of a single opticae switch with on/off
sources at each input wavelength show that theyi@eal model is

accurate.
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We extend the PDP into the Adaptive PDP (APDP),ciwhorovides
absolute QoS guarantees in asynchronous buffe@&S networks. The
APDP measures the PLR for high priority traffic oaetime window, and
adjusts the preemption probability parameter sa tha PLR for high
priority traffic stays within absolute bounds. Siattons show that the
APDP operates properly in a changing system loadaso.

A study on how absolute QoS can be achieved itesldiufferless OPS
can be found in [Und04].

5.3. PAPER C: Packet loss rate- and jitter diffdra@ing QoS schemes for
asynchronous optical packet switches

This paper proposes access restriction based Qfefedtiation schemes,
suitable for an asynchronous optical packet switith a shared-per-node
(SPN) contention resolution pool that contains bBMCs and FDLs. The
schemes aim at obtaining a high degree of PLRtisalafor a low increase
in overall PLR, at the same time respecting thierjitolerance of each
Class of Service.

The study shows that very large isolation valueslmaobtained, but that
overall PLR detoriates with reduced jitter toleramd the traffic, quantified
to a decade decrease in overall PLR, for PLR igolatalues ranging from
1 to above 1D Moreover, when having a jitter free CoS andtaijitolerant
CoS, overall PLR increases by a factor of ~2-4 aisolation range from
100-700, when offering a ‘super-priority CoS’ witw-PLR and jitter-free
operation, as opposed to a low-PLR, jitter-toler@uS. Still, all these
schemes are better than the QoS scheme that dbesploy FDLs. These
properties suggest that both the PLR and jittepgrites of the network’s
expected traffic matrix should be carefully anatyzsefore dimensioning
the optical packet switch and choosing a QoS diffeation scheme.

5.4. PAPER D: QoS in slotted bufferless opticalkeaswitched networks

This paper presents a novel QoS differentiatiores@hsuitable for slotted
bufferless OPS networks with full range output wamgth conversion.
The scheme works by allocating a larger share sfuees (i.e. time-slots
at an output fibre) to high priority traffic comgar to low priority traffic in
the case of contention. An analytical model of pheposed scheme in the
case of two service classes is derived. Simulati@ve been performed to
validate the analytical model.

We have shown that the proposed scheme is hightyegit as there is
no reduction in the throughput as the isolationrdedetween the service
classes increases. This is a favourable propeartge ghe isolation degree
between the two service classes can be varied withdluencing the
throughput.

We have also shown that the isolation degree betwee two service
classes can be controlled by adjusting a desiganpeter L, which denotes
the maximum number of high priority packets that & transmitted in a
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single time-slot in the case of contention. Thtdiee has been exploited to
achieve absolute QoS in slotted OPS, as shownnd(4]].
Additional results to PAPER D can be found in APREHXIB.

5.5. PAPER E: Performance modelling of asynchrormufterless optical
packet switched networks

Analytical models based on stochastic processes Hasen widely
employed in order to assess the performance of ddBorks. A crucial
issue regarding analytical models is how to modaikpt arrivals to an
output port in an optical packet switch, and howet@luate the blocking
probability. This article presents various Markaviarrival models for
asynchronous bufferless OPS networks. In additmrthe well-known
Erlang (ERAM) and Engset lost calls cleared (LCQjival models
(ENAM), we present two novel Engset LCC based aftrimodels, i.e. the
Engset Asymmetric arrival model (EAAM) and the Estgdlon-looping
arrival model (ENLAM). We consider optical packetitthes with and
without wavelength conversion. Analytical expressidor the time-, call-
and traffic congestion are derived for each Endse€C based arrival
model. The major findings can be summarized as:

« Among the considered arrival models, we should eixpee EAAM,
ENAM and ENLAM to be the most accurate, i.e. clodesa realistic
scenario, since they take into account the limiteshber of input
wavelengths in the optical packet switch. Whetlner EAAM, ENAM
or the ENLAM is the most accurate depends on thowmity of the
traffic pattern and whether looping is allowed ot.rHowever, it should
be noted that both the ENAM and ENLAM are simpétions of the
EAAM.

* A numerical evaluation shows that there is a sigaift difference in the
blocking probability between the presented arrimaldels depending on
the chosen performance metric, system load, nurobenput/output
fibres and the number of wavelengths per fibre.sehesults should be
carefully analyzed when choosing an appropriatévarmodel and
performance metric for analytical modeling of asgymnious OPS.

» Using the time congestion for evaluating the blagkprobability has
several drawbacks. First, the time congestion duoats capture the
increased variance due to an increasing numbenpaft ifibres in OPS
without wavelength conversion. Second, the timegestion does not
show that the blocking probability in the NOWC-ENMAand WC-
ENLAM should be zero when the number of input/otifigares is F=2.

5.6. PAPER F: Performance modelling of optical petckwitched networks
with the Engset traffic model

Stochastic processes have been widely employeddear do assess the
network layer performance of asynchronous OPS mé&syolhis paper
presents two types of the Engset traffic model, the Engset lost calls
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cleared (LCC) traffic model and the Engset overfi@¥L) traffic model.

For both traffic models, the time- (E), call- (Bnd traffic (C) congestion
have been derived. A numerical evaluation revelads following major

findings:

« We observe that =B cc=Cicc and Br=Bor =Cor.  for all
parameter SettingS.

* As Cor. is the most accurate measure for the blocking ghibby, we
see that G.c tends to underestimate the blocking probabilitynilev
E.cc, BLce, and B tend to overestimate the blocking probability.

» The blocking probabilities (&c, B.cc, and Gg. increase as the number
of input/output fibres (F) increases. This is expdcsince an increase
in the parameter F leads to an increased variaeg&ding arrivals to
the tagged output port, which in turn leads to acraased blocking
probability. However, we see that this effect i4 aaptured by neither
E, cc nor EogL in the NOWC scenario. Hence, the time congessamot
an adequate performance metric for asynchronougertegs OPS
without wavelength conversion.

 The blocking probabilities converge as the paraméteincreases.
Hence, the choice of traffic model and performanmedric has greater
Impact on the observed blocking probability in shés with a small
number of input/output fibres than in switches wathhigh number of
input/output fibres.

5.7. PAPER G: Effects of bursty traffic in servittéerentiated optical
packet switched networks

In this paper we examine how bursty traffic inflaea the performance of
a QoS differentiated OPS network. QoS differerdrais achieved by using
the Wavelength Allocation algorithm (WA), which eeges a number of
output wavelengths at an output fibre exclusively tigh priority traffic.
By using continuous-time Markov chains, we derixpligit results for the
PLRs for a two-service class scenario in the cdsa dursty hyper-
exponential arrival process. Results indicate thatPLR increases as the
burstiness of the arrival process increases.

5.8. PAPER H: Performance modelling of synchrorauféerless OPS
networks

In this paper we introduce new and review existaigval models for
synchronous bufferless OPS networks employing fulavelength
conversion. The existing models reviewed include Binomial arrival
model and the Poisson arrival model, while the howedels include the
Asymmetric arrival model and the Non-looping arlivaodel. For each
model, we provide analytical expressions of the PIRe Asymmetric
arrival model takes into account unique loads andimg probabilities for
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each input wavelength, which is required for stadyihe effects of non-
uniform traffic. The Non-looping arrival model asses that packets are
not allowed to be routed to the same fibre paiy treived from.

A numerical evaluation of the presented models shtvat there is a
significant difference in the PLR between the akimodels for the same
parameter settings. In particular, the Poissorvarmodel gives a higher
PLR than the Binomial arrival model, which in tugives a higher PLR
than the Non-looping arrival model. This is becausthe Poisson arrival
mode, packets arrive from an infinite number of rsea (input
wavelengths), while in the Binomial and Non-loopirgrival model,
packets arrive from FN and (F-1)N sources, respelgti

The Binomial and Non-looping arrival models areseloto a realistic
scenario than the Poisson arrival model, since gitackrrive from a finite
number of sources. However, it should be noted tiatPoisson arrival
model is computational simpler than both the Biralnairrival model and
the Non-looping arrival model. Hence, the choiceaofival model is a
trade-off between the desired accuracy of the #éisalymodel and the
computational complexity.

Additional results to PAPER H can be found in APRHEK C.
Furthermore, APPENDIX D presents arrival models &ynchronous
bufferless OPS without wavelength conversion.

5.9. PAPER I: Network layer packet redundancy inaah packet switched
networks

A crucial issue in OPS networks is packet los$atrtetwork layer caused
by contention. This paper presents the Network L#scket Redundancy
Scheme (NLPRS), which is a novel approach to corpaeket loss in OPS
networks. At the OPS ingress node, r redundanckgia@re added to a set
of m data packets by using the FSRaid applicatdthe OPS egress node,
the NLPRS enables a possible reconstruction of pat&ets that are lost
due to contention. This will, under certain coras, lead to a reduced
data PLR. An analytical model of the NLPRS based&dang reduced load
fixed point analysis is presented. We have invastig the NLPRS
performance in an asynchronous OPS ring networkvésious system
loads, network sizes, packet arrival processekgbdength distributions
and redundancy packet scheduling mechanisms. Guitseshow that:

« The NLPRS is a viable approach to combat packet lo©PS, as the
resulting end-to-end data PLR can be reduced dewwders of
magnitude.

 The NLPRS performance is degraded for an increasiatgm load.
 The NLPRS performance is degraded for an increasatgork size.

« The NLPRS performance is degraded as the burstiokshe data
packet arrival process increases.
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» For the empirical packet length distribution (PLEg have shown that
the NLPRS is efficient for large values of the maeder m only. For the
deterministic PLD, the NLPRS is efficient for smalhlues of the
parameter m as well.

« The redundancy packet scheduling mechanism infeendhe
performance of the NLPRS significantly. That isjngsthe transmit-
right-away (TRA) scheme results in no performanam grom using the
NLPRS, while using the back-to-back (BTB) and egutral back-to-
back (EBTB) schemes results in a significant impraent in the
network performance from using the NLPRS.

A performance study of the NLPRS in an asynchror@B$S ring network
without wavelength conversion can be found in APPENE.
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6. Concluding remarks

As the Internet traffic keeps increasing, all-optioetwork architectures
become increasingly attractive due to their ability provide transport
services to upper layers with low cost and compyexand high data
transparency compared to its electronic counterplre latter issue is
crucial, since it makes possible for different s&#® to use a single
infrastructure, but also that existing network comgnts most likely can be
re-used for new protocols and bit-rates [Ram02].

As seen in this dissertation, OPS is a particularlymising candidate
among the all-optical network architectures propaserecent literature. In
order to have a commercial successful deployme@m$, several issues
need to be solved. First, the enabling technologggsiired to build OPS
networks must become mature and cost-efficientrdeioto compete with
existing electronic technology. Second, since OP&waorks are
fundamentally different from today’s store-and-fand networks regarding
networking issues, new performance schemes and tfwl network
planning are required. This thesis has dealt whié fatter issue, with
particular focus on how to combat packet loss, il®@QoS differentiation
at the WDM layer, and how OPS networks can be neadahalytically
using well-known teletraffic theory [Ive99]. The enall major scientific
contributions in this thesis include:

* A novel approach to combat packet loss by utiliziregwork layer
packet redundancy in OPS has been presented. ligemsshown that
the proposed scheme is able to reduce the enddtadata PLR
several orders of magnitude in asynchronous OPSveMer, the
performance of the scheme is highly sensitive toatians in the
system load, arrival process and packet lengthiloligion.

A guantitative framework suitable for evaluatinge tithroughput
penalty when QoS differentiation is employed inratyonous OPS
has been proposed. This framework has been apieslaluate
existing QoS differentiation schemes for asynchusnOPS.

» Several traffic models suitable for evaluating lth@cking probability
in asynchronous and slotted OPS have been invesiigan
particular, several Engset based traffic model€Hmen proposed for
asynchronous OPS.
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7. Future works
This section presents proposals for future works.
7.1. QoS differentiation in OPS networks

The QoS differentiation schemes presented in b@si$ are suitable for
bufferless OPS only (except for the schemes predeint PAPER C).
Making these QoS differentiation schemes suitalde ®PS with
buffering capabilities should be performed.

The adaptive framework presented in PAPER B for Ritd® and in
[@ve03b] for the WA should be applied to other QaiSerentiation
schemes.

In the PDP, a random class 1 packet is dropped vgreemption

occurs. As indicated in [Kim02] and [Whi02d], theeea performance
gain from discarding packets that have used thet l@nount of

resources. Hence, the throughput penalty of the PBY be reduced by
letting class 0 packets preempt the latest classrival currently in

transmission. How such a scheme influences theabiygacket loss rate
in a QoS differentiated OPS network should be stldi

7.2. Teletraffic analysis of OPS networks

PAPER E, PAPER F and PAPER H present generaldrafodels for
OPS. A comprehensive evaluation of these and ggsether traffic
models suitable for OPS should be studied regardiocuracy and
complexity.

7.3. Contention resolution in OPS

As seen in [Gau02] and [Era00], the shared comentsolution pool
architecture may reduce the hardware cost signifigain both
asynchronous and slotted OPS. Further cost rechsctiaay be achieved
by replacing the full-range TWCs in the pool withmited-range
wavelength converters. Although limited-range wawmgkh converters
have shown good performance in the output architeciEra04], the
performance of employing such converters in a sharehitecture has
not been studied.

7.4. Network layer packet redundancy in OPS netsvork

The NLPRS has been shown to be particularly efficfer networks
operating at low system loads. In such networks,ube of deflection
routing is also a viable approach to reduce the RMBN0OO]. A study
that compares the efficiency of the NLPRS with eleibn routing
under various network scenarios should be performed

Regarding the NLPRS, it was shown that the perfageais highly
dependent on the packet length distribution, wisefead sized packets
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yielded much better performance compared to an recafly derived
packet length distribution. Hence, we should ainusihg fixed sized
packets when employing the NLPRS, but this requiaegpacket
aggregation at the OPS ingress node. A study on tasv packet
aggregation affects the arrival process when enmpdoyhe NLPRS
should be performed.

A crucial issue when employing the NLPRS is theitaltbl delay
experienced by data packets that need to be reootest. For small
values of the packet set size (m), this delay gligikle, but may be
significant for larger values of the parameter rrstka scheme that
provides an upper bound on this delay should bsepmted. Second, an
analytical model that shows the delay (and posdifdydistribution of
the delay) as a function of the parameters m, r thedsystem load
should be derived.

A major challenge in the NLPRS is how the paranseteand m should
be set. As shown in PAPER I, the performance isliigependent on
these parameters, and the optimal choice of r amlimturn dependent
on the system load and the traffic pattern. Howghemeters r and m
should be set according to changes in the traffitepn should be
examined.

As stated in APPENDIX F, there must exist a mediranthat can
infform an egress node when to start reconstructtdow such a
mechanism can be realized should be studied.
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