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Summary

This thesis proposes two motion synchronization approaches to coordinate the motion of
a follower to a leader within the Euler-Lagrange system framework. The information re-
quirements from the leader are that of position and orientation only, i.e. the mathematical
model with its parameters and the velocity and accelerationof the leader are considered
unknown and unmeasured. The follower is responsible for thecontrol action necessary to
coordinate the systems, and the leader system is free to manoeuvre independently of the
follower. There is no off-line synchronization of the systems through predefined paths or
trajectories.

The concept of motion control of multiple objects is discussed in terms of the different
forms of synchronization; cooperation (where all objects contribute equally) and coordi-
nation (where one object governs the motion of the others). Motivating examples and
literature provide the motivation for the definition of two motion coordination problems.
The output reference state feedback synchronization problem is defined by utilizing only
output feedback from the desired motion reference, while assuming state feedback for the
follower in the coordination control law. Furthermore, to increase the usefulness of the
proposed control schemes and to provide robustness towardsloss or poor quality of veloc-
ity measurements, the requirements of state information for the follower are alleviated in
the definition of the output reference output feedback synchronization problem utilizing
only output information of both the leader and the follower in the synchronization design.
Furthermore, the necessary tools of stability are presented to prove that the proposed co-
ordination schemes are uniformly ultimately bounded or practically asymptotically stable
closed-loop systems.

In order to solve the output reference state feedback and theoutput reference output
feedback synchronization problems, an observer-controller scheme is proposed that esti-
mates the unknown states of the leader indirectly through a nonlinear model-based error
observer. The observer-controller approach makes the follower system a physical observer
of the leader system through the coupled observer and controller error-dynamics. A sec-
ond nonlinear model-based observer is introduced for the follower to remove the state
feedback assumption. The observer-controller scheme is proven to be uniformly globally
ultimately bounded when utilizing state feedback of the follower in the coordination con-
trol law, and to be uniformly semiglobally ultimately bounded when utilizing only output
feedback of the follower in the coordination control law. The observer-controller approach
to motion coordination is studied through simulations and experiments, and a back-to-back
comparison between ideal simulations and practical experiments is presented to allow for
a discussion on the performance of the scheme under modelling errors, measurement noise
and external disturbances. The observer-controller scheme is demonstrated to be suitable
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for practical applications.
Furthermore, a virtual vehicle scheme is proposed to solve the output reference state/

output feedback synchronization problems through a cascaded approach. The virtual ve-
hicle approach is based on a two-level control structure to decouple the estimation and
coordination error dynamics in the stability analysis and the tuning process. The virtual
vehicle scheme estimates the unknown states of the leader through a virtual kinematic ve-
hicle stabilized to the output of the leader system. A stablefirst-order velocity filter is
introduced for the follower to remove the state feedback assumption. The virtual vehicle
scheme is proven to be uniformly globally practically asymptotically stable when utiliz-
ing state feedback of the follower in the coordination control law, and to be uniformly
semiglobally practically asymptotically stable when utilizing only output feedback of the
follower in the coordination control law. Application of the virtual vehicle scheme to both
vehicle coordination and robot manipulator coordination is presented, and the virtual vehi-
cle approach to motion coordination is studied through simulations and experiments. The
virtual vehicle scheme is demonstrated to be suitable for practical applications. In addi-
tion, an extension to a dynamic synchronization scheme is proposed to impose a smooth
behaviour on the follower during a change of relative position.

The proposed coordination schemes are compared in terms of estimation principle,
performance and robustness. Simulation studies compare the performance of the proposed
schemes in terms of gain tuning and bounds on the closed-looperrors, and in terms of
impact from external disturbances, modelling errors and measurement noise. The two co-
ordination schemes are distinguished by concept rather than by performance, and both of
the proposed schemes are believed to be suitable for practical implementation in coordina-
tion applications.
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Chapter 1

Introduction

This thesis considers the problem of coordinating two or more mechanical systems in a
leader-follower structure. The information requirementsfrom theleaderare that of posi-
tion and orientation only, i.e. the mathematical model withits parameters and the velocity
and acceleration of the leader are considered unknown and unmeasured. Thus, the coordi-
nation problem is a problem of thefollowers; fully actuated systems where the mathemat-
ical models with parameters are known, and only position/orientation measurements are
required.

Coordinating multiple mechanical systems is important in providing flexibility through
saleability and reliability through redundancy for many operations. However, this thesis
focuses on the problem where coordination of several mechanical systems is arequirement
to complete an operation. Tele-manipulation of surgical robots, lifting large structures by
using two robot manipulators, towing large structures by using a large number of tug-
boats or transferring parts, fuel and personnel between moving ships, are all operations
that require a high degree of coordination to be completed successfully.

1.1 Motivation

“Would you like to dance?” is a question that could be the beginning of a highly complex
ritual where two or more people move their body in time to music. Dancing requires a high
degree of coordination between the participants to synchronize their motion, not to collide
with their partner or others on the dance floor, and to stay in time with the music. Most
dance routines designate one of the dance partners to be the leading partner who governs
the motion of the couple around the dance floor. However, in some dances, all partners take
an equal part in deciding where to move and what moves to execute. Nevertheless, both
strategies involve following an accepted global leader; the music. This synchronization
behaviour is an example of a behaviour not only found among humans, animals or in nature
in general, but it is also the goal of many control tasks in robotic, marine or aerospace
systems; motion coordination.

1



1. INTRODUCTION

1.1.1 Motivating examples

Coordinated motion of formations or groups of mechanical systems has been a topic of
great interest in many applications over the last few years.Military applications have been
predominant in employing coordinated motion schemes to increase endurance, flexibility
and reliability of operations, and battle formations existfor almost all branches of the mil-
itary; army, cavalry, navy and air force. Furthermore, manyof the strategic techniques are
inspired by natural phenomena, e.g. the flock of birds flying in formation to reduce air
drag is an inspiration for the fighter jet pilots flying in close formation. However, recently
coordinated motion has transitioned into civil applications such as the manufacturing and
automotive industry through coordination of production lines, into medicine through artifi-
cial pacemakers and robotic surgery, and into multi-vehicle control in space and maritime
environments.

Example 1.1 (Robot manipulator coordination) In the manufacturing industry and es-
pecially in the automotive sub-supplier sector, there is a clear trend towards systems with
two or more robots to increase performance quality and time-cycle issues. One of the
main applications requiring precise robot coordination isarc-welding (Figure 1.1), espe-
cially in exhaust pipe, axle and seat production. The coordinated multi-robot systems offer
advantages in terms of product quality, production rate andtotal system cost.

Figure 1.1: Multiple robots operating on an object moved by another robot. Photo: ABB,
www.abb.com
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Figure 1.2: Illustration of marine vessels in formation. Photo: Harald M. Valderhaug,
www.valderhaug.no .

Example 1.2 (Marine vessel formations)Formation control of marine vessels has its ap-
plication in many different operations that are traditionally piloted manually. In convoys
over the Atlantic Ocean during World War I and II, every ship was closely piloted to stay in
the convoy formation to gain protection from the accompanying battle ships, which proved
a tiresome and nerve-racking task for already strained crews. The convoy formation has it
parallel in today’s ice-breaking escorts making a passage for larger freight ships in arctic
areas.

During the crossing of the Atlantic in convoys, another coordination task arouse in
transferring fuel, supplies or ammunition between the ships. The operation of Underway
Replenishment (UNREP) was taken on1, and has since been a way of effectively increasing
range and reducing port-time for vessels where it is impractical or impossible to return to
base to replenish storage due to mission requirements.

Recently, techniques for two-boat seining have improved fishing techniques in coastal
and high-sea waters by coordinating two fishing boats towinga single seine to allow for
larger seines and faster setting of the net. Also, the operation of oil booms and skimmers
to contain oil spills requires a close coordination betweenthe oil pollution vessel and
the tug boat deploying the boom. The speed should be kept under 1 knot to reduce the
risk of oil escaping the skimmers, and the oil spill containment booms are very sensitive to
deviations from the desired formation. Any error in speed orheading reduces the efficiency
of the equipment. The concept of coordinated towing operations can also be extended to
more participants and larger structures, e.g. to manoeuvreoil platforms safely through
narrow fjords and straits.

1See Section 1.1.2 for a closer look at underway replenishment.
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Example 1.3 (Spacecraft formations)Formations of spacecraft have primarily been used
in monitoring the Earth and its surrounding atmosphere, butrecently the focus is set on
using distributed spacecraft infrastructures to form single sensing systems for all types of
space applications: geodesy, deep-space imaging, exploration and data acquisition. The
Cluster spacecraft (ESA) in Figure 1.3 is a collection of four spacecraft flying in formation
to investigate the magnetosphere of the Earth, giving detailed information on how the so-
lar winds affect our planet in three dimensions. The Clustertetrahedron formation can be
expanded using the two Double Star satellites (China/ESA) to form a larger sensing array,
and due to the complementary Cluster and Double Star orbits,scientists can for the first
time obtain a global view of the structure and physical processes at work in the magnetic
shield of the Earth, with the Cluster tetrahedron studying these processes at small scales,
and Double Star at large scales.

Figure 1.3: The Cluster satellites, a collection of four spacecraft flying in formation around
Earth to investigate how the solar winds affect our planet inthree dimensions. Photo: ESA,
www.esa.int .

Note that the original four Cluster spacecraft were destroyed when the Ariane-5 rocket
exploded during its maiden launch on 4 June 1996. A replacement spacecraft was build to
recover some of the unique science of the mission, and this was equipped with flight spares
of the experiments and subsystems prepared for the Cluster mission. However, recognizing
that the scientific objectives of the Cluster mission could not be met by a single spacecraft,
all four full-size Cluster spacecraft were rebuilt and launched in 2000.

Other distributed spacecraft systems include the two STEREO spacecraft (NASA) study-
ing the extraordinary solar events known as Coronal Mass Ejections (CMEs) simultane-
ously from two different viewpoints to construct stereoscopic images. A third eye in this
sensor array can be formed by the SOHO spacecraft (ESA/NASA), or even further ex-
panded using the two Double Star spacecraft.
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1.1.2 Underway Replenishment

A main motivation for the work presented in this thesis is theunderway replenishment
operation. An underway replenishment operation is an operation where fuel, food, parts
or personnel are transferred from one vessel to another while both vessels are moving, and
is common in space, aerospace and marine operations. These rendezvous operations are
essential in situations where it is impractical or impossible to return to base to replenish
storage or personnel due to mission requirements. In particular, underway replenishment
(UNREP) operations at sea are essential for long-term military operations to shorten or
avoid port time. The military has the luxury of having complete knowledge and control
over all vessels participating in an UNREP operation, and can thus afford cooperative
schemes to be employed through proper training and procedures for all personnel involved
in the operation.

Figure 1.4: A military underway replenishment (UNREP) operation between an air-
craft carrier and a dedicated supply ship. Photo: US Navy’s Military Sealift Command,
www.msc.navy.mil

However, facilitating civilian underway replenishment operations to replenish or off-
load commercial freighters or oil-tankers requires a different approach to the motion con-
trol problem. Faced with unknown vessels to be replenished,untrained personnel for the
operation, and little information of the unknown vessels available, a cooperative scheme
is ill-fitted to the application. In a motion control scheme for a civilian underway replen-
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ishment operation, the parameters of the mathematical model of the replenished vessel can
not be expected to be known, and no knowledge or influence overthe control input from
the captain steering the replenished vessel should be required. Furthermore, one cannot
assume that all internal states for the replenished vessel are known to the supply vessel,
and should thus employ a motion control scheme that relies only on the available output
information from the replenished vessel.

A civilian underway replenishment operation thus demands amotion control strategy
that requires no information of the future motion of the shipto be replenished and no
knowledge of internal ship states or commanded control forces. In the simulation and
model experiments section of the succeeding chapters we will use the civilian underway
replenishment operation for surface vessels as an example to illustrate the theoretical con-
tributions of this thesis.

We will designate the ship to be replenished as the leader in aleader-follower coordi-
nated synchronization motion control scheme. The leader isallowed to move freely, and
we will assume that we can only access its position and heading as output information from
its internal states. Furthermore, we will assume that the replenished ship is unknown to the
follower in the sense that there is no knowledge of the parameters of the mathematical
model of the replenished ship, and no knowledge of the commanded control forces from
the captain of this ship. The captain of the replenished shipis free to manoeuvre indepen-
dently during the underway replenishment operation, and any predefined paths, trajectories
or manoeuvres executed by the captain is assumed unknown to the follower supply vessel.

In turn, we will assume that the follower vessel is the supplyvessel responsible for all
the control action to coordinate the behaviour of the vessels, and that this ship is fully ac-
tuated in all degrees of freedom, the parameters of the mathematical model are known, and
that we have access to state information of the follower vessel. Furthermore, to increase
the usefulness of the control scheme and to provide robustness towards loss or poor quality
of velocity measurements, we will alleviate the requirements on state information for the
follower vessel and show how the motion control scheme can beexpanded to utilize only
output information from both the leader and the follower.

The history of underway replenishment

The replenishment problem dates back to the early days of sail, when the sailing ships
were replenished at anchor by boats rowing out supplies fromstorages onshore, or ex-
changing personnel and mail by ship boats at sea. Through thedevelopment of the modern
mechanized ship, the replenishment problem has changed character from a joint civil and
naval operation at anchor in the early days, to nowadays primarily being a naval operation
desirably conducted when the ships are underway.

During the US Quasi-War with France (1799-1801) (Hill (1989)), the US Navy used
civil merchant ships to replenish their ships protecting their trade interests in the Caribbean.
The merchant ships were taken under tow, and the ships were replenished using ship boats.
Later during the war with Tripoli, the US Navy used a reduced armoured naval ship to
shuttle men and supplies across the Atlantic to their fleet inthe Mediterranean.

The introduction of the mechanized fleet introduced a new limited resource to the ships,
and from this emerged the operations of coaling-at-sea and refuelling-at-sea. The former
was usually conducted by bringing merchant colliers alongside the ships and lashing the
ships together using fenders and mooring lines to transfer the coal using booms on the
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collier. This approach was particularly vulnerable to weather conditions, and during the
Spanish-American war off Cuba in 1899 one-quarter of the US ships were useless in the
blockade when they were forced to seek calmer water for coaling-at-sea. This led to the de-
velopment of a tension rig in 1904 designed to transfer the coal in bags, but poor operation
and the introduction of fuel oil stopped further developments.

From this point on, the refuelling-at-sea operation required that the ships were specially
equipped for the operation, and during World War I in 1916 a diesel powered oiler was used
to replenish destroyers south of Greenland during their crossing of the Atlantic. World
War II introduced the first real underway replenishment operations, but it was not until
the Korean War that the concept of "designed-for-purpose" replenishment ships was fully
utilized.

These early ships still lacked a robust underway replenishment system, and a new
multi-product underway replenishment system providing UNREP for a broader set of
weather conditions was introduced in 1957, when the standard tensioned replenishment
alongside method (STREAM) was based upon the tension rig from 1904. This formed
the basis for UNREP operations nowadays aided by helicopters in vertical replenishment
(VERTREP) operations. See Hill (1989) and references therein for a thorough review of
the history of underway replenishment, FAS (1999) and NROTC(2003) for a introduction
to current replenishment techniques, and Miller and Combs (1999) for an evaluation of
today’s UNREP systems and the challenges faced when designing the next generation of
underway replenishment systems.

Underway replenishment control approaches

Accurate control of the two ships during an underway replenishment operation is essen-
tial to avoid critical situations endangering personnel and materiel (Chen (2003)). The
control approaches of underway replenishment have up to nowused flags and signals to
communicate control commands between ships (FAS (1999), NROTC (2003)) while being
manually steered by the captains. Automatic control approaches have proposed utilizing
some sort of tracking control of both ships in order to maintain trajectories that provide
joint motion suitable for replenishment. Some of the earliest references to automated re-
plenishment can be found as simulations studies of ship manoeuvring and steering control
for underway replenishment operations in Brown and Alvestad (1978) and Dimmicket
al. (1978), while Uhrin and Thaler (1976) designed a nonlinear speed control system for
UNREP operations. Skjetneet al. (2004c) have expanded on traditional tracking methods
with predefined paths, and introduced a feedback from the actual position of a ship (subject
to disturbances) to the other ships in a formation through a path parameterization variable.
All ships have predefined paths with individual tracking controllers requiring mathematical
models and control availability, and the ships synchronizein terms of progression along
the path.

Any two physical systems which are not identical in their design will experience dif-
ferent impacts from environmental forces such as wind, drag, current, terrain or waves.
This difference may possibly lead to critical situations when employing simple tracking
controllers to predefined reference paths where the coordination of the leader and follower
is only done at the path planning stage, and not through active control. The schemes
presented in this thesis do not require any predefined paths,and thus the effects of any
divergence from an ideal path due to disturbances, unmodelled dynamics, actuator limi-
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tations, poor control design or actuator failure is inherently cancelled in the coordination
approaches of Section 3 and 4. Through this, civilian underway replenishment operations
may be facilitated, and the performance of existing UNREP operations may be improved
by introducing automatic control systems.

Sensor systems

Underway replenishment at sea requires a close coordination of two vessels, and has up
to now been conducted using manual control together with control flags to exchange in-
structions between the vessels. Recent advances in controltheory and measurement sys-
tems, in particular the introduction of the Global Positioning System (GPS) (Parkinson
and Spilker (1995)) and the Automatic Identification System(AIS) (Harre (2000)) allows
automatic control approaches for replenishment purposes to be designed. These autopilots
are faced with the goal of suppressing effects of external disturbances due to wind, waves
and currents, while achieving the accuracy demands of the operation using a reduced set of
measurements. The introduction of autopilots and advancedmeasurement systems expand
the range of operating conditions for safe replenishment interms of increased manoeuvra-
bility in close waters or in the proximity of other vessels, and in the robustness towards
environmental disturbances.

The Automatic Identification System is a system used by shipsand vessel traffic sys-
tems principally for identification of vessels at sea. AIS helps to resolve the difficulty of
identifying ships when not in sight (e.g. at night, in fog, inradar blind arcs or shadows
or at distance) by providing a means for ships to exchange ID,position, course, speed and
other ship data with nearby ships. It works by integrating a standardized VHF transceiver
system with a GPS receiver and other navigational equipmenton board the ship (gyro
compass, rate of turn indicators, etc.), and transmits position and course at fixed intervals
depending on the operation. The AIS transceiver transmits the following data every 2 to 10
seconds depending on the speed of the vessels while underway, and every 3 minutes while
the vessel is at anchor (USCG (2005)):

• MMSI number of vessel - a unique identification for the vessel

• Navigation status - "at anchor", "under way using engine(s)", "not under command"

• Rate of turn - right or left, ranging from 0 to 720 degrees perminute

• Speed over ground - with a 0.1 knot resolution from 0 to 102 knots

• Position accuracy

• Longitude and Latitude - with a resolution of 1/10000 minute

• Course over ground - relative to true north to with a resolution of 0.1 degrees

• True Heading - 0 to 359 degrees from e.g. a gyro compass

• Time stamp - UTC time accurate to nearest second when this data was generated

AIS is required aboard all ships greater than/equal to 300 gross tons for international
voyages, and it is estimated that more than 40,000 ships currently carry AIS class A equip-
ment.
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1.2 Background

1.2.1 Synchronized motion

The concept of synchronized motion has been discussed for artificial systems since Huy-
gens (1673) designed an experiment with two pendulum clocksexhibiting (anti-)frequency
synchronization after a short time when hanging from a lightweighted beam. The pendu-
lum clock was a breakthrough in timekeeping, and became instrumental in naval navigation
to determine the latitude of a ship by measuring the angular altitude of the star Polaris at
a given time. In the last century, synchronization has received a lot of attention in the
Russian scientific community (Blekhman (1971)) through itsobservation in balanced and
unbalanced rotors and vibro-exciters. Recently, several papers have been published relat-
ing to synchronization of rotation bodies and electromechanical systems (Blekhmanet al.
(1997), Huijbertset al. (2000)). Synchronized motion can be exhibited in unbalanced ro-
tors in milling machines, vibro-machinery in production plants or in electrical generators
(Blekhman (1971)) as uncontrolled vibrations, while for mechanical machines that cooper-
ate to increase flexibility and manoeuvrability (Nijmeijerand Rodriguez-Angeles (2003))
it is instrumental in completing the task.

Synchronization can be seen as a type of time conformity between systems, and can
be divided into the concepts of cooperation or coordination. Cooperationrequires that all
participants interact to share information and cooperate on equal terms toward achieving
the goal. In many systems this is desirable, as in controlling multi-fingered robot hands
and multi-actuated platforms lifting large structures (Brunt (1998), Tanet al. (2004)). Co-
operative (internal) synchronization describes a situation where the failure of one of the
participants is detrimental to the whole group.Coordinationrequires that one object takes
the role of a leader that governs the motion of the others, andthe behaviour of this leader
is independent of the motion of the other objects. This is desirable in groups where the
participants should copy or react to the behaviour of a single object, as in teleoperated
systems (Xi and Tarn (2000)) and surgery (Hills and Jensen (1998)). Coordinated (exter-
nal) synchronization control is often referred to asleader-followercontrol, and describes a
situation where the failure of a follower will not affect thebehaviour of the leader.

In a cooperative approach, all participants have two tasks;achieve the goal of the group
andcontrol the geometry of the group. In a coordinated approachthe tasks are distributed;
the leader is responsible for achieving the goal of the group, while the followers are re-
sponsible for the coordination within the group. The information flow in a coordinated
control scheme is unidirectional from the leader to the followers, as opposed to the bidi-
rectional information flow between the participants in a cooperative control scheme. The
coordination approach thus alleviates some of the information requirements placed on the
participants in a cooperative approach; in a cooperative scheme, all participants must have
some knowledge of the states of the other participants in order to cooperate.

All cooperating participants must achieve the goal of the group through active control
in a cooperative approach. This means, depending on the degree of cooperation, that if one
of the participants in a redundant group fails, the group behaviour is affected. On the other
hand, in a strictly coordinated redundant group, the failure of a follower does not affect
the behaviour of the group. The degree of cooperation or coordination thus determines the
behaviour in the case of failure of one of the participants ina group.

Note that we can design a cooperative system so that it disregards faulty objects and
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thus leaves the group unaffected, and we can design coordinated systems so that the failure
of one of the followers changes the behaviour of the group through a feedback from the
followers to the leader. Thus, a nominally cooperative system may behave as a coordinated
system in a situation of failure, and a nominally coordinated system may behave as a
cooperative system in a situation of failure, as illustrated in Figure 1.5.

Synchronization

Cooperation Coordination

Nominal behaviour Error situationNominal behaviour Error situation

Synchronization

Cooperation Coordination

Nominal behaviour Error situationNominal behaviour Error situation

Cooperation   CoordinationCooperation   Coordination

degree of synchronizationdegree of synchronization

Figure 1.5: The degree of synchronization ranges from strictly cooperative to strictly co-
ordinated motion control schemes. The figure depicts a nominally cooperative scheme,
but for a redundant group with a faulty participant, a sleeping leader is awoken to gov-
ern the motion of the group. The group has now changed its motion control scheme to a
coordinated scheme to avoid being slowed down by a faulty unit.

The focus of this thesis is on systems that lend themselves naturally to the leader-
follower coordination approach to successfully achieve the synchronization goal, rather
than to those systems that require a larger degree of cooperation in their nominal behaviour.
The choice of synchronization strategy as cooperative and coordinated should reflect the
nominal behaviour of the system, while the degree of synchronization should determine
the behaviour in situations where one of the participants fail. Furthermore, the degree of
synchronization for a system may depend on the degree of failure. This thesis will only
focus on the nominal behaviour of coordinated systems. However, it will also deal with
loss of state information for the followers. For this purpose, a loss of state information of
the followers is not considered as a failure, but rather as a degradation of the system.

For synchronized moving objects, it is natural to think of all the objects in terms of a
formation or a group, which relates closely to the concepts of fish schools, flocks of birds
or large herds of animals. However, for other synchronized systems e.g. two robot manip-
ulator arms, the concept of a formation is not so apparent, and in some cases misleading.
Thus, this thesis uses the concept ofsynchronizationto describe the motion of two or more
objectsin timewith each other. Synchronized motion is further divided into the concepts of
coordination and cooperation to describe the governing factor in the behaviour of the sys-
tems. The concepts of formations and groups are to be understood as synchronized motion
in applications which naturally lend themselves to these concepts, but for the development
of the coordination control schemes in the succeeding chapters, these concepts do not ex-
clude other applications such as the robot manipulator case. Formations and groups are
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merely intellectual concepts providing the intuitive basis for understanding the concepts
discussed.

1.2.2 Coordination as a natural phenomenon

Synchronized motion is not only found in artificial systems induced by active control or
resonance effects, but maybe foremost as a natural phenomenon in biological systems.
The book of Camazineet al. (2001) provides an excellent overview of cooperation as self-
organization in the synchronized flashing of fireflies, fish schooling and trail formations of
ants, and the concept of coordination in biological systemsthrough “Leaders, Blueprints,
Recipes and Templates” (Camazineet al., 2001, Chapter 4). Strict coordination in biologi-
cal systems can be observed in the queuing behaviour of ducklings or chicks where each of
the young individuals blindly follows their mother, and leadership has also been proposed
as the governing factor in coordinated movements of individuals in large groups such as
schools of fish or flocks of birds. In insect societies of honeybees or wasps, the mother
queen is the “central pacemaker and coordinator of colony activity” to her workers.

In biological systems, it is believed that groups move from coordination to cooperation
due to limited communication and cognitive abilities of theindividuals in the group. In
particular, the individuals may have problems in making andusing blueprints, recipes and
templates, or the limitation may be that one of the individuals must have excellent cognitive
skills, an effective communication network and thorough knowledge of the master plan to
function as a leader. In many systems, these skills are not present in a single individual
allowing a centralized coordination scheme, but rather as pieces spread out between the
individuals suggesting a distributed cooperative scheme.

Group synchronized motion in biological systems is beneficiary not only pertaining
to the performance of the group, but also to the survival of the group individuals. One
survival strategy is the swift, evasive manoeuvre at the approach of predators (Partridge
(1982)) called the Trafalgar Effect (Treherne and Foster (1981)) by analogy to the rapid
transfer of battle-flag signals along a chain of ships in Admiral Nelson’s fleet at Trafalgar.
However, coordinated behaviour can also be observed among the predators, as in schools
of killer whales hunting dolphins by encircling their prey and gradually constricting the
circle before one of the whales rush into the middle of the school while the others continue
to circle (Martinez and Klinghammer (1970)).

In addition, there may be the effect of increased hydrodynamic swimming efficiency
that could increase the endurance up to six times for fish travelling in schools (Wiehs
(1973)), although contradictory data to this fact for several species has been reported in
Partridge and Pitcher (1979)). For flocks of birds flying in their V-shaped flight formation
(see Figure 1.6) it is suggested that the energy savings for agroup of twenty-five indi-
viduals will allow them to increase their flight range by 70 percent over that of a solitary
bird (Lissaman and Shollenberger (1970), May (1979)). A prime example of motion co-
ordination to increase performance is found in the migrations of spiny lobsters in Bill and
Herrnkind (1976), where as many as sixty-five lobsters line up in single-file formations
maintained by tactile feedback. The study shows that a formation of nineteen lobster in-
dividuals can maintain a pace of 35 cm/s with the same hydrodynamic drag as individual
lobsters travelling only 25 cm/s.

The principle of reduced drag has not been lost on professional cyclists who can be seen
maintaining single-line formations, and changing formations to adjust for wind direction
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Figure 1.6: A flock of birds flying in a V-shaped formation. Photo: www.potomacs.com

and wind speed. Closing the gap between a natural phenomena and artificial coordination
is the use of pacemakers; an artificial system implanted in the human body to provide
proper heart rhythm when the natural pacemaker of the body isnot functioning properly.

1.2.3 Artificial coordination

The works of Blekhman (1971) spawned interest in the synchronization concept from Huy-
gens (1673), and synchronization has lately been introduced to many fields within control
theory and physics. In communication systems, synchronization is used to improve effi-
ciency of the transmitter-receiver system, and to encrypt information to improve security in
the transmissions (Kocarevet al. (1992), Celikovský and Chen (2005)). The applications
in mechanical systems range from the synchronization of rotation bodies and electrome-
chanical systems (Blekhmanet al. (1997), Huijbertset al. (2000)), mobile robot vehicles
in formation (Yamaguchiet al. (2001)) and formation control of satellites (Wanget al.
(1996), Kang and Yeh (2002), Lawton and Beard (2002)), to telerobotic surgery giving
more precise and less invasive surgery (Hills and Jensen (1998)).

In a synchronized motion scheme, the group of participants must achieve two objec-
tives; the group objective and the geometry objective. The geometry objective determines
the position of each individual within the group, while the group objective is usually
strongly determined by the application, and ranges from thesimple strategy to get from
point A to point B, to more elaborate strategies executing complex motion paths. The in-
teraction between the geometry objective and the group objective is one of the determining
factors in classifying motion control schemes into different categories.

Classic motion categories for single-object control are the path-following or trajectory
tracking strategies (Spong and Vidyasagar (1989), Fossen (2002), Aguiar and Hespanha
(2004)) or the manoeuvring strategy (Hauser and Hindman (1995), Skjetne (2005)), which
have been adopted into multi-object strategies (cf. Frezza(1999), Encarnacao and Pascoal
(2001) and Skjetneet al. (2003)). See Appendix D for more details on the concepts of
multi-object path-following, trajectory tracking and manoeuvring. The multi-object con-
trol schemes based on classic motion control strategies allrequires, due to their original
single-object design, a predefined group motion objective in the form of a path, trajectory
or a manoeuvre.
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Due to this predefined information, these strategies are forsome applications more
suited to a cooperative approach, as all participants must follow this predefined motion
pattern which is the group objective. Should the environment or group objective change,
this requires a recalculation of the motion pattern, and in turn this new motion pattern must
be communicated to all participants of the group.

There also exists freedom in the synchronization strategy of classic motion control
schemes. Predefining a motion pattern for each individual can be seen as off-line syn-
chronization, while true coordination or cooperation can only be achieved through on-line
feedback. Due to the predefined information, it is often onlynecessary to synchronize the
motion of individuals along the path (Encarnacao and Pascoal (2001), Skjetneet al.(2003))
using some path parameterization variable to limit the communication flow substantially.
However, this only guarantees synchronization along the path, and large cross-track errors
due to external disturbances may not be compensated for in the synchronization control.

These motion synchronization approaches all come from the classic single-object con-
trol strategies, while an inherently multi-object approach was introduced by Rodriguez-
Angeles (2002) using a leader-follower synchronization approach which does not require
any predefined motion patterns for the participants in a leader-follower coordinated scheme.
The followers are coordinated to the leader of the group through the geometry objective,
while only the leader is responsible for obtaining the groupobjective. The motion co-
ordination is based purely on on-line information from the leader, and any disturbances
affecting the ability of the leader to fulfil the group objective does not affect the geometry
control objective of the followers.

In the literature, we can to some extent distinguish betweenmodel-based and be-
havioural based motion synchronization approaches, whichboth have utilized the concept
of a virtual object to aid in the synchronization schemes.

Behavioural based approach The behavioural based methods prescribe a set of desired
behaviours for each individual of a group, and weigh the individual behaviour such that
desirable group behaviour emerges without an explicit model of the individuals or the en-
vironment. The desired group objective can be trajectory tracking, neighbour tracking,
collision and obstacle avoidance or formation control. In Justh and Krishnaprasad (2004)
and Sepulchreet al. (2006), identical (point wise) objects in the plane moving at constant
speed are considered, and the objects are subject to steering controls that change their
orientation. Motion is stabilized to isolated relative equilibriums corresponding to either
parallel or circular motion. Tracking control is treated inPaleyet al.(2004), and formation
control in Balch and Arkin (1998), Leonard and Fiorelli (2001) and Olfati-Saber and Mur-
ray (2002), while an application to unmanned sensor networks is presented in Øgrenet al.
(2004). The behavioural rules are often given as algorithms, and stability can be hard to
analyze since the group behaviour is not given explicitly. This issue has been addressed in
Stilwell and Bishop (2002) by introducing a system-theoretic approach to control a platoon
of underwater vehicles. Note that due to the nature of this approach, most control schemes
should be regarded as cooperative schemes.

Model-based synchronization The model-based synchronization methods utilize the
explicit mathematical model of the participants in synchronizing their motion. This ap-
proach allows for nonlinear model-based controllers (cf. Marino and Tomei (1995)) and
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nonlinear model-based observers (cf. Nijmeijer and Fossen(1999)) to be constructed in
order to synchronize the motion of multiple objects. Synchronization schemes are applied
to a wide range of applications from the synchronization of spacecraft motion (Wanget
al. (1996), Lawton and Beard (2002), Kristiansenet al. (2006), Krogstad and Gravdahl
(2006) to the synchronization of windshield wipers (Levine(2004)), oscillators (Kumonet
al. (2002)), pendulums (Loríaet al. (1998)), or moving gantry stages (Tanet al. (2004)).

Synchronized motion control schemes for fixed robots have been applied to both in-
dustrial manipulators (Connolly and Pfeiffer (1994), Brunt (1998), Caccavaleet al.(1998),
Nijmeijer and Rodriguez-Angeles (2003), Bondhuset al.(2004)), applications in medicine
such as telerobotic surgery (Hills and Jensen (1998)) and tomobile subsea manipulators
(Lizarraldeet al.(1995)). Mobile vehicles have been synchronized in applications ranging
from mobile robots (Yamaguchiet al. (2001), Huet al. (2003)), aircrafts (Frezza (1999),
Giulietti et al. (2000), Seileret al. (2004) and marine vessels (Stilwell and Bishop (2000),
Encarnacao and Pascoal (2001), Skjetneet al. (2002), Flakstad Ihle (2006)).

Some approaches focus on communication requirements and constraints between ob-
jects (Fax and Murray (2004), Ghabchelooet al. (2006)), or limiting the information flow
or state measurements (Encarnacao and Pascoal (2001), Nijmeijer and Rodriguez-Angeles
(2003), Skjetneet al. (2004c)). Through the use of dynamic models for the participants in
model-based control approaches, stability can in most cases be investigated through classic
Lyapunov analysis (cf. Khalil (2002)). Most of the model-based approaches to synchro-
nization have been employed in both cooperative schemes andcoordinated schemes, and
thus the choice of strategy is generally determined by the application.

Virtual object synchronization Virtual objects are used in both the behavioural and
the model-based approaches, where a virtual model or objectto govern the motion of the
individual participants in a group, or the motion of the group as a whole. This virtual
object can be a vehicle, manipulator or a group structure depending on the application, and
specifies the behaviour of the participants in formations and groups by providing a virtual
control reference.

The virtual object approach has been utilized both as an abstraction vehicle (Crowley
(1989), Salichset al. (1991)) and as an intermediate level between the desired trajectories
of a system and the controller. In a way, it can be considered as a low-level controller in
a two-level control structure (Fradkovet al. (1991), Gusevet al. (1998)), and was used in
Sakaguchiet al.(1999) as the mapping of a physical vehicle, and in Egerstedtet al.(2001)
to control a reference point on a planned path. Each member ofthe formation tracks a
virtual element, while the motion of the virtual elements isgoverned by the formation
function specifying the geometry of the formation.

The approach of Egerstedtet al. (2001) has been utilized in Huet al. (2003) to com-
bine the task of path following and obstacle avoidance, and in Chenget al. (2004) with
a modified goal point to improve practical robustness to pathdiversity. A virtual leader
together with artificial potentials was used in the behavioural approaches of Leonard and
Fiorelli (2001) to coordinate a group of vehicles, and by Olfati-Saber and Murray (2002)
to manipulate vehicles in a formation through cost graphs.

The virtual object synchronization control schemes can also be seen from a dynamical
synchronization viewpoint as in Efimov (2005), where the control errors exhibit a specified
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dynamical behaviour rather than being stabilized to zero. Thus, oscillatory motion around
a (virtual) leader can be obtained in a formation or group.

1.3 Contributions and scope of thesis

The focus of this thesis is motion coordination of mechanical systems using only the avail-
able output information from the leader. No knowledge of mathematical parameters in the
model of the leader, or any velocity or acceleration information, is assumed to be available
to the follower. The proposed coordination approaches assume no knowledge of any pre-
defined paths for the leader (or the follower), and no knowledge or control of the actuator
forces of the leader. This last assumption suggests that thefollower can not rely on the
leader to actively participate in the synchronization of the two systems, and thus the syn-
chronization schemes become coordinated schemes where thefollowers are responsible
for all the synchronization control action. The synchronization schemes presented in this
thesis focus on applications where coordination between multiple systems is arequirement
for completing the objective of the application. This is in contrast to control schemes where
multiple systems provide redundancy in an application. Thus, the focus of this thesis is on
coordinating the follower to the leader, and the problem of what motion the leader-follower
system executes is subordinate to this coordination objective.

The synchronization approaches proposed in Encarnacao andPascoal (2001), Skjetne
(2005) and Flakstad Ihle (2006) are based on classic single object control schemes with
predefined paths or trajectories. All systems are responsible for synchronization control
action through a path variable designed to minimize the communication flow between the
systems, and state information is only utilized locally through each path following con-
troller. Thus, synchronized motion requires in most cases cooperation between all the
individuals of the group, or at least some knowledge of the future behaviour of the other
participants. This assumption is removed in the proposed coordination schemes of this
thesis to facilitate synchronization to a system where the parameters of the mathematical
model are unknown, and the velocities and accelerations areunmeasured.

The coordination approach proposed in Nijmeijer and Rodriguez-Angeles (2003) pro-
vides synchronized motion for systems with no dissipative forces in the system model.
This thesis extends these results to systems with dissipation to further generalize the re-
sult. In addition, velocity measurements of the follower are introduced to the coordination
scheme and shown to give global stability results. Furthermore, a sliding surface is intro-
duced to provide additional design freedom in the complex tuning process of the observer-
controller scheme. The proposed coordination scheme is experimentally verified, and thus
a discussion of performance in terms of modelling errors, measurement noise and external
disturbances can be presented for the observer-controllercoordination scheme.

The two-level motion control scheme of Gusevet al. (1998) provides a simple kine-
matic control law for a single vehicle to stabilize to a desired trajectory. This thesis utilizes
a two-level motion control scheme to coordinate multiple systems in a leader-follower co-
ordination scheme, utilizing a more general kinematic controller and the concepts of a
virtual vehicle and a reference vehicle with reference kinematics. Furthermore, practical
stability of the closed-loop errors is proven for the coordination scheme, and the assump-
tion of state measurements of the follower is removed to generalize the stability results.
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1.3.1 Delimitations

This thesis proposes solutions for the motion coordinationproblem where the reference is
a physical system (a leader) experiencing disturbances, model errors etc. that may cause
deviations from ideal paths or trajectories. The coordination schemes assume coordination
within a local frame of reference, and hence the external disturbances experienced by the
participants are likely to be similar in magnitude and direction, albeit of different influence
to the participants depending on their physical structure.The focus of the thesis is to
present motion coordination solutions that can be applied to a large number of systems in
general, and not to address the implementation issues associated with each application in
particular. This section briefly summarizes some of the aspects of motion coordination for
physical systems that are not the focus of this thesis.

Situations where the number of degrees-of-freedom in the control objective is un-
matched by the actuators of the system (underactuation or redundancy) are not addressed
in this thesis. A collision avoidance scheme between the leader and the follower system
is inherent in the motion coordination schemes proposed. However, this thesis does not
focus on designing collision avoidance systems between multiple followers. The represen-
tation of attitude and orientation of the systems describedis assumed to be mathematically
non-singular, in the sense that the representation of attitude is in the form of non-singular
representations, or in that the systems are assumed never toapproach singular configura-
tions. Although the discussion of the control systems assumes continuous-time plants, the
control schemes are implemented in discrete-time, and thusthe sampling time is assumed
sufficient for this simplification. Furthermore, communication issues regarding limited
bandwidth and loss of communication packages are not discussed explicitly in this thesis.

In the control schemes presented, no explicit treatment is given to the impact of force
saturations in actuators, measurement noise, model parameter errors or external distur-
bances. However, the effect of such perturbations is discussed in a simulation study when
comparing the two proposed control schemes in terms of robustness, and in the practical
experiments presented.

In the application of robot manipulators, the effects of nonlinear dissipative forces are
studied, but no explicit analysis is done on the effects of flexible manipulators. Motion
coordination of aerospace and aeronautical applications are not studied explicitly in this
thesis, but fits into the general framework of the Euler-Lagrange system models. In the
application of coordinating marine vehicles, no explicit wave-filtering has been applied to
the surface applications to reduce controller action, chattering etc. However, experiments
with waves illustrate the performance under the influence ofmotions in the uncontrolled
degrees-of-freedom (roll and pitch).

An adaptation of the proposed coordination control schemesto utilize relative measure-
ments (range measurements) rather than absolute position measurements is not presented
in this thesis. Relative measurements provide position coordinates relative to the observer’s
position, and providing the introduction of an attitude measurement or attitude observer,
the problem reduces to that of absolute measurements.

Note also that gains and gain restrictions presented in thisthesis are not necessarily
optimal in the sense of performance, energy consumption or transient behaviour. Gains are
chosen to illustrate the behaviour of the motion coordination schemes under ideal condi-
tions in the simulations, and to attenuate disturbances while maintaining good performance
during the experiments.
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1.3.2 Contributions

The main purpose of this thesis has been to achieve leader-follower coordination of sys-
tems using a minimal set of measurements and model parameters. For the entirety of the
thesis, the leader is assumed to be a system for which only theposition/orientation is avail-
able as output information, while the mathematical model parameters and the velocity and
acceleration of the leader are unknown. The position/orientation and the parameters of the
mathematical model of the follower are assumed known, whilethe coordination schemes
are developed using both estimates and measurements of the follower velocity to make the
results applicable for a larger set of operation scenarios,and to provide safety and reliabil-
ity in the case of sensor failures. The contributions of thisthesis can thus be summarized
as follows:

• Chapter 2: The definition of output feedback state trackingforms the basis for two
new definitions of output feedback problems where the statesof the reference are
unknown; the output reference state feedback synchronization problem in Defini-
tion 2.7 and the output reference output feedback synchronization problem in Def-
inition 2.8. Furthermore, the concept of a reference vehicle with kinematics is in-
troduced, where the reference vehicle is uniquely determined by the position of the
leader. The reference vehicle defines the desired position for the follower in the
motion coordination schemes proposed in Chapter 3 and Chapter 4.

• Chapter 3: Results on observer-controller synchronization of mechanical systems
are extended to include dissipative terms in the Euler-Lagrange model, and to incor-
porate available velocity measurements of the follower which is shown to provide
global stability results. Furthermore, simulations and experiments are presented in
a back-to-back comparison to investigate the performance of the observer-controller
scheme in terms of robustness towards measurement noise, modelling errors and ex-
ternal disturbances. The complex tuning process of the coupled closed-loop system
is investigated in detail, and a sliding surface is introduced to the scheme to provide
additional design freedom. The observer-controller approach to motion coordination
is shown to give uniform ultimate boundedness of the closed-loop errors. This chap-
ter is based on joint work with Michiel Wondergem, Henk Nijmeijer and Kristin Y.
Pettersen.

• Chapter 4: A virtual kinematic observer is introduced as a controlled virtual vehicle
to provide estimates of the unknown states of the leader in a motion coordination
scheme. The virtual vehicle is an estimator based on the kinematics of the follower,
and through the definition of a virtual control law, estimates of the unknown states
of the leader can be utilized in a control law to coordinate the motion of the follower
to the leader. The virtual vehicle design provides a two-level cascaded control struc-
ture that decouples the stability analysis and tuning process of the estimator and the
coordination controller. Simulations and practical experiments verify the theoretical
results of practical stability of the closed-loop errors, and the domain of attraction
and the bound on the closed-loop errors can be enlarged and diminished as desired
through the tuning process. Furthermore, a dynamic synchronization scheme is pro-
posed to impose a smooth dynamic behaviour on the follower when changing posi-
tion relative to the leader. This chapter is based on joint work with Elena Panteley,
Antoine Chaillet and Kristin Y. Pettersen.
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• Chapter 5: The observer-controller approach of Chapter 3 and the virtual vehicle
approach of Chapter 4 are compared in terms of estimation principles, performance
and robustness in practical applications. A discussion is presented on the estimation
principles employed to estimate the unknown states of the leader, and the benefits
and drawbacks associated with each approach are discussed.Simulation studies
investigating the performance and robustness of the proposed motion coordination
schemes are presented. This chapter is based on joint work with Kristin Y. Pettersen.

1.3.3 Publications

The following is a list of the pertinent publications produced during the work contained in
this thesis. The list includes both accepted and submitted papers.

Journal Papers and Book Chapters

• Kyrkjebø, E., E. Panteley, A. Chaillet and K. Y. Pettersen (2006a). Group Coor-
dination and Cooperative Control. Chap. A Virtual Vehicle Approach to Underway
Replenishment, pp. 171 – 189. Vol. 336 ofLecture Notes in Control and Informa-
tion Systems. Springer Verlag. Tromsø, Norway.

• Kyrkjebø, E., K. Y. Pettersen, M. Wondergem and H. Nijmeijer (2006b). Output
synchronization control of ship replenishment operations: Theory and experiments.
Control Engineering Practice. Accepted

Refereed conference papers

• Kyrkjebø, E. and K. Y. Pettersen (2003). Ship replenishment using synchronization
control. In: Proc. 6th IFAC Conf. on Manoeuvring and Control of Marine Craft.
Girona, Spain. pp. 286–291.

• Kyrkjebø, E., M. Wondergem, K. Y. Pettersen and H. Nijmeijer (2004). Experimen-
tal results on synchronization control of ship rendezvous operations. In:Proc. IFAC
Conf. on Control Applications in Marine Systems. Ancona, Italy. pp. 453 – 458.

• Danielsen, A. L., E. Kyrkjebø and K. Y. Pettersen (2004). MVT: A marine visual-
ization toolbox for matlab. In:Proc. IFAC Conf. on Control Applications in Marine
Systems. Ancona, Italy. pp. 515 – 519.

• Kyrkjebø, E. and K. Y. Pettersen (2005a). Output synchronization control of Euler-
Lagrange systems with nonlinear damping terms. In:Proc. 44th IEEE Conf. on
Decision and Control and European Control Conf. Sevilla, Spain. pp. 4951 – 4957.

• Kyrkjebø, E. and K. Y. Pettersen (2005b). Tracking from a synchronization per-
spective. In: Proc. 17th IMACS World Congress on Scientific Computation, Applied
Mathematics and Simulation. Paris, France.

• Kyrkjebø, E. and K. Y. Pettersen (2006a). Leader-follower dynamic synchronization
of surface vessels. In:Proc. 7th IFAC Conf. on Manoeuvring and Control of Marine
Craft. Lisboa, Portugal.
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• Kyrkjebø, E. and K. Y. Pettersen (2006b). A virtual vehicle approach to output
synchronization control. In:Proc. 45th IEEE Conf. on Decision and Control. San
Diego, USA.

• Kyrkjebø, E. and K. Y. Pettersen (2007a). Leader-follower synchronization con-
trol of Euler-Lagrange systems with leader position measurements only. In: Proc.
Mediterranean Conf. on Control and Automation. Athens, Greece.Submitted

• Kyrkjebø, E. and K. Y. Pettersen (2007b). Operational space synchronization of two
robot manipulators through a virtual velocity estimate. In: Proc. 46th IEEE Conf.
on Decision and Control. New Orleans, USA.Submitted

1.4 Organization of thesis

This thesis is organized as follows:

Chapter 2 presents the necessary definitions and theorems providing preliminaries for the
stability analysis of the succeeding chapters. Furthermore, the fundamental proper-
ties of Euler-Lagrange systems are presented along with thedefinition of reference
frames and reference kinematics.

Chapter 3 presents an observer-controller approach to solve the problems stated in Def-
inition 2.7 and Definition 2.8. It introduces a nonlinear model-based error observer
used to indirectly estimate the unknown states of the leader, and proposes control
schemes to coordination the motion of the follower to the leader with and without
state measurements of the follower. Stability results are presented, and the results
are verified through simulations and experimental results.

Chapter 4 presents a virtual vehicle approach to solve the problems stated in Defini-
tion 2.7 and Definition 2.8. It introduces a virtual vehicle,a controlled vehicle
that provides estimates of the unknown leader states through a kinematic control
law, and proposes control schemes to coordination the motion of the follower to the
leader with and without state measurements of the follower.Stability results are
presented, and the results are verified through simulationsand experimental results.
Furthermore, an extension to a dynamic synchronization scheme is presented.

Chapter 5 compares the proposed observer-controller approach of Chapter 3 and the vir-
tual vehicle approach of Chapter 4 in terms of the estimationprinciples, performance
and robustness. The performance of the two proposed schemesis discussed based
on simulations and practical experience from experiments.

Chapter 6 presents some concluding remarks on the motion coordination schemes pro-
posed in this thesis.

Appendix A presents some mathematical tools and definitions.

Appendix B presents further details on the reference kinematics of Section 2.2.5.

Appendix C presents details of the proofs of Section 3 and 4.
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Appendix D presents background material on single-object motion control strategies.

Appendix E presents the mathematical models and the simulation and experimental envi-
ronments used to verify the proposed motion coordination schemes.
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Chapter 2

Preliminaries

This chapter presents the necessary definitions and theorems to make this thesis self-
contained by providing preliminaries for the stability analysis of the succeeding chapters.
Furthermore, the fundamental properties of Euler-Lagrange systems are presented along
with the definition of reference frames and reference kinematics.

2.1 Mathematical preliminaries

This section presents the notation used in this thesis, and abrief introduction to general
stability concepts. For a formal definition of stability anduniformity, please see Khalil
(2002). The stability analysis of the proposed control schemes in this thesis will deal with
non-vanishing perturbations, and thus the concepts of uniform ultimate boundedness and
uniform practical asymptotic stability are discussed in detail.

2.1.1 Notation

The setN denotes all nonnegative integers andR all real numbers. The setN≤N designates
all nonnegative integers less than or equal to the integerN, andR≥0 is the set of all non-
negative real numbers. The matrixI denotes the identity matrix of appropriate dimension.
The spaceRn is the Euclideann-dimensional space, and SO(3) is the special orthogonal
group of order three. Note thatR

3 is a local map of SO(3).
The minimum and maximum eigenvalue of a positive definite matrix M will be denoted

asMm andMM, respectively. The norm of a vectorx is defined as‖x‖ =
√

xTx and the
induced norm of a matrixM is ‖M‖ = max‖x‖=1‖Mx‖.

We denote byBδ the closed ball inRn of radiusδ centred at the origin, i.e.Bδ :=
{x ∈ R

n|‖x‖ ≤ δ}, and we use the notationH (δ ,∆) := {x ∈ R
n : δ ≤ ‖x‖ ≤ ∆}. For a

nonnegative constantδ we define‖x‖δ := infz∈Bδ ‖x−z‖, andx(t,t0,x0), denotes the
solutions of the differential equatioṅx = f (t,x) with initial conditionsx(t0,t0,x0) = x0.

A continuous functionα : R≥0 →R≥0 is of classK (α ∈ K ) if it is strictly increasing
andα (0) = 0. Moreover,α is of classK∞ (α ∈ K∞) if, in addition,α (s) → ∞ ass→ ∞.
A continuous functionσ : R≥0 → R≥0 is of classL (σ ∈ L ) if it is strictly decreasing
andσ (s) → 0 ass→ ∞. A continuous functionβ : R≥0×R≥0 → R≥0 is said to be a class

21



2. PRELIMINARIES

KL function (β ∈ KL ) if β (·,t) ∈ K for any fixedt ∈ R≥0, andβ (s, ·) ∈ L for any
fixeds∈ R≥0.

A function f : R
n → R

n is said to belocally Lipschitzif, for any compact setU ⊂ R
n,

there exists a nonnegative constantLU such that

‖f (x)− f (y)‖ ≤ LU ‖x−y‖, ∀ x, y ∈ U (2.1)

2.1.2 General stability

The concept of stability in this thesis should be understoodin the sense of Lyapunov (cf.
Loría and Panteley (2006)), which is the property of a point,a set or a trajectory that any
solution starting sufficiently close remains arbitrarily close for all future time. We adopt
from Chaillet (2006) the intuitive concept of a ball on a non-flat surface (Figure 2.1) to
illustrate different concepts of stability.

An equilibrium point isstableif, after any sufficiently small perturbation on the posi-
tion of the ball, it remains for ever arbitrarily close to it.The equilibrium point isasymp-
totically stable(AS) if, in addition, the ball approaches it asymptotically. The domain
of attraction is the region of the state space that leads to asymptotic convergence. If the
domain of attraction is the whole state-space, then the equilibrium is said to beglobally
asymptotically stable(GAS).

a

b

c

d

e

f

Figure 2.1: Global asymptotic stability (a), asymptotic stability (b), instability (c), instabil-
ity with a small steady-state error (d), asymptotic stability with a small domain of attraction
(e), and stability (f).

In addition, if the trajectory of the ball is independent of the timet0 that the pertur-
bation is imposed, the equilibrium is said to beuniformly (globally asymptotically) stable
(U(GA)S).
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Domain of attraction and region of instability Global asymptotic stability is a notion
that to some extent is only a necessity from a theoretical viewpoint, and for control systems
in practice (often due to neglected high-order dynamics) itis often only necessary to have
an estimate of the domain of attraction, and to prove that by tuning certain parameters
of the control system, this estimate of the domain of attraction can be arbitrarily enlarged.
This is the concept ofsemiglobal asymptotic stability, and such a tuning parameter is often,
but not always, a control gain.

A small region of instability that gives a small steady-state error, see Figure 2.1(d),
may be present in controlled systems due to non-vanishing perturbations acting on the
plant, or measurement imprecisions, that impedes convergence to the origin. This region of
instability gives a set to which the solutions of the system converge, and the stability of the
controlled system can thus be characterized through the concepts ofultimate boundedness
andpractical stability.

2.1.3 Uniform ultimate boundedness

Uniform asymptotic stability implies a natural robustnessto small external disturbances.
However, it provides no information on the behaviour of the system subject to larger per-
turbations. The presence of a non-vanishing perturbation impedes asymptotic stability to
the origin, and leads to the definition ofultimate boundednessas the convergence to a
neighbourhood of the operating point (cf. Khalil (2002), Chaillet (2006)).

Definition 2.1 (Uniform Ultimate Boundedness) The solutionsx(t) ∈ R
n of the differ-

ential equationẋ = f (t,x(t)) are said to beuniformly ultimately bounded (UUB)with
ultimate boundδ if there exists positive constants∆0 andδ , independent of t0 ≥ 0, such
that for every∆ ∈ (0,∆0), there exists a nonnegative constant T(δ ,∆), independent of t0,
such that for all initial conditionsx(t0) = x0 ∈ B∆ and all t0 ∈ R≥0, they satisfy

‖x(t)‖ ≤ δ , ∀t ≥ t0 +T (2.2)

If this holds for arbitrarily large∆, then the solutions areuniformly globally ultimately
bounded (UGUB).

The following result will be useful in the stability analysis of succeeding chapters. It is a
modified version of a theorem by Chen and Leitman (1987), and is also found in Berghuis
and Nijmeijer (1994) and Nijmeijer and Rodriguez-Angeles (2003)

Lemma 2.1 Consider the following function g: R → R

g(y) = α0−α1y+ α2y2, y∈ R
+ (2.3)

whereαi > 0, i = 0,1,2. Then g(y) < 0 if y1 < y < y2, where

y1 =
α1−

√
α2

1 −4α2α0

2α2
y2 =

α1 +
√

α2
1 −4α2α0

2α2
(2.4)

with y1,y2 > 0.
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Proposition 2.1 Let x(t) ∈ R
n be the solution of the differential equationẋ = f (x(t) ,t)

wheref (x(t) , t) is Lipschitz and under initial conditionsx(t0) = x0, and assume that there
exists a function V(x(t) , t) that satisfies

Pm‖x(t)‖2 ≤V (x(t) ,t) ≤ PM ‖x(t)‖2 (2.5)

V̇ (x(t) , t) ≤‖x(t)‖ ·g(‖x(t)‖) < 0, ∀y1 < ‖x(t)‖ < y2

with Pm and PM positive constants, g(·) as in (2.3) and y1,y2 as in (2.4). Defineδ :=√
P−1

m PM. If y2 > δy1, thenx(t) is uniformly locally ultimately bounded (ULUB), that
is, given dm = δy1, there exists d∈ (dm,y2) such that

‖x0‖ ≤ ∆0 ⇒‖x(t)‖ ≤ d, ∀t ≥ t0 +T (d,∆0) (2.6)

where

T (d,∆0) =

{
0 ∆0 ≤ R

PM∆2
0−PmR2

−α0R+α1R2−α2R3 R< ∆0 < δ−1y2
(2.7)

and R= δ−1d.

This implies that a system is uniformly ultimately bounded if it has a Lyapunov function
whose time derivative is negative in an annulus of a certain width around the origin.

2.1.4 Practical asymptotic stability

The definitions presented in this section are adopted from Chaillet (2006). Motivated by the
concept of instability with a small steady-state error in Figure 2.1(d), we state a definition
of uniform global asymptotic stability of nonlinear time-varying systems with respect to a
ball. Consider the system

ẋ = f (t,x) (2.8)

wherex ∈ R
n, t ∈ R≥0 and f : R≥0×R

n → R
n is piecewise continuous in t and locally

Lipschitz inx uniformly in t. Let ∆ > δ > 0.

Definition 2.2 (US w.r.t. ball) The closed ballBδ is uniformly stableonB∆ for the sys-
tem (2.8) if there exists a classK∞ functionα such that the solution of (2.8) from any
initial statex0 ∈ B∆ and initial time t0 ∈ R≥0 satisfies

‖x(t, t0,x0)‖δ ≤ α (‖x0‖) , ∀t ≥ t0

Definition 2.3 (UA w.r.t. ball) The closed ballBδ is uniformly attractiveon B∆ for the
system (2.8) if there exists a classL functionσ such that the solution of (2.8) from any
initial statex0 ∈ B∆ and initial time t0 ∈ R≥0 satisfies

‖x(t, t0,x0)‖δ ≤ σ (t − t0) , ∀t ≥ t0

Definition 2.4 (UAS w.r.t. ball) The closed ballBδ is uniformly asymptotically stable
on B∆ (UAS onB∆) for the system (2.8) if there exists a classKL functionβ such that
the solution of (2.8) from any initial statex0 ∈ B∆ and initial time t0 ∈ R≥0 satisfies

‖x(t, t0,x0)‖δ ≤ β (‖x0‖ , t − t0) , ∀t ≥ t0

If ∆ → ∞, thenB∆ = R
n and the closed ballBδ is uniformly globally asymptotically

stablefor the system (2.8).
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Thus, the ballBδ is UAS for system (2.8) onB∆ if it is US and UA onB∆. While
Definition 2.4 implies the property of ultimate boundednessin Definition 2.1 (with any
δ ⋆ > δ as the ultimate bound), it actually constitutes a stronger property. Notably, the
transient is guaranteed to remain arbitrarily nearBδ for any sufficiently small initial state,
which is a stability property not covered by the notion of ultimate boundedness.

Stability with respect to a ball is often satisfied in perturbed systems where the nominal
system is UGAS, and has motivated the introduction of the concept ofpractical stabilityas
defined in Chaillet (2006). Consider parametrized nonlinear time-varying systems of the
form

ẋ = f (t,x,θ ) (2.9)

wherex∈R
n, t ∈R≥0, θ ∈R

m is a constant parameter vector, andf : R≥0×R
n×R

m→R
n

is locally Lipschitz inx and piecewise continuous int.

Definition 2.5 (Uniform Practical Asymptotic Stability) LetΘ ⊂R
m be a set of param-

eters. The system (2.9) is said to beuniformly semiglobally practically asymptotically
stable (USPAS)on Θ if, given any∆ > δ > 0, there existsθ ⋆ (δ ,∆) ∈ Θ such that the ball
Bδ is UAS onB∆ for the systeṁx = f (t,x,θ ⋆).

Moreover, if∆ = ∞ andθ ⋆ is independent of∆, i.e. θ ⋆ = θ ⋆ (δ ), such that the ballBδ
is UGAS for the systeṁx = f (t,x,θ ⋆), the system (2.9) is said to beuniformly globally
practically asymptotically stable (UGPAS)onΘ.

The following result will be useful in the stability analysis of succeeding chapters. It
is a modified version of Proposition 2 from Chaillet and Loría(2006), and can be found
in Kyrkjebøet al. (2006a) for UGPAS systems and in Kristiansenet al. (2006) for USPAS
systems.

Corollary 2.1 Let σi : R
m → R≥0, i ∈ N≤N be continuous functions positive overΘ, and

am, aM and q be positive constants. Assume that, for anyθ ⋆ ∈ Θ, there exists a continu-
ously differentiable Lyapunov function V: R≥0×R

n → R≥0 satisfying, for allx ∈ R
n and

all t ∈ R≥0,
ammin{σi (θ )}‖x‖q ≤V (t,x) ≤ aM max{σi (θ )}‖x‖q (2.10)

Assume that for any∆ > δ > 0 there existsθ ⋆ (δ ,∆)∈ Θ and a classK functionαδ ,∆ such
that, for all x ∈ B∆ \Bδ , i.e. ‖x‖ ∈ [δ ,∆], and all t∈ R≥0,

∂V
∂ t

(t,x)+
∂V
∂x

(t,x) f (t,x,θ ⋆) ≤−αδ ,∆ (‖x‖) (2.11)

Assume also that for all i∈ N≤N, and for every fixed∆ > 0,

lim
δ→0

σi (θ ⋆ (δ ,∆))δ q = 0, and lim
δ→0

σi (θ ⋆ (δ ,∆)) 6= 0 (2.12)

and, for every fixedδ > 0,

lim
∆→∞

σi (θ ⋆ (δ ,∆))

∆q = 0, and lim
∆→∞

σi (θ ⋆ (δ ,∆)) 6= 0. (2.13)

then the systeṁx = f (t,x,θ ⋆) is USPAS on the parameter setΘ.
Moreover, if∆ = ∞ and θ ⋆ is independent of∆, i.e. θ ⋆ = θ ⋆ (δ ), the conditions in

(2.13) are no longer required,B∆ = R
n, and the systeṁx = f (t,x,θ ⋆) is UGPAS on the

parameter setΘ.
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Note that the assumptions of Corollary 2.1 are more conservative than those of the original
result (Chaillet and Loría, 2006, Proposition 2). However,the assumptions of Corollary 2.1
are easier to verify for systems described by the Euler-Lagrange equations, and will thus
be used in the stability analysis of this thesis. See Chaillet (2006) for a thorough discussion
on practical stability.

In the above definition and corollary, the parameterθ represents the tuning parameters,
e.g. control gains or any free design parameter, while the set Θ is the set of allowed
tuning parameters, which may be bounded due to physical constraints such as actuators
limitations. The setB∆ is an estimate of the domain of attraction. In most applications a
larger∆ induces better performance since the operating bandwidth is enlarged. In contrast,
δ represents the radius of the ball to which the solutions ultimately converge; therefore it is
typically required to be small in order to reduce the steady-state error as much as possible.

The functionsσi (θ ) refer in many cases to the minimum eigenvalues of gain matrices
in θ , and thus, roughly speaking, it is imposed that the dependency of ∆ and 1/δ in the
minimum eigenvalues of the gain matrices should be polynomial and of a lower order than
the bounds onV.

Ultimate boundedness and practical stability considerations

The definition of uniform ultimate boundedness in Definition2.1 requires that the solutions
of a system eventually enter a ball without leaving it anymore. Thus, the errors of the
closed-loop system remain in some neighbourhood of the origin after a sufficiently long
time. This has been thede factointerpretation of many definitions of practical stability in
the literature (cf. Khalil (1996)). However, practical stability as defined in Definition 2.5
requires, in addition, that the size of this neighbourhood is reducible at will by tuning some
parameter (typically control gains), and also that the ballBδ is not only attractive, but also
stable. Thus, solutions remain arbitrarily close to a smallneighbourhood of the origin for
all time provided that its initial state was sufficiently close. This suggests a “reasonable”
behaviour of the transient dynamics which is not necessarily the true in the definition of
ultimate boundedness. Note that we can also define the property of practical stability with
respect to design parameters, e.g. the sampling time in discrete-time systems.

For uniform semiglobal practical asymptotic stability or uniform semiglobal ultimate
boundedness we impose that the estimate of the domain of attractionB∆ can be arbitrar-
ily enlarged by a convenient choice of parameters. This situation is fairly common in
continuous-time feedback control problems using static control gains as the tuning param-
eter, and most notably in the case of UGAS (with respect to theorigin) controlled systems
perturbed by bounded external disturbances.

Notice also that, with a slight abuse of notation, fromδ = 0 we recover from Definition
2.5 the notion of uniform semiglobal asymptotic stability (USAS), and when∆ → ∞ we
recover the definition of uniform global practical asymptotic stability (UGPAS). If both
δ = 0 and∆ →∞ we recover the definition of uniform global asymptotic stability (UGAS).

2.1.5 Output feedback control

Output feedback control is a well studied subject throughout the literature (cf. Ortegaet
al. (1994), Loría (1996), Lefeber (2000)), and has been a way of constructing feedback
control laws with a reduced set of measurements. An accuratesystem model is assumed to
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be given for the system under consideration; a mobile robot,a spacecraft, a ship or a robot
manipulator of the form

ẋ = f (t,x,u) (2.14a)

y = h(t,x,u) (2.14b)

wherex ∈ R
n is the state of the system,u ∈ R

r is the input vector that controls the system
andy ∈ R

m denotes the output of the system which represents the measurements. Assume
that a reference inputur (t) exists, and generates a feasible reference trajectory

ẋr = fr (t,xr ,ur) (2.15a)

yr = hr (t,xr ,ur) (2.15b)

For the system (2.14-2.15), we can recall the definition of the output feedback state tracking
control problem from Lefeber (2000) as

Definition 2.6 (Output feedback state tracking problem) Find an appropriate dynamic
control law

u = u(t,xr ,ur ,y,z) (2.16a)

ż = g(t,xr ,ur ,y,z) (2.16b)

such that for the resulting closed-loop system (2.14, 2.16)

lim
t→∞

‖x(t)−xr (t)‖ = 0 (2.17)

This renders the zero tracking error equilibrium asymptotically stable. Note that a feasible
reference state trajectoryxr (t) is assumed to exist, i.e. that once being on the reference
trajectory it is possible to stay on that trajectory. Note also that the output feedback state
tracking problem extends the output feedback output tracking problem of finding a control
law for the inputu such that ast tends to infinity the outputy(t) converges toyr (t).

Based on Definition 2.6, we can now define two output feedback state synchronization
problems to be addressed in this thesis; the output reference state feedback synchronization
problem and the output reference output feedback synchronization problem.

Definition 2.7 (Output reference state feedback synchronization problem) Consider
the system (2.14). Assume that a feasible reference trajectory exists with output (2.15b).
Find an appropriate dynamic control law

u = u(t,yr ,x,z) (2.18a)

ż = g(t,yr ,x,z) (2.18b)

such that for the resulting closed-loop system (2.14, 2.18)there exists aδ > 0 such that

lim
t→∞

‖x(t)−xr (t)‖ ≤ δ (2.19)
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Definition 2.8 (Output reference output feedback synchronization problem) Consider
the system (2.14). Assume that a feasible reference trajectory exists with output (2.15b).
Find an appropriate dynamic control law

u = u(t,yr ,y,z) (2.20a)

ż = g(t,yr ,y,z) (2.20b)

such that for the resulting closed-loop system (2.14, 2.20)there exists aδ > 0 such that

lim
t→∞

‖x(t)−xr (t)‖ ≤ δ (2.21)

Remark 2.1 The control laws (2.18) of Definition 2.7 and (2.20) of Definition 2.8 render
the tracking error uniformly ultimately bounded with boundδ , or asymptotically stable
with respect to the closed ballBδ .

For the motion coordination control problem where the reference stateṡxr (t) andẍr (t) are
unknown and unmeasured, we can consider the output reference feedback control problem
as controlling the measured statesx andẋ of a follower system to an unknown reference
system based only on theoutputyr (t) of the reference system as defined in Definition
2.7. Furthermore, we can design the same output reference feedback control system while
assuming only output measurementsy of the follower system, as defined in Definition 2.8.

Note that the reference in the motion coordination schemes presented in this thesis is
generated by a physical leader system. The physical nature of the leader as a mechan-
ical system subject to moment of inertia and actuator limitations restricts the attainable
velocities and accelerations of the leader. Thus, for the leader system

ẋm = fm(t,xm,um) (2.22a)

ym = hm(t,xm,um) (2.22b)

the following assumptions are made on the states as

Assumption 2.1 The unmeasured statesẋm and ẍm are bounded such that

sup
t
‖ẋm(t)‖ = VM < ∞ (2.23)

sup
t
‖ẍm(t)‖ = AM < ∞ (2.24)

The bounds on the velocity and acceleration of the leader system in Assumption 2.1 can
be established based on the knowledge of a desired trajectory for the leader, or by the
limitations imposed by the maximum acceleration and velocity given by the actuators.
The boundedness assumption of the acceleration and velocity thus has a clear physical
interpretation in mechanical control systems.

Remark 2.2 Note that Assumption 2.1 is an assumption on the attainable velocity and
acceleration of the leader system, and do not impose any restrictions on the system states
x andẋ of the coordination control schemes of Chapter 3 and 4.
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2.2 Kinematic and kinetic preliminaries

The study of motion is twofold; kinematics, which is the geometrical aspect of motion,
and kinetics, which is the analysis of the forces causing themotion. We will first treat the
kinematic relationships between motions in different reference frames, and then discuss
the kinetics for Euler-Lagrange systems in general, and forrobot manipulators and marine
vehicles in particular.

2.2.1 Reference frames

Describing the motion of a system requires at least one frameof reference. For terrestrial
motion (not excluding earth-orbiting satellites) we can define two Earth-centred reference
frames as

ECI The Earth-centred inertial reference frame. When Newton (1687) stated his famous
laws of motion, he referred them to a non-accelerating inertial reference frame which
moved at either zero or constant velocity. This reference frame has motivated the
definition of the ECI reference frame located in the centre ofthe Earth with itsz-axis
pointing towards the geographic north pole (Boreal), its x-axis directed towards the
vernal equinox1, and they-axis completing the dextral triad.

ECEF The Earth-centred Earth-fixed reference frame. This frame rotates with the Earth,
and its origin andz-axis coincide with the ECI-frame, while thex-axis points towards
the Greenwich meridian at 0◦ longitude, and they-axis completes the dextral triad.

For local terrestrial motion we can define more convenient reference frames as

NED The north-east-down reference frame. A fixed reference frame defined relative to
the Earth’s reference ellipsoid, where thexn-axis points toward true North, theyn-
axis toward East, and thezn-axis points downwards normal to the Earth’s surface.
For local navigation close to the surface it is common to assume that this frame is
inertial, and this is usually referred to as flat Earth navigation.

Path/Orbit The path reference frame or the orbit reference frame. The origin is at a point
along a given path or orbit, and itsx-axis is directed along the tangent vector, the
y-axis along the principal normal vector and thez-axis along the binormal vector.
This is often referred to as theSerret-Frenet frame(Frenet (1847)).

Body This is a body-fixed moving reference frame where the origin is chosen in the centre
of gravity of the object, and the axes coincide with the principal axes of inertia. The
xb-axis is chosen along the principal axis of inertia in the forward direction, the
yb-axis directed towards the principal axis in the sideways right direction, and the
zb-axis to complete the dextral triad system pointing downwards along the principal
axis. Rotation of the axes in the body frame relative to a different reference frame
(NED or path/orbit) describes the orientation or attitude of the object, and is given as
roll around the body-fixedx-axis,pitcharound they-axis andyawaround thez-axis.

1The direction parallel to the line from the centre of the Earth to the Sun at the first day of spring. The
gravitational force of the Sun and Moon cause a slow rotationof the Earth’s spin axis with a period of approx. 26
000 years. This suggests that the vernal equinox moves approx. 50 seconds of arc each year and that the ECI is
not an inertial reference frame, but the approximation is sufficient for most terrestrial applications, and certainly
for the applications treated in this thesis.
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Note that for robot manipulators, the base of manipulation is usually fixed, and the
kinematic transformation of positions and velocities for the end-effector is between the
operationaland thejoint space of the manipulator. The joint space is the configuration
space where the joint variables are defined, and the operational space is defined by the
reachable postures for the manipulator, and this is where the task is typically specified.

2.2.2 Euler-Lagrange systems

In this thesis, we consider mechanical systems that can be described by the Euler-Lagrange
equations (cf. Goldsteinet al. (2002)) of the form

d
dt

(
∂L (x, ẋ)

∂ ẋ

)
− ∂L (x, ẋ)

∂x
+

∂F (ẋ)

∂ ẋ
= τ (2.25)

wherex∈R
n are generalized coordinates assumed measurable, andτ ∈R

n are generalized
forces acting on the system.L (x, ẋ) = T (x, ẋ)−V (x) is the Lagrangian function of
potential energyV (x) and kinetic energyT (x, ẋ). We assume that the kinetic energy
function is of the quadratic form

T (x, ẋ) =
1
2

ẋTM (x) ẋ, M (x) = MT (x) > 0 (2.26)

where the inertia matrixM (x) is positive definite and uniformly bounded. Using the
Christoffel symbols of the first kind (Spong and Vidyasagar (1989)) and (2.26), we can
rewrite (2.25) in the form of a Euler-Lagrange systems with dynamics as

M (x) ẍ+C(x, ẋ) ẋ+d(x, ẋ)+g(x) = τ (2.27)

whereC(x, ẋ) ẋ is the vector of Coriolis and centripetal forces, and the vector of potential
forces are given by

g(x) =
∂V (x)

∂x
(2.28)

The dissipative or frictional forces in the system are derived from the scalar dissipation
function F (ẋ), defined from the rate of energyE dissipating from the system, as in
(Sagatun (1992))

dE

dt
= −F (ẋ) =

1
n+1

n

∑
i=1

ci |ẋi |n+1 (2.29)

whereF is a power function and in general a function of the velocity andci , i = 1, . . .n are
positive damping coefficients. Forn = 1 this is known as Rayleigh’s dissipation function.
The dissipative forces

d(x, ẋ) = D(x, ẋ) ẋ =
∂F (ẋ)

∂ ẋ
(2.30)

are dry friction or Coulomb damping forn = 0 in

∂F (ẋ)

∂ ẋi
= ci |ẋi |n−1ẋi (2.31)

linear viscous friction (Newtonian damping) forn = 1, and quadratic damping forn = 2.
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Although (2.27) is a complex nonlinear equation, it satisfies several fundamental prop-
erties (cf. Ortega and Spong (1989)) which can be exploited to facilitate control system
design. These properties are as follows

P1 The inertia matrixM (x) is symmetric, positive definite, differentiable inx, and uni-
formly bounded as

0 < Mm ≤ ‖M (x)‖ ≤ MM < ∞, ∀ x ∈ R
n (2.32)

whereMm andMM are positive constant bounds on the eigenvalues ofM (x).

P2 The Coriolis- and centripetal matrixC(x, ẋ) can always be parametrized in terms of
Christoffel symbols, and thus satisfies

C(x,y)z = C(x,z)y, ∀ x,y,z∈ R
n (2.33)

P3 The matrixN(x, ẋ) = Ṁ (x)−2C(x, ẋ) is skew-symmetric, and thus

yT (Ṁ (x)−2C(x, ẋ)
)

y = 0, ∀ x, ẋ,y ∈ R
n (2.34)

P4 The Coriolis- and centripetal matrixC(x, ẋ) is bounded inx and linear inẋ, and satis-
fies for some positive constantCM

‖C(x, ẋ)‖ ≤ CM ‖ẋ‖ , ∀ x, ẋ ∈ R
n (2.35)

In addition, the following assumption is made on the dissipative term in the system (2.27)

Assumption 2.2 The dissipative termd(x, ẋ) is continuously differentiable inx andẋ, and
satisfies for some kd ≥ 0

yT ∂ d(x, ẋ)

∂ ẋ
y ≥ kd yTy, ∀ x, ẋ,y ∈ R

n (2.36)

and for a continuous functionβd (s) : R≥0 → R≥0

∥∥∥∥
∂d(x, ẋ)

∂ ẋ

∥∥∥∥≤ βd (‖ẋ‖) , ∀ x, ẋ ∈ R
n (2.37)

Note that Assumption 2.2 is a generalization based on practical considerations regarding
the dissipative terms in most Euler-Lagrange systems, and that the presence of dissipative
forces are mainly due to friction or hydro- and aerodynamic damping effects. In particular,
the restrictiveness of Assumption 2.2 is addressed for friction effects in Section 2.2.3, and
for hydrodynamic damping effects in Section 2.2.4.

2.2.3 Robot manipulators

A robot manipulator is an Euler-Lagrange system satisfyingPropertiesP1-P4. This thesis
considersn-degree-of-freedom manipulators with revolute joints only. The robot manip-
ulator dynamics are usually treated in two different configuration spaces; the joint space
and the operational space. We will assume that the dimensionof the operational space is
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equal to the dimension of the joint space (n = r), and thus the manipulator acts in non-
singular configurations. The joint anglesq ∈ R

r and the operational space coordinates
x ∈ R

n×SO(3) constitutes two different sets of generalized coordinatesfor the robot ma-
nipulator, and the generalized positions in a six degree of freedom system are

q :=[q1,q2,q3,q4,q5,q6]
T ∈ R

6 (2.38)

x :=[x,y,z,φ ,θ ,ψ ]T ∈ R
3×SO(3) (2.39)

Note that the vectorx of generalized coordinates has a position sub-vectorp = [x,y,z]T ∈
R

3, and an orientation sub-vectorΘ = [φ ,θ ,ψ ]T ∈ SO(3) (roll, pitch, yaw). The dynamic
model of a robot manipulator in the joint space can be written(Sciavicco and Siciliano
(1996))

Mq (q) q̈+Cq (q, q̇) q̇+dq (q̇)+gq (q) = τq (2.40)

whereq are the joint coordinates,Mq (q) is the inertia matrix,Cq (q, q̇) is the matrix of
Coriolis and centripetal forces,dq (q̇) is a general function of friction or other dissipative
forces, and the gravitational forces are given ingq (x). The joint space model (2.40) be-
longs to the class of Euler-Lagrange systems described by (2.27), and the matrices satisfies
PropertiesP1-P4.

The joint space and the operational space are related through the kinematic relationship

x = f (q) (2.41)

computed from the geometric structure of the manipulator, and enables us to compute the
end-effector position and orientationx ∈ R

3×SO(3) based on the joint variablesq ∈ R
6.

The differential kinematic relationship

ẋ = J(q) q̇ (2.42)

relates the joint space velocitiesq̇ to the operational space velocitiesẋ (Khatib (1987))
through the Jacobian matrixJ(q) = ∂ f(q)

∂q . Through (2.42) we can write the dynamic model
of the manipulator in the operational space as

M (x) ẍ+C(x, ẋ) ẋ+d(x, ẋ)+g(x) = τ (2.43)

wherex are the operational space coordinates,M (x) is the inertia matrix,C(x, ẋ) is the
matrix of Coriolis and centripetal forces,d(x, ẋ) is a general function of friction or other
dissipative forces, and the gravitational forces are givenin g(x). The control input vectorτ
is the generalized forces and moments acting on the system. The operational space model
(2.43) belongs to the class of Euler-Lagrange systems described by (2.27), and the matrices
satisfies PropertiesP1-P4.

The operational space model is related to the joint space model through the transfor-
mations

M (x) =J−T (q)Mq (q)J−1 (q)

C(x, ẋ) =J−TCq (q, q̇) q̇−Mq (q) J̇(q) q̇

d(x, ẋ) =J−T (q)dq (q̇) (2.44)

g(x) =J−T (q)gq (q)

τ =J−T (q)τq
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Friction in a robot manipulator can be classified as viscous or static friction torques
(Sciavicco and Siciliano (1996)). A viscous friction torque is given asFvq̇ whereFv is
a diagonal matrix of viscous friction coefficients. Static friction is often simplified as
Fssign(q̇) whereFs is a diagonal matrix and sign(q̇) is a vector of sign-functions of single
joint velocities. Assuming that both effects are present ina manipulator gives the dissipa-
tive forces in the form

dq (q̇) = Fvq̇+Fssign(q̇) (2.45)

Remark 2.3 Note that the friction term in (2.45) does not satisfy Assumption 2.2 due to
the discontinuous nature of the sign-function. However, static or dry friction is always
dissipative and can be compensated for without introducingany stability problems (cf.
Paulsen and Egeland (1995)). Thus, the static friction terms can be dealt with separately
or left out of the dissipative term in the stability analysis. The dissipative forces in (2.45)
satisfies Assumption 2.2 when the stabilizing static friction term is ignored or dealt with
separately.

2.2.4 Marine vessels

A marine vessel is an Euler-Lagrange system satisfying PropertiesP1-P4. This thesis uses
the vectorial notation from Fossen (2002) to express the equations of motion for a marine
vessel in both the body-fixed frame and the NED frame. The generalized position vector
x ∈ R

3×SO(3) and the velocity vectorν ∈ R
6 in six degrees of freedom are

x :=[x,y,z,φ ,θ ,ψ ]T ∈ R
3×SO(3) (2.46)

ν :=[u,v,w, p,q, r]T ∈ R
6 (2.47)

Note that the vectorx of generalized coordinates has a position sub-vectorp = [x,y,z]T ∈
R

3, and an orientation sub-vectorΘ = [φ ,θ ,ψ ]T ∈ SO(3) (roll, pitch, yaw). The body-
fixed velocity vectorν has a linear velocity sub-vectorv = [u,v,w]T ∈ R

3 (surge, sway,
heave), and an angular velocity sub-vectorω = [p,q, r]T ∈ R

3. The 6 DOF model of a
marine vessel in the body-fixed reference frame can be written (Fossen (2002))

Mν ν̇ +Cν (ν)ν +Dν (ν) ν̇ +gν (x) = τν (2.48)

wherex is the NED position and orientation vector, andν is the body-fixed velocity
vector. The inertia matrixMν (ν) includes added mass effects, and is positive definite
and constant. The Coriolis and centripetal matrixCν (ν) is skew-symmetric (Cν (ν) =
−CT

ν (ν)), and the hydrodynamic damping matrixDν (ν) is non-symmetric and strictly
positive (Dν (ν) > 0, ∀ ν ∈ R

6). The gravitational/buoyancy forces are collected ingν (x).
Note thatν is does not constitute a set of generalized coordinates, andthus the model
(2.48) does not in general satisfy PropertiesP1-P4.

The Jacobian transformation matrixJ(x) relates the body reference frame to the NED
reference frame through

ẋ =

[
ṗ
Θ̇

]
=

[
Rn

b (Θ) 0
0 TΘ (Θ)

][
v
ω

]
= J(x)ν (2.49)
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whereRn
b (Θ) is the rotation matrix from the body frame to the NED frame, and TΘ (Θ) is

a transformation matrix. The relation can be written out in full as



ẋ
ẏ
ż
φ̇
θ̇
ψ̇




=




cψcθ −sψcφ +cψsθsφ sψsφ +cψcφsθ 0 0 0
sψcθ cψcφ +sφsθsψ −cψsφ +sθsψcφ 0 0 0
−sθ cθsφ cθcφ 0 0 0

0 0 0 1 sφtθ cφtθ
0 0 0 0 cφ −sφ
0 0 0 0 sφ

cθ
cφ
cθ







u
v
w
p
q
r




(2.50)
wherec· ands· denotes the cosine and sine functions, respectively. Substituting the kine-
matic equation (2.49) and its derivative into (2.48) yieldsthe dynamic model in the NED
reference frame as

M (x) ẍ+C(x, ẋ) ẋ+D(x, ẋ) ẋ+g(x) = τ (2.51)

The inertia matrixM (x) is positive definite but no longer constant, and the Coriolisand
centripetal matrixC(x, ẋ) is defined in terms of Christoffel symbols. The dissipative vector
D(x, ẋ) ẋ = d(x, ẋ) collects the dissipative forces, whileg(x) is the vector of gravitational
forces. The control input vectorτ is the generalized forces and moments acting on the sys-
tem. The dynamic model (2.51) belongs to the class of Euler-Lagrange systems described
by (2.27), and the matrices satisfies PropertiesP1-P4.

The body-fixed representation of (2.48) is related to the NEDreference frame repre-
sentation of (2.51) through the transformations

M (x) = J−T (x)Mν J−1(x)

C(x, ẋ) = J−T [Cν
(
J−1(x) ẋ

)
−MνJ−1(x) J̇−1(x)

]
J−1(x)

D(x, ẋ) = J−T (x)Dν
(
J−1 (x) ẋ

)
J−1(x) (2.52)

g(x) = J−T (x)gν (x)

τ = J−T (x)τν

Damping in a marine vessel is mainly caused by potential damping forces, skin fric-
tion, wave-drift damping and damping due to vortex sheddingas defined in Fossen (2002).
The contribution from potential damping terms is usually negligible compared to other dis-
sipative terms. Linear skin friction is important in the low-frequency motion of the vessel,
and in addition there is a high-frequency nonlinear (quadratic) skin friction contribution.
Wave drift damping is the added resistance for surface vessels advancing in waves, and
contributes heavily to damping in surge for higher sea-states due to the proportional de-
pendency on the square of the significant wave height. Wave drift damping in sway and
yaw is small relative to the viscous damping due to vortex shedding (drag). The damping
terms contribute to both linear and nonlinear dissipative effects, but in many cases it can be
difficult to separate these effects, and it is convenient to write the hydrodynamic damping
term in the body-fixed frame of the vessel as

Dν (ν) = Dl +Dn(ν) (2.53)

whereDl is the linear part of the damping matrix, andDn (ν) is the remaining nonlinear
damping effects. Note that for a rigid body moving through anideal fluid, the hydrody-
namic damping matrix of (2.53) will be real, non-symmetric and strictly positive. Note
also that the damping term of (2.51) satisfiesD(x, ẋ) > 0∀ x, ẋ ∈ R

6.
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Nonlinear dissipative terms are in practice difficult to identify beyond the contribution
from quadratic damping terms for marine vessels, and in the discussion on dissipative terms
in succeeding chapters, we will thus make the following assumption

Assumption 2.3 The bound on the dissipation vector in (2.37) satisfies for marine vessels

βd (‖ẋ‖) = kD1 +kD2‖ẋ‖ , kD1,kD2 > 0 (2.54)

Thus, we restrict the damping in the system to linear and quadratic damping.

Note that Assumption 2.3 satisfies Assumption 2.2 withβd (·) as defined in (2.54).

2.2.5 Reference kinematics

In the development of a leader-follower coordinated synchronization control scheme, we
desire that the motion of the follower is coordinated to the leader. In dynamic docking
operations where vehicles are docked in moving vehicles, asfor autonomous underwater
vehicles docking in submarines, the coordination reference will coincide with the leader,
and the control objective is just that of making the followerconverge to the leader. In
a many practical situations, however, the follower should not converge to the leader, but
rather to a reference position relative to and uniquely determined by the leader. We will
use the concept of areferencevehicle (see Figure 2.2) to designate this position.

Remark 2.4 Note that we will use the term vehicle as a generalization of amarine vessel,
a spacecraft or any detached mechanical system, while structures like robot manipulators,
that does not always lend themselves to the concept of a vehicle, will be given special
attention in the definition of a reference position for such situations.

xr

xm

Vm

Vs

Vr

γm
d

ψm

xn

yn

xm

ym

Figure 2.2: The leader vehicleVm, the follower vehicleVs and the reference vehicleVr .

Vm The leader vehicle with positionxm = (x,y,ψ)T .

Vr The reference vehicle shifted a distanced in the direction given by the angleγm relative
to the position of the leader vessel.

Vs The follower vehicle that coordinates to the reference vehicle.
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The reference vehicle in a 3DOF applications can be illustrated through the control
problem: Given the position and orientation(x,y) and heading angleψ of the leader ve-
hicle, we want the follower vehicle to converge to a positionshifted by a distanced at an
angleγm relative to the leader.

The position and heading in the NED frame of a reference vehicle placed at a constant
distanced from the leader vehicle is given by the vectordm

r from the leader vehicle to the
reference vehicle

dm
r =




dcosγm

dsinγm

0


 (2.55)

through the relation
xr = xm+J(xm)dm

r (2.56)

whereJ(xm) is the Jacobian transformation matrix from (2.49). The position and heading
of the reference vehicle is thus uniquely determined by the position and headingxm of the
leader vehicle and the vectordm

r . We can obtain the differential kinematic relation for the
reference vehicle using (2.49), and recognizing that for a 3DOF application the Jacobian
matrixJ(xm) of (2.50) reduces to a simple rotation matrix in headingJ(ψm) Differentiating
(2.56) gives

ẋr = ẋm+J(xm)S(rm)dm
r (2.57)

whereS(·) is a skew-symmetric matrix.
The differential kinematic relationship for the leader vehicle in the NED frame can be

written in component form using (2.49)

ẋm = umcosψm−vmsinψm

ẏm = umsinψm+vmcosψm (2.58)

ψ̇m = rm

Consider the case where the reference vehicle is chosen at a position orthogonally off one
of the sides of the leader, i.e. withγm = ± π

2 , to achieve parallel motion between the leader
and follower. The vector from the leader vehicle to the reference vehicle in (2.55) now
becomes

dm
r =




0
± d

0


 (2.59)

and the component form of (2.57) is then

ẋr = ẋm±drmcosψm

ẏr = ẏm±drmsinψm (2.60)

ψ̇r = rm

Substitutinġxm from (2.58) in (2.57) and definingur = um±drm, vr = vm andrr = rm gives

ẋr = ur cosψm−vr sinψm

ẏr = ur sinψm+vr cosψm (2.61)

ψ̇r = rr
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It is easy to see from (2.61) that for parallel motion only theforward velocity of the ref-
erence vehicle is changed (ur = um±drm) with respect to that of the leader vehicle. Note
that this is necessary for the follower vehicle to maintain its position parallel to the leader
vehicle during turns due to the difference in turn radius. The differential kinematic model
of the reference vehicle can now be written as

ẋr = J(xm)νr (2.62)

whereνr = [um±drm, vm, rm]T . See Appendix B for a complete discussion on the kine-
matics of the reference vehicle forλm ∈ [0,2π).

Remark 2.5 Note that for a robot manipulator, it is often desirable thatthe follower copies
the motion of the leader. For these situations, the positionof the follower manipulator
should converge to that of the leader manipulator. However,manipulating rigid structures
with two manipulators in a coordinated control scheme requires that we define a reference
position for the follower through a similar reasoning as forthe reference vehicle. In these
applications, the orientation and length of the rigid structure interconnecting the two ma-
nipulators define the vectordm

r from the leader manipulator to the reference manipulator.
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Chapter 3

The Observer-Controller Approach

This chapter proposes an observer-controller scheme for coordinated motion control that
solves the output reference control problems of Section 2.1.5. The observer-controller ap-
proach is based on designing anerror observer for the evolution of the coordination error,
and then reconstructing the leader states based on these coordination errors and the states
of the follower. The observer-controller approach is first applied to the control problem of
coordinating a follower to a leader utilizing state measurements of the follower as in Defi-
nition 2.7, and then to the control problem where only position measurements are available
for the follower as in Definition 2.8. The results presented in this chapter are based on
Kyrkjebø and Pettersen (2003), Kyrkjebøet al. (2004), Kyrkjebø and Pettersen (2005a),
Kyrkjebøet al. (2006b) and Kyrkjebø and Pettersen (2007a).

3.1 The Observer-controller principle

The leader-follower coordination problem where the leaderis a dynamic system for which
the parameters of the mathematical model, the control inputs and the internal states of the
leader are unknown to the follower, requires that the statesof the leader are estimated in
order to coordinate the motion of the leader and follower system. The lack of model infor-
mation of the leader precludes the design of model-based observers that directly estimates
the states of the leader. Time-filtered derivatives of the position signals may be constructed,
but this may be at the expense of robustness under noisy conditions. Thus, in this chapter
we propose a model-based observer that filters the coordination errors through the dynamic
model of the follower to provide estimates of the unknown states of the leader.

Model-based tracking approaches have been applied to mechanical systems by Salichs
et al. (1991) and Donget al. (2002) for mobile robots, Loríaet al. (1997), Lefeber (2000)
and Loría and Melhem (2002) for mechanical systems, Fossen and Berge (1997), Pettersen
and Nijmeijer (1998), Encarnacao and Pascoal (2001) and Aguiar and Hespanha (2004)
for marine systems, Al-Hiddabi and McClamroch (2002) for flight control, and many oth-
ers. An output feedback tracking controller using a velocity observer design was proposed
in Berghuis (1993) for robots, and this approach utilized a sliding surface (Slotine and Li
(1987b)) to passively filter the reference states. Note that all of the tracking approach as-
sume state information of the reference trajectory, while Rodriguez-Angeles and Nijmeijer
(2001) presented an output coordination control approach for two robot manipulators based
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Vm

Vs

Vr

xm

xr

x

̂̇e

̂̇x

̂̇xm,̂̈xm

e

τ

Controller

Algebraic blockError observer

State observer

System dynamics

Figure 3.1: Schematic of the coordination observer-controller control scheme. The refer-
ence positionVr is uniquely determined by the leader systemVm, and all the control and
estimation necessary to achieve coordination is the responsibility of the follower system
Vs.

on position measurements of both the reference and the coordinating system only. This ap-
proach was later utilized in Nijmeijer and Rodriguez-Angeles (2003) for both coordinating
and cooperating systems. A general overview of observers for nonlinear systems can be
found in Marino and Tomei (1995) and Nijmeijer and Fossen (1999), while observers for
synchronization are discussed in Nijmeijer and Mareels (1997), Pogromsky and Nijmeijer
(1998) and Huijberts and Nijmeijer (2001).

In this chapter, we propose an observer-controller design that coordinates two systems
in a leader-follower configuration using only the position as output information from the
leader system. The parameters of the leader system are considered unknown, and model-
based observers can not be designed to estimate the unknown states directly. Thus, fol-
lowing the approach of Nijmeijer and Rodriguez-Angeles (2003), the observer-controller
design of this chapter utilizes information about the modeland control input of the fol-
lower to filter the closed-loop errors of the coordination scheme to generate estimates of
the derivatives of the closed-loop errors. When the states of the follower are known, ei-
ther through measurements as in Section 3.2 or through a nonlinear observer as in Section
3.3, estimates of the leader states can be constructed through algebraic manipulation. The
control input to the follower from the coordination controllaw is based on estimates of the
states of the leader, and can be thought of as part of the correction term in the observer. In
fact, the follower becomes aphysical observerof the leader.

The principle of the proposed observer-controller coordination approach is shown in
Figure 3.1. Note that all the coordination control responsibility is placed on the follower
system. The only information that enters the coordination block from the reference is
the position vectorxr that gives the desired position for the follower system. Based on
the position of the followerx and the position of the reference systemxr , a coordination
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errore forms the basis for the coordination controller. However, derivatives of this error
will be needed in the control law, and thus an error observer estimatingė is constructed
using the dynamic model of the follower and the coordinationcontrol law. In addition, for
situations where the velocity of the follower is unknown, a state observer is constructed
for the follower to estimatėx in Section 3.3. Based on the estimated errorse and ė and
the states of the followerx and ẋ, the states of the reference system can then be found
algebraically through the definition of the coordination errors.

Note that the desired position of the follower systemVs is at a reference position
uniquely defined by the leader systemVm. The reference systemVr representing this ref-
erence position can be constructed using the approach of Section 2.2.5. However, the
discussion of this chapter adopts the leader systemVm as the reference system to simplify
the illustrations and better introduce the concept of a physical observer, and to reduce the
number of systems involved in the derivation of the coordination controller and observers.
To utilize the concept of the reference system in the following coordination schemes, the
leader states with subscriptsm should thus be replaced by that of the reference systemr,
and the reference system should be defined in terms of the leader system following the
procedure in Section 2.2.5.

3.1.1 A coordination design

The control objective of the proposed coordination observer-controller scheme is to syn-
chronizes the statesx and ẋ of the follower system to the statesxm and ẋm of the leader
(reference) system. The leader is assumed to be a physical system where the parameters of
the dynamic model and the control inputs are unknown, and where the position vectorxm

is the only measured output. We define the coordination errors as

e= x−xm, ė= ẋ− ẋm, ë= ẍ− ẍm (3.1)

The unknown state derivatives of the leaderẋm andẍm can be passively filtered by restrict-
ing the position errore to lie on a sliding surface (Slotine and Li (1987b))

ė+ ΛΛΛe= 0 (3.2)

whereΛΛΛ is a constant matrix whose eigenvalues are strictly in the right of the half complex
plane. This is achieved by replacing the unknown reference statesẋm andẍm with a virtual
reference trajectory

y =xm−ΛΛΛ
∫ t

0
edt (3.3a)

ẏ =ẋm−ΛΛΛe (3.3b)

ÿ =ẍm−ΛΛΛė (3.3c)

and defining
s= ẋ− ẏ = ė+ ΛΛΛe (3.4)

as a measure of tracking. The vectors conveys information about the boundedness and
convergence ofx and ẋ, and the definition can be seen as a stable first-order differential
equation ine with s as an input. For bounded initial conditions, boundedness ofs will
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3. THE OBSERVER-CONTROLLERAPPROACH

imply boundedness ofe andė. The formal definition ofy in (3.3a) is equivalent to adding
an internal feedback loop in the controller, but the integral term

∫ t
0 e dt will not be used

explicitly in the controller. The passive filtering of the leader states gives additional design
freedom in choosing the slope of the sliding surface throughΛΛΛ that in some cases simplifies
the stability analysis of the proposed coordination control schemes.

Consider now the case where the derivatives of the leader andfollower system are
known and measured in the control design to illustrate the coordination design. Thus, we
would have state information of the reference, and state information of the follower system,
and could design a coordination control law using state feedback. Write now the dynamics
of (2.27) using (2.30) and (3.4) as

M (x) ṡ= −C(x, ẋ)s−D(x, ẋ) ṡ+ τ −M (x) ÿ−C(x, ẋ) ẏ−D(x, ẋ) ẏ−g(x) (3.5)

Utilizing a state feedback coordination control law inspired by Paden and Panja (1988)

τ = M (x) ÿ+C(x, ẋ) ẏ+D(x, ẋ) ẏ+g(x)−Kds−K pe (3.6)

allows us to construct a Lyapunov function

V (t) =
1
2

sTM (x)s+
1
2

eTK pe, K p = KT
p > 0 (3.7)

where the derivative of (3.7) is

V̇ (t) = −sT (D(x, ẋ)+Kd)s−eTΛΛΛTK pe (3.8)

SinceV (t) is positive definite, anḋV (t) is negative definite it follows that the equilibrium
(e,s) = (000,000) would be globally exponentially stable (GES) for state feedback control, and
from convergence ofs→ 000 ande→ 000 thatė→ 000.

3.2 Output reference coordination design with state feedback

The state feedback problem of Section 3.1.1 is trivial in itssolution, but the control law
of (3.6) can not be implemented when the states of the leader are unknown. Thus, in this
section we propose an observer-controller approach to solve the coordination problem of
Definition 2.7, for which only the positionxm is available as output information from the
leader, but we have both position and velocity measurementsfor the follower system. The
results presented here are based on Kyrkjebø and Pettersen (2007a).

3.2.1 Coordination control design

The control law (3.6) can not be implemented when the states of the leadeṙxm andẍm are
unknown, and thus a control law that depends on estimated values for the stateṡy, ÿ ands
should be employed. We propose the control law

τ = M (x)̂̈y+C(x, ẋ)̂̇y+D(x, ẋ)̂̇y+g(x)−Kdŝ−K pe (3.9)
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to coordinate the states of the follower to the states of the leader. A full-state nonlinear
model-based Luenberger observer (Luenberger (1971)) is designed to estimatêeandŝas

d
dt

ê= ŝ−ΛΛΛê+L 1̃e (3.10a)

d
dt

ŝ=−M−1(x) [C(x, ẋ) ŝ+D(x, ẋ) ŝ+Kdŝ+K p̂e]+L2ẽ (3.10b)

whereẽ= e− ê. The closed-loop error dynamics of the system (2.27) and thecontroller
(3.9) are

M (x) ṡ+C(x, ẋ)s+D(x, ẋ)s+Kds+K pe= C(x, ẋ) s̃+D(x, ẋ) s̃+Kds̃+M (x)˜̇s (3.11)

wherẽs= s− ŝ. The estimation error dynamics can be found through the relations

˙̃e=
d
dt

(e− ê) , (3.12)

˙̃s=
d
dt

(s− ŝ) (3.13)

by inserting the state-space representation of (3.11) and the observer (3.10) to give

˙̃e= s̃− (ΛΛΛ+L1) ẽ (3.14)
˙̃s= ˜̇s−

(
M−1 (x)K p +L2

)
ẽ (3.15)

Note from (3.15) that̃̇s 6= ˜̇s through the definition of the error observer in (3.10). Assuming
for simplicity that the gain matricesK p, Kd andL1, L2 are symmetric and positive definite,
a change of coordinates can be introduced through

ē= e− ẽ (3.16)

s̄= s− s̃ (3.17)

that gives the closed-loop error dynamics of (3.11) by using(3.14) as

M (x) ˙̄s+C(x, ẋ) s̄+D(x, ẋ) s̄+Kds̄+K pē= M (x)L2ẽ (3.18)

Note that through (3.14) and (3.16) we can write

˙̄e=
d
dt

(e− ẽ) = s̄−ΛΛΛē+L1ẽ (3.19)

and that the estimates of the leader states become

̂̇y = ẋ− ŝ (3.20)

̂̈y = −ΛΛΛ (̂s−ΛΛΛê+L1ẽ) (3.21)

3.2.2 Stability analysis

The objective of the control law of the follower is to coordinate the follower system to the
leader system based on the estimates of the leader states. The leader states are indirectly
estimated through the error observer of (3.10) that uses thedynamic model of the follower
and its control input as parameters.
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Theorem 3.1 Consider the model (2.27), the controller (3.9) and the observer (3.10). Un-
der Assumption 2.1, the closed-loop errors

η̃ =
[
ėT eT ˜̇eT

ẽT
]T

(3.22)

are globally uniformly ultimately bounded. The bound is a function of the leader acceler-
ation ẍm.

Details of the proof of Theorem 3.1 are given in Appendix C.1.1.
Sketch of proof: Consider the Lyapunov function candidate

V (s̄, ē, s̃, ẽ) =
1
2

s̄TM (x) s̄+ ēTK pē+
1
2

s̃TP1̃s+
1
2

ẽTL2ẽ− ẽTP2̃s (3.23)

whereP1 andP2 are positive definite constant matrices to be defined and (3.23) is positive
definite through PropertyP1when

P1,mL2,m > P2
2,M (3.24)

Defining the shorthandL3 := ΛΛΛ + L1, and introducing a constant parameterε > 1 used
as a tuning parameter in the stability proof, the derivativeof (3.23) along the closed-loop
trajectories becomes

V̇ (s̄, ē, s̃, ẽ) = −1
2

[
s̄
ē

]T

Q1︷ ︸︸ ︷[
D(x, ẋ)+Kd 0

0 ΛΛΛTK p

][
s̄
ē

]

− 1
2

[
s̃
ẽ

]T

Q2,β︷ ︸︸ ︷[
2L1

(
M−1 (x)K p−LT

3 L1
)

(
M−1 (x)K p−LT

3 L1
)

2
ε L2L3−L1

(
M−1 (x)K p+L2

)
][

s̃
ẽ

]

− 1
2

[
s̄
ẽ

]T

Q3︷ ︸︸ ︷[
D(x, ẋ)+Kd −M (x)L2

−M (x)L2
ε−1

ε L2L3

][
s̄
ẽ

]

− 1
2

[
ē
ẽ

]T

Q4︷ ︸︸ ︷[
ΛΛΛTK p −LT

1 K p

−LT
1 K p

ε−1
ε L2L3

][
ē
ẽ

]
+ βN (·)

(3.25)

where we have chosenP1 = I for simplicity, and introduced a tuning gain on the perturba-
tion through the choice ofP2 = L1. The perturbation termβN (·) is now given as

βN (·) = −
(
s̃T − ẽTL1

)
ẍm (3.26)

The termQ1 is positive definite trivially with symmetric positive definite gainsΛΛΛ, K p and
Kd, andQ2,β is positive definite when

Q2,β > 0⇔
4
ε L2,mL3,m−L2

1,M

(
M−1

m K p,M +L2,M
)

[(
M−1

m K p,M −LT
3,mL1,m

)]2 > 1 (3.27)
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where the positive definiteness can be ensured through tuning the filter gainΛΛΛ of (3.2).
Conditions for positive definiteness forQ3 andQ4 are

Q3 > 0 ⇔
ε−1

ε (Dm+K p,m)L3,m

M2
ML2,M

> 1 (3.28)

Q4 > 0 ⇔
ε−1

ε ΛΛΛT
mL2,mL3,m

L2
1,MK p,M

> 1 (3.29)

The perturbation term of (3.26) can thus be bounded as

βN (·) ≤ (‖̃s‖+L1,M ‖ẽ‖)AM (3.30)

The closed-loop errors̄s, ē, s̃, ẽ, and thus̃η of (3.22), are globally uniformly ultimately
bounded with the lower boundδ of Definition 2.1 as

δ =
√

1+L1,M

√
AM (3.31)

Remark 3.1 Note that the acceleration of the leaderẍm will be present as a non-vanishing
disturbance in the observer-controller scheme, and thus the origin of the closed-loop error
space is no longer an equilibrium. We can therefore only conclude that the closed-loop
errors are ultimately bounded by some function of the leaderacceleration̈xm.

3.2.3 Simulation study

The observer-controller approach for coordination with only position measurements of the
leader, but with state information of the follower, was simulated in the simulation environ-
ment of Appendix E with initial states and gains given in Table 3.1. In the simulations, the
leader ship tracks a sine wave reference trajectory sin(ϖt) with frequencyϖ = 1/15 rad/s
with heading angleψm along the tangent line.

Table 3.1: Initial states and gains for observer-controller scheme

Initial states for leader, follower and obs. Observer and controller gains
xm = [ 0 0 0 ]T K p = diag[ 1 1 1 ]

x = [ −1 1.5 π
2 ]T Kd = diag[ 40 40 10 ]

x̂ = [ 0 0 0 ]T L1 = diag[ 1 1 1 ]
ΛΛΛ = diag[ 0.3 0.3 0.3 ] L2 = diag[ 1.3 1.3 1.3 ]

The coordination controller and observer errors in positioneand velocitẏeare shown in
Figure 3.2, and we see that the closed-loop errors are uniformly ultimately bounded. Small
oscillations are observed in the plots due to the non-vanishing perturbing acceleration̈xm

of the leader. Note that the performance of the observer-controller scheme can be further
optimized through gain tuning, but the convergence of the scheme is here illustrated using
preliminary gains that illustrates the uniform ultimate boundedness of the scheme.
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Figure 3.2: Synchronization errors in positione and velocityė (upper row), and observer
errors̃e and˜̇e (lower row).

3.3 Output reference coordination design with output feedback

To account for situations where only the position measurement is available forboth the
leader and the follower, the observer-controller scheme ofSection 3.2 is modified to re-
move the necessity of measuringẋ. In this section, a second nonlinear observer is intro-
duced to estimate the velocity of the follower using the dynamic model of the follower
(2.27). Simulations and experiments are presented in a back-to-back comparison of the
theoretical and experimental results, and the impact from of modelling errors, external dis-
turbances and the gain tuning process are discussed. The results of this section are based
on Kyrkjebø and Pettersen (2003), Kyrkjebøet al. (2004) and Kyrkjebø and Pettersen
(2005a).

3.3.1 Coordination control design

The control objective of the coordination problem of Definition 2.8 is to synchronize the
states of the followerx andẋ to the states of the leaderxm andẋm based on measurements of
x andxm only. Thus, in this section we propose to extend the coordination control scheme
of Section 3.2 by introducing a nonlinear model-based stateobserver for the unmeasured
stateẋ of the follower. The presentation in this section is done under an assumption of
linear dissipation in the model of (2.27) to investigate theeffect of modelling errors in
the back-to-back comparison between simulated and experimental results. Note, however,
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that the stability results concluded in this section are valid for systems with nonlinear
dissipative terms as shown in Kyrkjebøet al. (2006b).

The dissipative termd(x, ẋ) = D(x, ẋ) ẋ of (2.27) in this section is assumed to include
only linear dissipative terms (e.g. viscous friction, hydrodynamic skin friction)

Assumption 3.1 The dissipative term is linear in velocityẋ such thatD(x, ẋ) ẋ = D(x) ẋ.

Remark 3.2 Note that Assumption 3.1 is valid for low-speed applications within robotics
and marine vehicles, and in practice it is difficult to determine nonlinear dissipative terms
over a wide speed regime. Thus, the assumption reflects the challenges faced when design-
ing a nonlinear control system where model terms are cancelled; the complete model of a
system (2.27) is often not available, and thus the control scheme employed must incorpo-
rate some robustness to modelling errors.

The definition of the coordination errors from Section 3.1.1in (3.1) gives the model
(2.27) under Assumption 3.1 as

M (x) ë= −C(x, ẋ) ė−D(x) ė+ τ −M (x) ẍm−C(x, ẋ) ẋm−D(x) ẋm−g(x) (3.32)

To solve the problem of Definition 2.8 where only position measurements are available for
both the leader and the follower, we propose a coordination control law that depends on
estimates of the unknown states as

τ = M (x)̂̈xm+C
(

x,̂̇x
)
̂̇xm+D(x)̂̇xm+g(x)−Kd̂̇e−K pe (3.33)

To obtain estimates for the errorseandė, we propose a nonlinear model-based Luenberger
observer

d
dt

ê= ̂̇e+Le1ẽ (3.34a)

d
dt
̂̇e= −M (x)−1

[
C
(

x,̂̇x
)
̂̇e+D(x)̂̇e+Kd̂̇e+K p̂e

]
+Le2ẽ (3.34b)

whereLe1,Le2 are positive definite gain matrices, and the estimated position/attitude and
velocity coordination errors are defined as

ẽ= e− ê, ˜̇e= ė− ̂̇e (3.35)

Note that in the definition of the error observer in (3.34) and(3.35), we do not utilize the
measure of trackingsof (3.4) as in the error observer (3.10) of Section 3.2. The measure of
tracking introduces a coupling between the estimatesê and̂̇e that complicates the stability
analysis, and the additional design freedom introduced through the filter gainΛΛΛ in Section
3.2 is not needed in this section due to the introduction of a nonlinear state observer with
additional tuning gains.

To estimate the unmeasured velocityẋ of the follower, we propose a second nonlinear
state observer

d
dt

x̂ = ̂̇x+Lx1x̃ (3.36a)

d
dt
̂̇x = −M (x)−1

[
C
(

x,̂̇x
)
̂̇e+D(x)̂̇e+Kd̂̇e+K pe

]
+Lx2x̃ (3.36b)
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whereLx1,Lx2 are positive definite gain matrices, and the estimation position/attitude and
velocity errors are defined as

x̃ = x− x̂, ˜̇x = ẋ− ̂̇x (3.37)

The leader velocity and acceleration valueŝ̇xm and ̂̈xm are not available through direct
measurement, and the velocity and acceleration values for the leader are reconstructed
as in Section 3.2 based on information of the follower and thecoordination closed-loop
system. Estimates foṙxm andẍm are given as

̂̇xm = ̂̇x− ̂̇e

̂̈xm =
d
dt

(
̂̇x− ̂̇e

)
= −

(
M (x)−1K p+Le2

)
ẽ+Lx2x̃

(3.38)

where the last relation stems from (3.34) and (3.36). To formulate the closed-loop error
dynamics, we introduce a change of coordinates

ē= e−xm x̃m = ẽ− x̃

˙̄e= ė− ẋm
˙̃xm = ˜̇e− ˜̇x−L1x̃m

(3.39)

to write the closed-loop error dynamics of the system (2.27)with the controller (3.33) as

M (x) ¨̄e+C(x, ẋ) ˙̄e+D(x) ˙̄e+Kd ˙̄e+K pē= M (x)L1
˙̃xm+D(x)L1x̃m−K p (3.40)

−C(x, ẋ)
(

˙̃x+L1(x̃− x̃m)
)

+C
(

x, ˙̃x+L1x̃
)

( ˙̄e−L1x̃m)+Kd

(
˙̃x+L1(x̃+ x̃m)

)
x̃m

and the estimation error dynamics from the observers (3.34)and (3.36) as

¨̃xm =−M (x)−1K p (x̃+ x̃m)−L1
˙̃xm−L2x̃m− ẍm (3.41)

¨̃x =−M (x)−1K p (x̃+ x̃m)−L1
˙̃x−L2 (x̃+ x̃m)

+M (x)−1
[
C
(

x, ˙̃x+L1x̃
)
−2C(x, ẋ)+D(x)

](
˙̃x+L1x̃

) (3.42)

3.3.2 Stability analysis

The objective of the control law of the follower is to coordinate the follower system to
the leader based on estimates of the states of the leader and the velocity of the follower
obtained through nonlinear observers. Under the assumptions that the positive definite
symmetric observer gain matricesLe1,Le2,Lx1,Lx2 are chosen as

Le1 = Lx1 := L1 Le2 = Lx2 := L2 (3.43)

the following results holds:

Theorem 3.2 Consider the model (2.27), the controller (3.33) and the observers (3.34)
and (3.36). Under Assumptions 2.1 and 3.1, the closed-loop errors

η̃ =
[
ėT eT ˜̇eT

ẽT ˜̇xT
x̃T
]T

(3.44)

are semiglobally uniformly ultimately bounded. The bound is a function of the leader
accelerationẍm. Furthermore, under the assumption of zero acceleration ofthe leader,
ẍm = 0, the closed-loop errors of (3.44) are semiglobally exponentially converging to zero.
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Details of the proof of Theorem 3.2 are given in Appendix C.1.2.
Sketch of proof: Introduce the vectorζ ∈ R

6n denoting the states of the error dynamics of
(3.40 - 3.42) as

ζ T =
[
˙̄eT ēT ˙̃x

T
m x̃T

m
˙̃x
T

x̃T
]

(3.45)

Note thatη̃ is related toζ throughη̃ = Tζ whereT is a non-singular 6n× 6n matrix
defined as

T =




I 0 I 0 0 0
0 I 0 I 0 0
0 0 I L 1 I L 1

0 0 0 I 0 I
0 0 0 0 I L 1

0 0 0 0 0 I




(3.46)

Consider the Lyapunov function

V (ζ ) =
1
2

ζ TP(ζ )y (3.47)

whereP(ζ ) = P(ζ )T is given by

P(ζ ) =




ε0

[
M (x) λ0M (x)

λ0M (x) K p + λ0Kd

]
0 0

0

[
I µ (x̃d) I

µ (x̃d) I L 2

]
0

0 0

[
I γ (x̃) I

γ (x̃) I L 2

]




(3.48)
whereI ∈ R

n×n is the identity matrix,ε0,λ0,µ0,γ0 ∈ R are positive constants, andµ (x̃d)
andγ (x̃) are defined by

µ (x̃d) =
µ0

1+‖x̃d‖
, γ (x̃) =

γ0

1+‖x̃‖ (3.49)

Sufficient conditions for positive definiteness ofP(ζ ) are

Kd,m > λ0MM, L2,m > max
{

µ2
0,γ2

0

}
(3.50)

whereMM is the largest eigenvalue ofM . The time derivative of (3.47) along the error
dynamics of (3.40 - 3.42) yields

V̇ (ζ ) ≤ ‖ζN‖
(

α0−QN,m‖ζN‖+ α2‖ζN‖2
)

(3.51)

where the positive definite matrixQN, the scalarsα0,α2 and the vectorζN are given in
Appendix C.1.2. The coordination observer-controller scheme can be treated as a perturbed
system, and local uniform ultimate boundedness ofζ , and thus̃η , can be concluded from
Proposition 2.1. The size ofy2 in Proposition 2.1 can be made arbitrarily small by a proper
choice ofL1,M, and thus the ultimate bound forη̃ can be made arbitrarily small. The region
of attraction is given by

∆ =

{
x ∈ R

6n | ‖x‖ <
y2

‖T‖

√
P−1

m PM

}
(3.52)
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Since the size of the region of attraction∆ is proportional toy2, this region can be ex-
panded by increasingy2, and the closed-loop errors̃η are semiglobally uniformly ulti-
mately bounded.

The ultimate boundedness result is due to the non-vanishingdisturbance from leader
acceleration̈xm of Remark 3.1. Furthermore, under the assumption of constant velocity of
the leader(ẍm = 0), the derivative of the Lyapunov function (3.51) is reduced to

V̇ (ζ ) ≤ ‖ζN‖2 (−QN,m+ α2‖ζN‖) ≤−κ ‖ζN‖2 (3.53)

since (3.52) guarantees thatQN,m > α2‖ζN‖. Semiglobal exponential convergence to zero
of the closed-loop errors̃η = Tζ for zero leader accelerationẍm = 0 follows directly from
(3.53).

In this section, the observer-controller scheme of Section3.2 was extended with a non-
linear state observer for the follower to estimate the unknown velocityẋ to solve the prob-
lem of Definition 2.8. The lack of velocity measurements of the follower introduced some
more complexity in the stability analysis of the observer-controller scheme when employ-
ing a second state observer, due to the fact that the Coriolis- and centripetal termC(x, ẋ) ẋ
is dependent on the unmeasured stateẋ. The unknown velocity of the follower in the
Coriolis- and centripetal term causes a locality in the state observers, which can not be
dominated in the observer-controller design using static control gains. The region of at-
traction is thus reduced from a global to a semiglobal result.

Note that the properties of semiglobal ultimate boundedness and semiglobal exponen-
tial convergence of the closed-loop errors can also be shownto hold for systems with
nonlinear dissipative terms (Kyrkjebø and Pettersen (2005a)).

3.3.3 Simulations and experiments

The observer-controller scheme where only position measurements are available from the
leader and the follower were applied to the simulation and experimental environment of
Appendix E. In order to validate the theoretical results, a back-to-back comparison be-
tween simulations under ideal conditions and experiments were performed. The simula-
tions were performed under the assumption of no external disturbances and no measure-
ment noise, and the practical experiments were performed ona model ship in a closed
basin under the influence of waves and measurement noise.

Simulations and experiments are presented for the case whenthe leader is stationary to
illustrate the exponential convergence of the scheme undera zero-acceleration assumption
for the leader, and for the practical case when no such assumptions can be made on the
leader acceleration, and thus the closed-loop errors are ultimately bounded.

To facilitate a direct comparison between the practical results and the simulations, the
leader vessel was simulated as a virtual ship on a computer (see Remark E.1). The virtual
ship was based on a theoretical ship model, and controlled using a backstepping controller
from Skjetneet al. (2003) to track a sine wave trajectory.

Note that during the experiments with waves, only the follower vessel experienced
waves as a disturbance, while the leader vessel sailed in a virtual calm sea. However, in
practical replenishment operations, both ships would pursue a heading into the waves and
the effect of currents, waves and wind would therefore to some extent be similar on the two
ships. The experiments with waves thus serve as an extreme case of how the two ships can
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experience different external disturbances, and are a measure of how robust the scheme is
with regards to external disturbances.

The observer-controller coordination scheme presented isbased on a model with only
linear damping terms satisfying Assumption 3.1, and thus only linear damping terms are
employed in the observers and the controller during simulations and experiments. Note,
however, that the model ship used in experiments will experience nonlinear damping ef-
fects. The experiments thus serve as a measure how the observer-controller coordination
scheme performs under modelling errors.

Note that for the experiments, only the position of the supply vessel was available for
measurements, and thus convergence of the velocitiesẋ→ ẋm could not be verified directly.
The only states available from the experimental data weree, ẽ, x̃m and˜̇xm. However, when
the given experimental states compare with the corresponding states of the simulation re-
sults, it is plausible to conclude that the total state of theexperimental results is comparable
to the simulated results as well.

Tuning

The observer gainsL1,L2 and the controller gainsK p,Kd have to be chosen such that the
region of convergence is large enough to ensure convergencefrom the initial states, and
at the same time such that the ultimate bound of closed-loop errors is acceptably small
for practical replenishment operations. The uniform ultimate boundedness result is of
semiglobal nature due to the proportional dependence ony2 in the bound (3.51) and re-
gion of attraction (3.52). However, for small initial estimation errors in the observers of
(3.34) and (3.36), higher initial synchronization errors can be considered.

The choice of observer gainsL1 andL2 in (3.34) and (3.36) is a choice between the
performance of the estimator during transients, and the influence from measurement noise.
Choosing the gains too low may result in poor estimates whichin turn leads to poor control
performance, while choosing the gains too high may result inhighly fluctuating control
actions. In particular, the choice of a high gainL1 will affect the size of the ultimate
bound, while a very small gain will introduce slightly damped oscillations in the system.

The choice of controller gainsK p andKd in (3.33) are influenced by the choice of
observer gains, since the rule of thumb is that the observer should converge faster than the
controller. This cannot be verified directly due to the lack of a general separation principle
for nonlinear system, and can only be examined for a set pointlinearization of the system.
Increasing the proportional gainK p in the controller will lower the synchronization po-
sition errors. The derivative termKd should be chosen high enough to provide sufficient
damping in the system to prevent oscillations during tracking, but note that the choice of a
high gainKd will amplify any measurement noise on the velocity estimates.

Experiments with zero leader acceleration,̈xm = 0

The exponential convergence of the observer-controller coordination scheme can be ob-
served when the leader accelerationẍm is zero, and thus include situations where the leader
vessel moves at a constant non-zero velocity. However, the restriction of a constant veloc-
ity is difficult to satisfy in experiments where the leader iscontrolled using a tracking
controller, and thus the result of exponential convergencehas been verified experimentally
in this section using set point regulation of the follower supply vessel to a stationary leader
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ship where the velocity vectoṙxm is constant and zero. The reference vehicle was chosen
to be 1 metre off the starboard side of the leader vessel, which is chosen as the origin of
the local Earth-fixed frame. An overview of initial states and gains for set point regulation
is found in Table 3.2.

Table 3.2: Initial states and gains for zero leader acceleration

Initial states for main and supply ship Observer and controller gains
xm = [ 0 −1 0 ]T Kb

p = diag[ 35 15 5 ]

xr = [ 0 0 0 ]T Kb
d = diag[ 70 40 10 ]

x = [ −1 −1.5 − π
2 ]T L1 = diag[ 8 8 2 ]

L2 = diag[ 10 10 10 ]

The initial state for the follower vessel was chosen to illustrate the convergence in
all parts of the statex = [x,y,ψ ]T , and the same gains were used in the experiments and
simulations to facilitate a back-to-back comparison. The gains were found empirically,
and note that the controller gains are expressed in the body-fixed frame to facilitate a more
intuitive tuning procedure.

All errors are calculated and plotted in the NED frame, with the initial phase in the left
plot and the performance after settling in the right plot. The experimental data available
from the experiments are plotted in Figure 3.3, and the simulation data are plotted in Fig-
ure 3.4. The simulations are converged to zero after 40 seconds, and thus the data after
settling are not shown in Figure 3.4.

The experimental results in Figure 3.3 are seen to compare well with the theoretical
results of exponential convergence in the transient phase of the simulated results in Figure
3.4. The overshoot in the control errors of Figure 3.3 and Figure 3.4 are seen to be small,
and the settling time is sufficient for practical applications. The closed-loop errors in the
experiments show small persistent oscillations after settling, which are consistent with
effects of measurement noise, modelling errors or small ripples on the water in the basin
during the experiments. The experiments were also carried out under wave disturbance,
and the results of these experiments compare with the results without waves, with a slight
increase in the errors as expected. In all, the experimentalresults for position keeping
compare well with the simulations, and thus support the theoretical result of exponential
convergence of the closed-loop errors under the assumptionof zero acceleration for the
leader vessel;̈xm = 0.

Experiments non-zero leader acceleration

The result of ultimate boundedness of the closed-loop errors for an underway replenish-
ment operation when the leader ship has non-zero acceleration was investigated using a
desired trajectory with non-zero curvature for the main ship. The leader tracked a sine
wave trajectory using the backstepping controller of Skjetneet al.(2003), and the follower
supply ship was coordinated to the leader based on position measurements only, and in-
dependently of the desired trajectory. Note that in a practical replenishment operation,
the ships would maintain a constant course and heading into the waves, and seek to keep
the curvature of the trajectory at a minimum to reduce the risk of collisions. A trajectory
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Figure 3.3: Experiment errorse, ẽ, x̃m, ˜̇xm, initial phase (left) and after settling (right).
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Figure 3.4: Simulation errorse, ẽ, x̃m (left), andė, ˜̇e, ˜̇xm (right).
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with non-zero curvature is thus illustrative of situationswhere the leader is given greater
manoeuvring freedom than in a straight line experiment, andwould allow a replenishment
operation to be performed in close waters or in busy fairways.

When the desired trajectory of the leader has a non-zero curvature, the forward ve-
locity and acceleration of the reference vehicle should be different from the velocity and
acceleration of the main ship due to the curvature. The supply ship’s desired forward ve-
locity relative to the main ship will therefore depend on thedistance between the two ships
in a curve (see Section 2.2.5). When the follower supply shipsails the inner curve, the
forward velocity of the follower must be lower than that of the leader, and vice versa. An
extreme case arises when the radius of the leader curve is less than the distance between the
two ships, for which a follower sailing the inner curve wouldhave to perform a backward
movement.

The experiments for ship replenishment operations used a predefined curved path with
a desired velocity of 0.2 m/s, corresponding to a velocity of3.5 knots for the full scale
ship. An overview of the initial states and gain matrices used in the experiments is given
in Table 3.3.

Table 3.3: Initial states and gains for non-zero leader acceleration

Initial states for leader and follower ship Observer and controller gains
xm = [ 0 −1 0 ]T Kb

p = diag[ 100 40 10 ]

xr = [ 0 0 0 ]T Kb
d = diag[ 30 20 5 ]

x = [ −1 2 − π
2 ]T L1 = diag[ 8 8 2 ]

x̂ = [ 0 0 0 ]T L2 = diag[ 100 100 5 ]

Figure 3.5 shows thexy-plot for the replenishment operation for both the experiment
and the simulation. The experimental data available from the experiments are plotted in
Figure 3.6, and the simulation data are plotted in Figure 3.7, while Figure 3.8 shows the
additional velocity control and observer errors only available from the simulations.

−2 0 2 4 6 8 10 12

−2

0

2

x [m]

y
 [
m

]

xy plot

main
supply

simulated
supply

experiment

Figure 3.5: Anxy-plot of the simulations and experiments.

The experimental results in Figure 3.6 are seen to compare well with the theoretical
results of ultimate boundedness in the simulated results inFigure 3.7. Note that in the
xy-plot of Figure 3.5 and in comparing the experiments of Figure 3.6 with the simulated
results in Figure 3.7, the experiments show better performance than in the simulations.
This is due to the fact that the ideal simulations presented are restricted to linear damping.
The non-linear damping inherent in the model ship has a stabilizing effect, and thus much
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Figure 3.6: Experiment errorse, ẽ, x̃m, ˜̇xm, initial phase (left) and after settling (right).
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Figure 3.7: Simulation errorse, ẽ, x̃m, ˜̇xm, initial phase (left) and after settling (right).
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less damping is needed in the controller gainKd. The back-to-back comparison is shown
here using gains optimized for the experiments, and thus forthe simulations with linear
damping only, these gains are not optimal. Similar performance as in the experiments
can be shown in the simulations by increasing theKd gain to compensate for the lack of
nonlinear damping.

The observer accuracy diminishes slightly at the end of the path in Figure 3.6, which
can be contributed to the reduced accuracy of the measurement system at the end of the
basin. In all, the experimental results for motion coordination with a non-zero leader ac-
celeration compare well with the simulations, and thus support the theoretical result of
ultimately boundedness of the closed-loop errors for practical underway replenishment
operations.

Discussion

Measurement noise influences the velocity estimations in the observers (with a largeL2

in (3.34) and (3.36)), and can lead to high commanded controlforces. The observer per-
formance is affected when the commanded forces are larger than the thruster limitations,
since the commanded control forces and moments are used to progress the dynamical ship
model in the observer. Here, a duality of theL2 gain is seen; a large gain may cause sat-
uration in the forces, while a small gain may cause larger closed-loop errors due to poor
estimates.

The controller gainsK p,Kd and observer gainsL1,L2 are optimized for either set
point regulation in Table 3.2 or underway replenishment in Table 3.3, but intermediate
gains that perform well for both tasks can be found. Note thatthe tuning of the observer-
controller scheme is a highly coupled nonlinear gain tuningproblem due to the influence
of observer performance on the controller performance and vice versa. Valuable input
to the tuning process can be found by linearizing the system around defined set points
and adopting a pole-placement scheme to shape the performance of the system, or by
employing a structured gain tuning procedure based on the remarks on tuning presented
earlier in this section.

Robustness of the scheme is investigated by introducing waves to the supply ship in
the experiments. This does not affect the leader ship, sinceit is a virtual ship running on
a computer, and thus the results can be seen as the ability of the control scheme to sup-
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Table 3.4: Mean and maximum absolute errors for non-zero acceleration experiments

Without waves
ud xbody[m] ybody[m] heading [deg]

[m/s] mean|e| max|e| mean|e| max|e| mean|e| max|e|
0.1 0.0278 0.0421 0.0029 0.0128 0.4641 1.2490
0.2 0.0548 0.0783 0.0123 0.0323 0.5214 2.4064
0.3 0.0790 0.1050 0.0367 0.0896 1.1860 3.7701

With waves: JONSWAPHs =0.01 m,Ts =0.75 s
0.1 0.0293 0.0503 0.0048 0.0169 0.4412 1.5126
0.2 0.0555 0.0775 0.0146 0.0320 0.6818 2.2002
0.3 0.0790 0.1047 0.0408 0.0969 1.0600 4.3774

press the effects of external disturbances. The comparisonbetween the experiments with
and without disturbances during replenishment experiments is shown in Table 3.4 where
the time-mean of the absolute errorE = 1

T

∫ t
0 |e|dt and the maximum of the absolute error

Emax are calculated under different conditions, and the resultsshow only small changes in
performance when the follower ship is under the influence of waves. The robustness to
external disturbances is particularly useful during practical underway replenishment oper-
ations, where ships operating in close proximity of each other will influence each other
(e.g. through Venturi-effects).

Note that although the scheme is robust, it can not exceed thephysical limitations of
the ships. It can be seen that when the supply ship sails the outer curve with a velocity of
0.3 m/s in Table 3.4, the thrusters in they-direction are saturated, and the errors increase.

The synchronization observer-controller scheme utilizesa theoretical model of the sup-
ply ship to construct estimates of unmeasured states for thetwo ships, and thus the perfor-
mance of the scheme is influenced by the accuracy of the theoretical model. The model
ship used in the simulations and experiments has been thoroughly modelled and tested to
identify its model parameters (Skjetneet al.(2004b)), and contributing nonlinear damping
terms have been identified for the model. Nevertheless, the scheme performs well under the
linear damping assumption made in the control design, and thus suggests that the scheme
is possesses some robustness towards modelling errors.

Experiments with two physical ships

Experiments on the coordination observer-controller scheme using two physical ships in
the basin were conducted to confirm the results of the previous discussion. The exper-
iments were conducted in the experimental setup of AppendixE with initial states and
gains as given in Table 3.5, and suffered from measurement noise and measurement loss
as remarked in Remark E.1. The control errorse, observer errors̃e and estimation errors
x̃m from the experiments are shown in Figure 3.9.

In the experiments, the leader ship is manually steered witha joystick in sine wave
trajectory, and the initial values of the observers where given from the measurements
e(0) = x(0)−xm(0) to improve robustness towards measurement noise.

The results illustrated in Figure 3.9 with two physical ships compare well with the re-
sults of the experiments using a virtual ship running on a computer as the leader. Measure-
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Figure 3.9: Errors from experiments with two physical shipsusing the observer-controller
approach. Coordination errorse (top row), estimation errors̃e(middle row) and leader ship
position estimatẽxm (bottom row), with initial phase on the left and after settling on the
right.

ment noise and measurement loss are more dominant in the experiments with two physical
ships, but the observer-controller coordination approachperforms well, and this suggests
that the use of nonlinear observers filters the measurement noise sufficiently to achieve the
desired performance.

Table 3.5: Initial states and gains for experiments with twophysical ships

Initial states for leader and follower ship Observer and controller gains
xm = [ 0 0 0 ]T Kb

p = diag[ 10 8 2.5 ]

xr = [ 0 −1 0 ]T Kb
d = diag[ 32 29 4 ]

x = [ −1.5 1.5 − π
2 ]T L1 = diag[ 8 6 4 ]

x̂ = [ −1.5 1.5 − π
2 ]T L2 = diag[ 18 17 16 ]

3.4 Concluding remarks

This chapter proposed an observer-controller approach to solve the motion coordination
problems defined in Definitions 2.7 and 2.8. The coordinationapproach was based on the
design of a nonlinear model-based observer that estimated the coordination errors based on
position measurements, and thus indirectly provided estimates of the unknown states of the
leader. The closed-loop errors were shown to be uniformly globally ultimately bounded for
the situation where the velocity of the follower was available in the control design. For sit-
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uations where the velocity of the follower was unknown, a second nonlinear model-based
observer was used to estimate the unknown states of the follower, and uniform semiglobal
ultimate boundedness of the closed-loop errors was concluded. Simulations were pre-
sented for both situations, and for the situation with unknown velocities for the follower,
a back-to-back comparison between experimental results and simulations was performed
to investigate the tuning procedure and robustness of the proposed coordination scheme.
The stability results, simulation results and experimental results presented in this chapter
suggest that the proposed observer-controller motion coordination approach is suitable for
practical applications.
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Chapter 4

The Virtual Vehicle Approach

This chapter proposes a virtual vehicle leader-follower coordinated motion control scheme
to solve the output feedback control problems of Section 2.1.5. The virtual vehicle ap-
proach is based on using avirtual (sub)copy of the system to act as an estimator for the
unknown states of the leader through a virtual control law. The virtual vehicle concept is
first applied to the control problem of coordinating a follower to a leader utilizing state
measurements of the follower as in Definition 2.7, and then tothe control problem where
only position measurements are available for the follower as in Definition 2.8. An illustra-
tion of how the virtual vehicle scheme can be applied to coordinate two robot manipulators
is given. Furthermore, the concept of dynamic synchronization is proposed to design a
smooth behaviour for the follower during formation changes. The results presented in this
chapter are based on Kyrkjebøet al. (2006a), Kyrkjebø and Pettersen (2006a), Kyrkjebø
and Pettersen (2006b) and Kyrkjebø and Pettersen (2007b).

4.1 The Virtual vehicle principle

The purpose of the virtual vehicle is to alleviate the information requirements on the leader.
The leader is a dynamic system manoeuvring freely in the motion coordination scheme,
and the parameters of the mathematical model, the control inputs and internal states of
the leader are unknown to the follower. The virtual vehicle is designed to stabilize its
trajectories to the position of a reference vehicle througha kinematic control law, and
through the definition of the virtual control law, the coordination control law of the follower
is provided with an estimate of the states of the leader. Notethat the reference vehicle of
Section 2.2.5 is utilized as the desired position of the follower with respect to the leader.

A virtual system approach has been utilized both as an abstraction vehicle (cf. Crowley
(1989), Salichset al. (1991)) and as an intermediate level between the desired trajectories
of a system and the controller. The virtual system can be considered as a low-level con-
troller in a two-level control structure (cf. Fradkovet al. (1991), Gusevet al. (1998)), and
was used in Sakaguchiet al.(1999) as the mapping of a physical vehicle on an entry-ramp
on a main lane in order to do merging control of autonomous mobile robots, and in Egerst-
edt et al. (2001) to control a reference point on a planned path. The latter approach has
been utilized in Huet al. (2003) to combine the task of path following and obstacle avoid-
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Figure 4.1: Virtual vehicleVv, reference vehicleVr and the leaderVm and follower vehicle
Vs.

ance, and in Chenget al.(2004) with a modified goal point to improve practical robustness
to path diversity.

The virtual system approach of Sakaguchiet al.(1999) for mobile robots has its parallel
in the approach of Encarnacao and Pascoal (2001) for marine vessels in the use of a path
parameterization variable mapping the leader vessel on thedesired path of the follower,
while the mobile platform control approach of Egerstedtet al. (2001) can be related to
the manoeuvring approach of Skjetneet al. (2004c) applied to marine vessels where the
tracking problem is subdivided into a geometric and a dynamic task with a path variable,
which can be viewed as virtual vehicle.

In this chapter, the virtual system approach is utilized to design a virtual vehicle that
follows the behaviour of the leader vehicle based on position feedback only, and provide
a velocity output through the controller design. The statesof the virtual vehicle can thus
be used in the coordination controller to control the follower to the virtual vehicle. The
proposed virtual vehicle approach imposes a cascaded structure in the control system, as
opposed to the observer-controller approach proposed in Chapter 3 where the observers
and controller are closely interconnected.

The virtual vehicle approach is presented in this section for motion control applica-
tions in the plane using a three-degree-of-freedom fully actuated vehicle, but Section 4.4
shows how the schemes can be applied to controln-degree-of-freedomrobot manipulators.
The concepts of the virtual vehicle and the reference vehicle are illustrated in Figure 4.1
together with the physical follower and leader vehicles. The vehicles in Figure 4.1 are
defined as follows

Vm The leader vehicle where only the positionxm is available as output.

Vr The reference vehicle shifted a distanced in the direction given byγm relative to the
position of the leader vehicle.

Vv A virtual vehicle controlled to track the reference vehicleVr through a kinematic con-
trol law.

Vs The follower vehicle coordinating to the leader vessel.
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Note that the physical vehicles are the leader vehicleVm, and the follower vehicleVs co-
ordinating its motion to the leader. The reference vehicle is a mathematical reference
constructed by shifting the position of the leader vehicle to the desired position of the fol-
lower vehicle in relation to the leader, and the virtual vehicle is a virtual reference vehicle
controlled to this shifted position through a kinematic control law. Through the use of a
virtual vehicle as an intermediate controlled vehicle in the motion coordination scheme,
the physical follower vehicle is controlled to the leader using the known velocity of the
virtual reference. Note that the principle of using a virtual vehicle as a state estimator of
the leader states can be extended to any number of followers providing the introduction of
a collision avoidance scheme for the followers.

4.1.1 A virtual vehicle design

The only measurement available from the leader vessel is theposition/heading measure-
mentsxm, and due to the lack of information about the parameters of the mathematical
model and the control input to the leader vessel, model-based observers are not readily
constructed for the leader states. Thus, a virtual vehicle is designed as an intermediate
controlled vehicleVv stabilizing to the reference vehicleVr based on position measure-
ment feedback from the leader vehicleVm to provide estimates of the unmeasured states of
the leader. The virtual vehicle design presented in this section is based on Kyrkjebøet al.
(2006a) and Kyrkjebø and Pettersen (2006b).

As in Gusevet al. (1998), the first step (kinematic level) considers the velocities νv

of the virtual vehicle as the control inputs, and the controllaw is designed such that con-
vergence of the virtual trajectories to the reference trajectories is ensured. In a way, the
trajectoriesxv and velocitiesνv can be considered as estimates ofxr andνr . Thus, the vir-
tual vehicle becomes a kind of kinematic estimator of the leader states through the position
feedback loop.

The virtual vehicle can be defined by its kinematic model from(2.49) as

ẋv = J(xv)νv (4.1)

Based on Assumption 2.1, the velocity and acceleration of the reference vehicle are as-
sumed bounded and satisfying

sup
t
‖νr‖ =VM < ∞ (4.2)

sup
t
‖ν̇r‖ =AM < ∞ (4.3)

with known constantsVM andAM. The kinematics of the reference vehicle in (2.62) is
given by

ẋr = J(xm)νr (4.4)

We define the tracking errors for the virtual vehicle

ev = xv−xr , ėv = ẋv− ẋr = J(xv)νv−J(xm)νr (4.5)

To stabilize the virtual vehicle to the reference vehicle, we propose a virtual vehicle control
law

νv = −J−1(xv)L1ev−J−1(xv)L2z (4.6)
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whereL1 andL2 are symmetric positive gain matrices, and with the integralterm

ż = ev (4.7)

The closed-loop error equation thus beomes

ėv = −L1ev−L2z−J(xm)νr (4.8)

Theorem 4.1 The closed-loop error dynamics (4.7-4.8) of system (4.1) satisfying assump-
tion (4.2) with the control law (4.6) are uniformly globallypractically asymptotically sta-
ble.

Details of the proof of Theorem 4.1 are given in Appendix C.2.1.
Sketch of proof: Consider the Lyapunov function candidate

Vv(z, ev) =
1
2

eT
v ev +

1
2

zTL2z+
1
2

zTev (4.9)

which is positive definite forL2,m > 1/4. Note thatL i,m (resp.L i,M) designates the mini-
mum (resp. maximum) eigenvalue ofL i . Differentiating along the closed-loop trajectories
we get

V̇v(z, ev) =−eT
v

(
L1−

1
2

I
)

ev−
1
2

zTL2z− 1
2

zTL1ev−
(

eT
v +

1
2

zT
)

J(xm)νr (4.10)

Using (4.2), and the relation 2|ab| ≤ (λa2 +b2/λ ) for any reala, b and any positive con-
stantλ , it follows that

V̇v(z, ev) ≤−
(

L1,m− 1
2
− λ

4
L1,M − 3VM

2‖(ev,z)‖

)
‖ev‖2

− 1
2

(
L2,m− 1

2λ
L1,M − 3VM

‖(ev,z)‖

)
‖z‖2 (4.11)

since‖J(x)‖ ≤ 1. Designing the gain matricesL1 andL2 asL i,M ≤ ℓ L i,m, i ∈ {1,2}, for
someℓ > 0, it follows throughλ = 2/ℓ andδv as any given positive constant that any gain
matrices satisfying

L1,m =3+
3VM

δv
(4.12)

L2,m =2+
3ℓ2

4
+

(
1+

ℓ2

4

)
3VM

δv
(4.13)

generate the following bound on the derivative ofVv:

‖ev‖2 +‖z‖2 ≥ δ 2
v ⇒ V̇v(z,ev) ≤−‖ev‖2−‖z‖2 . (4.14)

Note thatVv is positive definite and radially unbounded for this choice of gains. Due to the
linear dependency ofL1,m andL2,m in 1/δv, the error dynamics of (4.7 - 4.8) are uniformly
practically asymptotically stable through Corollary 2.1,which implies that the region to
which solutions converge – from any initial condition – can be reduced as much as desired
by enlargingL1,m andL2,m.
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4.2 Output reference coordination design with state feedback

The section proposes a motion coordination control law for the follower vehicle to coor-
dinate to the motion of the virtual vehicle proposed in Section 4.1.1. The virtual vehicle
acts as a reference to the coordination control law, and is stabilized to the reference ve-
hicle through the virtual control law (4.6). In this section, we assume that only position
measurements of the leader vehicle are available to the follower, while the states of the
follower vehicle are known as in the problem of Definition 2.7. The results presented here
are based on Kyrkjebøet al. (2006a).

4.2.1 Follower vehicle design

The velocity information from the virtual vehicle design ofSection 4.1.1 can be utilized
in the design of a coordination controller for the follower vehicleVs to follow the virtual
vehicleVv in Figure 4.1. Note that the body-fixed velocityνv is now known through the
definition of the control law (4.6), and the velocityẋv of the virtual vehicle in the NED
frame can be obtained through the kinematic relationship (4.1). Furthermore, due to the
virtual vehicle controller design, an expression for the acceleration of the virtual vehicle
will be partially available for control purposes. The variables available from the virtual
vehicle design to the coordination controller are

ẋv = J(xv)νv = −L1ev−L2z (4.15)

ẍv = −L1ėv−L2ev =
(
L2

1−L2
)

ev +L1L2z+L1J(xm)νr (4.16)

We define the coordination errors as

e= x−xv, ė= ẋ− ẋv, ë= ẍ− ẍv (4.17)

Using the sliding surface from Slotine and Li (1987a) as a passive filtering of the virtual
vehicle states, we can design a virtual reference trajectory as

ẏv = ẋv−ΛΛΛe (4.18)

ÿv = ẍv−ΛΛΛė (4.19)

whereΛΛΛ > 0 is a positive definite design matrix. Let us denote

ÿ′v =
(
L2

1−L2
)

ev +L1L2z−ΛΛΛė (4.20)

and thus

ÿv = ÿ′v +L1J(xm)νr (4.21)

whereÿ′v is available for control design. Defining

s= ẋ− ẏv = ė+ ΛΛΛe (4.22)

as a measure of tracking gives the following dynamic model for the follower from (2.27)

M (x) ṡ= −C(x, ẋ)s−D(x, ẋ)s+τ −M (x) ÿv−C(x, ẋ) ẏv−D(x, ẋ) ẏv−g(x) (4.23)
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To coordinate the motion of the follower vehicle to the virtual vehicle, we propose a coor-
dination control law for the follower vehicle

τ = M (x) ÿ′v +C(x, ẋ) ẏv +D(x, ẋ) ẏv +g(x)−Kds−K pe (4.24)

whereK p andKd are symmetric positive gain matrices. This gives the closed-loop errors

M (x) ṡ+C(x, ẋ) ṡ+D(x, ẋ) ṡ+Kds+K pe= −M (x)L1J(xm)νr (4.25)

Theorem 4.2 The closed-loop error dynamics (4.25) of system (2.27) withthe control law
(4.24) are uniformly globally practically asymptoticallystable.

Sketch of proof: Consider the following Lyapunov function candidate

Ve(e, s) =
1
2

sTM (x)s+
1
2

eTK pe (4.26)

Differentiating along the closed-loop trajectories we get

V̇e(e, s) = −sT [D(x, ẋ)+Kd]s−eTΛΛΛTK pe−sTM (x)L1J(xm)νr (4.27)

Let δe be any given positive constant. Then, it holds that, for all‖e‖2 +‖s‖2 ≥ δ 2
e ,

V̇e(e, s) ≤−
[
Dm+Kd,m−

1
2δe

MML1,M

]
‖s‖2−

[
ΛΛΛmK p,m−

1
2δe

MML1,M

]
‖e‖2 (4.28)

Proceeding as in the proof of Theorem 4.1 in Section 4.1.1, Corollary 2.1 can be invoked
by observing that the choice ofKd,m andK p,m can be made as affine functions of 1/δe to
conclude uniform global practical asymptotic stability.

4.2.2 Stability analysis of the overall system

The control law of the follower coordinates the follower vehicle to the virtual vehicle based
on a computed virtual reference velocity from the virtual vehicle controller. The virtual
vehicle is in turn stabilized to the reference vehicle parallel to the leader vehicle. Thus, we
must analyse the stability of the overall system from the follower to the leader to conclude
any stability properties for the coordination control scheme.

Theorem 4.3 Consider the vehicle model (2.27) satisfying PropertiesP1-P4, the virtual
vehicle control law (4.6) and the coordination controller (4.24). Under Assumptions 2.1
and 2.2, the overall closed-loop system is uniformly globally practically asymptotically
stable.

Sketch of proof: Take as a positive definite Lyapunov function candidate

V (η̃) =
1
2

η̃TP η̃ (4.29)

where

P =




K p 0 0 0
0 M (x) 0 0
0 0 L2

1
2I

0 0 1
2I I


 (4.30)
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is a composition of the Lyapunov functions (4.9) and (4.26) of Section 4.1.1 and 4.2.1.
Differentiating along the closed-loop trajectories we get

V̇ (η̃) = −η̃TQ η̃ + β (s, ev, z, νr) (4.31)

where

Q =




ΛΛΛTK p 0 0 0
0 D(x, ẋ)+Kd 0 0
0 0 1

2L2
1
4L1

0 0 1
4L1 L1− 1

2I


 (4.32)

and

β (s, ev, z, νr) = −sTM (x)L1J(xm)νr −
1
2

zTJ(xm)νr −eT
v J(xm)νr (4.33)

Let δ be any given positive constant such that

‖η̃‖ ≥ δ ⇒ ‖β (s, ev, z, νr)‖ ≤
VM

δ

(
MML1,M ‖s‖2 +

‖z‖2

2
+

‖ev‖2

2

)
. (4.34)

Consequently, in view of the proofs of Theorem 4.1 and 4.2, and repeating a similar reason-
ing as for (4.11) and (4.28) while choosing the minimum eigenvalue of the gain matrices
K p, Kd, L1 andL2 large enough, it holds that

V̇(η̃) ≤−‖η̃‖2
, ∀‖η̃‖ ≥ δ . (4.35)

Since the dependency on the bound onβ (and on the gain matrices) in 1/δ is again affine,
uniform global practical asymptotic stability follows from Corollary 2.1.

4.2.3 Simulation study

The virtual vehicle coordination approach with only position measurements of the leader
vehicle, but with state information of the follower vehicle, was simulated in the simulation
setup of Appendix E with initial states and gains as given in Table 4.1. In the simulations,
the leader ship tracks a sine wave reference trajectory sin(ϖt) with frequencyϖ = 1/15
with heading angleψm along the tangent line.

Table 4.1: Initial states and gains for the state feedback virtual vehicle scheme

Initial states and filter gain Controller gains
xm = [ 2 4 0 ]T K p = diag[ 70 140 70 ]

x = [ 0 0 0 ]T Kd = diag[ 100 100 50 ]

xv = [ 1 0.5 π
4 ]T L1 = diag[ 0.8 1.6 1.6 ]

ΛΛΛ = diag[ 0.3 0.3 0.3 ] L2 = diag[ 0.55 0.55 0.55 ]

Figure 4.2 shows stability of the trajectories of the follower to the reference vehicle in
the upper plot, and anxy-plot of the vehicles during the simulation in the lower plot. Figure
4.3 shows the control errors during the simulation.
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From Figure 4.3 we see that the virtual vehicle control errorsev = xv−xr , the synchro-
nization errorse= x−xv and the overall control errorsx−xr are practically asymptotically
stable. We observe small oscillations, especially in the velocity errors, due to the unknown
velocity of the leader ship. However, due to the practical stability property of the closed-
loop system, the magnitude of these oscillations can be arbitrarily reduced within control
saturation limits by enlarging the control gains.

4.3 Output reference coordination design with output feedback

To account for situations where only position measurementsare available for the follower
vehicle, the control scheme of Section 4.2 is in this sectionmodified to remove the ne-
cessity of measurinġx. The results of this section are based on Kyrkjebø and Pettersen
(2006b).

4.3.1 Follower vehicle design

This section considers the case when the velocity of the follower is unknown, and use a
filtered estimate as introduced by Kelly (1993) to provide anestimate oḟx to the control
law. The filtered estimates preserves the cascaded structure of the virtual vehicle scheme,
and thus allow the virtual vehicle and the follower vehicle to be tuned separately. The
variables available from the virtual vehicle design to the coordination controller arėxv

from (4.16) and̈xv from (4.16) as in Section 4.2.
We define the synchronization errors as

e= x−xv, ė= ẋ− ẋv, ë= ẍ− ẍv (4.36)

and denote
ẍ′v =

(
L2

1−L2
)

ev +L1L2z (4.37)

such that
ẍv = ẍ′v +L1J(xm)νr (4.38)

whereẍ′v is available for control design. Using the relationshipẋ = ė+ ẋv we can rewrite
(2.27) as

M (x) ë=−C(x, ẋ) ė−d(x, ẋ)+τ−M (x) ẍv−C(x, ẋ) ẋv−g(x) (4.39)

To coordinate the follower to the virtual vehicle based onlyon output feedback from the
follower, we propose a coordination control law inspired bythe tracking control law of
Wen and Bayard (1988), but modified with a filtered estimateϑ of ė from Kelly (1993)
and Loría and Ortega (1995))

τ =M (x) ẍ′v+C(x, ẋv) ẋv+d(x, ẋv)+g(x)−Kdϑ−K pe (4.40)

whereK p andKd are symmetric positive definite gain matrices. The filtered estimate is
defined as

ϑ = diag

{
bi p

p+ai

}
e (4.41)

wherep denotes the differential operator, and

A := diag{ai} , B := diag{bi} (4.42)
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such that
ϑ̇ = −Aϑ +Bė (4.43)

Although (4.43) has the form of a differential equation driven by the unknown inpuṫe, it
can be implemented using an internal filter statexc as

ẋc = −A (xc +Be) (4.44)

to obtainϑ through
ϑ = xc +Be (4.45)

Using the Mean Value Theorem (cf. Khalil (2002)), we can write as in Paulsen and Egeland
(1995)

d(x, ẋ)−d(x, ẋv) =
∂d(x,y)

∂y

∣∣∣∣
y=ξ

ė := D ė (4.46)

whereξ is on the line segment betweenẋ andẋv. Note that

ξ = θ ẋ+(1−θ ) ẋv = θ ė+ ẋv, 0 < θ < 1 (4.47)

Assumption 2.2 suggests

‖d(x, ẋ)−d(x, ẋv)‖ ≤
∥∥∥∥∥

∂d(x,y)

∂y

∣∣∣∣
y=ξ

∥∥∥∥∥‖ė‖ ≤ βd (‖ξ‖)‖ė‖ (4.48)

To investigate the stability of the dissipative terms, we will in this section restrict the dissi-
pative forces to linear and quadratic terms as in Assumption2.3 to give

βd (‖ξ‖) ≤ kD1 +kD2(‖ė‖+‖ẋv‖) (4.49)

through (4.47). Using PropertyP2, the error dynamics can be written

M (x) ë= −C(x, ẋ) ė−C(x, ẋv) ė− ∂d(x,y)

∂y

∣∣∣∣
y=ξ

ė−Kdϑ −K pe−M (x)L1J(xm)νr

(4.50)
To investigate the stability of error-dynamics of the follower vehicle design, we formulate
the Lyapunov function candidate

Ve(e, ė,ϑ) =
1
2

ėTM (x) ė+
1
2

eTK pe+
1
2

ϑ TKdB−1ϑ + εeTM (x) ė− εϑ TM (x) ė (4.51)

The Lyapunov functionV (e, ė,ϑ) can be shown to be positive definite through partitioning
V asV = W1 +W2 (cf. Loría and Ortega (1995)) where

W1 =
1
4

ėTM (x) ė+
1
4

eTK pe+
1
4

ϑ TKdB−1ϑ + εeTM (x) ė− εϑ TM (x) ė

W2 =
1
4

ėTM (x) ė+
1
4

eTK pe+
1
4

ϑ TKdB−1ϑ
(4.52)

Writing W1 in matrix form as

W1 =
1
4

[
e
ė

]T

P1︷ ︸︸ ︷[
K p 2εM

2εM 1
2M

][
e
ė

]
+

1
4

[
ė
ϑ

]T

P2︷ ︸︸ ︷[
1
2M −2εM

−2εM K dB−1

][
ė
ϑ

]

(4.53)
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we see thatW1 is positive definite if

1
2

√
K p,m

2MM
> ε,

1
2

√
Kd,m

2BMMM
> ε (4.54)

andW2 is trivially positive definite. Note that the constantε is not used in the controller,
but only in the stability proof. Differentiating along the closed-loop trajectories, we get

V̇e(e, ė,ϑ) =−ϑ TKdB−1Aϑ − ėTC(x, ẋv) ė− ėTDė− ėTM (x)L1J(xm)νr

+ ε
[
ėTM (x) ė− ėTBTM (x) ė−eTK pe+ ϑ TKdϑ − (e−ϑ)T Dė−eTKdϑ

+ϑ TK pe+ ϑ TATM (x) ė+(e−ϑ)T (CT (x, ẋv)−C(x, ẋv)+C(x, ė)
)

ė
]

(4.55)

To further investigate the stability properties of the virtual vehicle design using only output
feedback from the follower vehicle as presented in this section, we will combine the Lya-
punov function of the virtual vehicle in (4.9) and the follower vehicle (4.51) and investigate
the overall stability of the system.

4.3.2 Stability analysis of the overall system

In this section, we will show that the follower synchronizesto the virtual vehicle based on
a computed virtual reference velocity from the virtual vehicle, and that the virtual vehicle
is in turn stabilized to the reference vehicle parallel to the leader vessel.

Theorem 4.4 Consider the model (2.27), the virtual vehicle control law (4.6), the coordi-
nation control law (4.40) and the velocity filter (4.43). Under Assumptions 2.1 and 2.3 and
with gains satisfying (4.54), the closed-loop errors

η̃ = [ev,z, ė,e,ϑ ]T (4.56)

are uniformly semi-globally practically asymptotically stable.

Details of the proof of Theorem 4.4 can be found in Appendix C.2.2.
Sketch of proof: Combining the Lyapunov functions of (4.9) and (4.51) as

V (η̃) = Vv(z,ev)+Ve(e, ė,ϑ) (4.57)

gives a region to which the solutions converge

‖η̃‖ ≥ δ = max{δ1 + δ2} (4.58)

Note thatδ1 can be designed through the choice of minimum eigenvalues for the gain
matricesL1 andL2 as

L1,m =
3+3VM

δ1

1−2MmℓVM
δ1

, L2,m = 2+

(
ℓ

4
+

2MmℓVM

δ1

)
L1,m+3

VM

δ1
(4.59)

andδ2 can be designed through a proper choice ofBm in

δ2 =
b−

√
b2−4ac
2a

(4.60)
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where

a := CV (L1,M +L2,M) , b :=
ε
3

BT
mMm+kd, c :=

(
MML1,M +

3
2

)
VM (4.61)

Through the dependence of the gains in the radius 1/δ and by invoking Corollary 2.1, the
closed-loop errors can be shown to be uniformly practicallyasymptotically stable. The
region of attraction contains the set

‖η̃‖ ≤ ∆ = min{∆1 + ∆2}
√

α1

α2
(4.62)

where

∆1 =min

{
BmMm−3MM

6
(
kD2 +CM +

(1
2kD2 +CV

)
(L1,M +L2,M)

) , (4.63)

Kd,mAm−2εKd,MBM

εBM (kD2 +2CV)(L1,M +L2,M)
,

K p,m

(kD2 +2CV)(L1,M +L2,M)

}

and

∆2 =
b+

√
b2−4ac
2a

(4.64)

The positive constantsα1 andα2 are given by

α1 =
1
4

min

{
Mm,

Kd,m

BM
,K p,m,

1
4
,L2,m

}
(4.65)

and

α2 = max

{[(
ε +

1
2

)
MM

]
,

[
ε
2

MM +
1
2

K p,M

]
,
1
2

[
εMM +

Kd,M

Bm

]
,1,

[
L2,M +

1
2

]}

(4.66)
We can enlarge the region of attraction by increasing∆ through a suitable choice ofK p,m,
Kd,m, Am andBm, and can conclude with semiglobal stability. Thus, the closed-loop errors
η̃ as defined in (4.56) are uniformly semiglobally practicallyasymptotically stable.

4.3.3 Simulations and experiments

The virtual vehicle coordination approach with only position measurements of both the
leader and the follower was simulated in the simulation setup of Appendix E with initial
states and gains as given in Table 4.2. In the simulations, the distance between the leader
and the reference vehicle was given byd = 2m with γm = π

2 , and the leader ship tracked
a sine wave reference trajectory sin(ϖt) with frequencyϖ = 1/15 rad/s with heading
angleψm along the tangent line. From Figure 4.4 we see that the closed-loop errorsη̃
are practically asymptotically stable. Small oscillations are observed in the plots due to
the unknown velocities of the leader and the follower ship. Due to the practical stability
property of the closed-loop system, the magnitude of these oscillations can be arbitrarily
reduced by enlarging the gains within control saturations limits.
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Figure 4.4: Simulation errorsx−xr (row 1), virtual vehicle control errorsxv−xr (row 2),
synchronization errorsx− xv (row 3), in positions (left) and velocities (right). The lower
plots showxy-plot of the vehicles on the left with special marks at initial states, and the
filtered velocity estimateϑ on the right.

Table 4.2: Initial states and gains for the output feedback virtual vehicle scheme

Initial states and filter gains Controller gains
xm = [ 2 4 0 ]T K p = diag[ 9 24 6 ]

xv = [ 1 0.5 π
4 ]T Kd = diag[ 4 16 32 ]

A = diag[ 2 2 5 ] L1 = diag[ 0.8 1.6 1.6 ]
B = diag[ 6 6 6 ] L2 = diag[ 0.55 0.55 0.55 ]

Experiments with two physical ships

To verify the theoretical simulation results presented in Figure 4.4, the virtual vehicle co-
ordination scheme with only position measurements was experimentally tested with two
model ships in the experimental setup of Appendix E with initial states and gains given
in Table 4.3. The distance between the leader and the reference vehicle was chosen as 2
m with γm = π

2 , and Figure 4.5 illustrates the experimental results. The leader ship was
manually steered with a joystick in a curved path with a velocity of approximately 0.1m/s.

Note that due to the presence of two model ships in the experiments, the quality of
the measurement data was poor (see Remark E.1). Frequent position losses prohibited
the collection of long time-series of data, and the performance of the coordination scheme
could not be investigated except for the convergence of the follower to the reference vehicle
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Figure 4.5: Experimental errorsx−xr (top left), virtual vehicle control errorsxv−xr (top
right), synchronization errorsx−xv (bottom left) and the filtered estimateθ (bottom right).

Table 4.3: Initial states and gains for the output feedback virtual vehicle scheme in experi-
ments with two model ships

Initial states and filter gains Controller gains
x = [ −4 4 − π

2 ]T K p = diag[ 5 5 0.5 ]

xv = [ −4 4 − π
2 ]T Kd = diag[ 15 15 10 ]

A = diag[ 2 2 2 ] L1 = diag[ 0.8 0.8 0.8 ]
B = diag[ 6 6 6 ] L2 = diag[ 1 1 1 ]

alongside the leader. No quantitative results could be obtained after convergencedue to loss
of measurement data.

The loss of data was mainly due to the principle of measurement; active infrared mark-
ers on each model ship are detected through a camera system. When the two ships are
aligned in the basin, the markers can in some situations overlap between ships from the
camera perspective, and cause an ambiguity in the position fixes for the two ships. Thus,
position measurements of the ships are unavailable or invalid for periods of time. Increas-
ing the distanced between the ships gives increases stability of measurements, but renders
little room for manoeuvring in the basin. Furthermore, position measurements through the
camera system are also influence by the detection of “false” markers; reflections of markers
in the water that are identified as real markers by the camera system.

The experimental results presented here are thus only an illustration of the convergence
of the virtual vehicle coordination scheme when applied to aunderway replenishment prob-
lem with two model ships in a basin. No conclusion on the performance of the scheme can
be made from the experimental results due to the poor qualityof measurements, and thus a
back-to-back comparison with simulations under ideal conditions to validate the theoretical
results was not feasible.
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4.4 A virtual manipulator design

The virtual vehicle approach was illustrated for motion control in the plane using a three-
degree-of-freedomfully actuated vehicle in Section 4.1, but is not limited to mobile vehicle
control in a two-dimensional plane. This sections shows howthe virtual vehicle, or virtual
manipulator, approach can be applied to controln-degree-of-freedom robot manipulators.
The results presented in this section are based on Kyrkjebø and Pettersen (2007b).

In practice, robot manipulators are often equipped with high-precision position sensors
such as encoders, but velocity or acceleration measurements are not so readily available,
and are often contaminated with noise when obtained from low-quality tachometers or
through numerical differentiation techniques. Model-based observers utilize the nonlinear
dynamic model of the manipulator to reconstruct velocity and acceleration information,
and may produce estimates less contaminated by noise than simple differentiation tech-
niques. However, the dynamic model of a robot manipulator isnot always known, and
thus alternative approaches to model-based observers mustbe employed to estimate the
velocity and acceleration of the manipulator. Differentiation and model-based estimation
approaches to the problem of output trajectory control of robot manipulators can be found
extensively in literature (cf. Kelly (1993), Loría and Ortega (1995), De Queirozet al.
(1997), Loría and Melhem (2002)).

In this section, we propose to utilize the known kinematics of a leader manipulator
with unknown dynamics to estimate the unknown states of the leader manipulator. The es-
timates are constructed using a virtual manipulator that isstabilized to the leader manipu-
lator through a kinematic control procedure. Hence, the available information (kinematics)
is utilized to estimate the unknown states of the leader, while the requirement of knowing
the parameters of the more complex dynamic model is lifted.

This section considers leader-follower coordination control for fully actuated robot ma-
nipulators withn≤ 6 joints, where the only available measurement from the leader is the
position vector. The leader robot is driven by an input torque τm that is designed to drive
the operational space coordinatesxm, ẋm ∈ R

m to a desired trajectoryxd, ẋd ∈ R
m. The

input torque as well as the dynamical model and its parameters are considered unknown
for the leader, and thus a model-based observer for the leader is not readily constructed.
There is no guarantee that the leader follows the desired trajectory perfectly, and thus the
follower can not simply track the desired trajectoryxd, ẋd, but mustsynchronizeits states
x, ẋ to the leader statesxm, ẋm to achieve coordination.

The relationship between joint anglesq and operational space coordinatesx is known
through the direct kinematics equation. The direct kinematic equation of (2.41)

x = f (q) (4.67)

is assumed known for both manipulators. The nonlinear function f (·) allows computation
of the operational space variables from knowledge of the joint space variables.

Note that the proposed virtual manipulator design of this section coordinates two robot
manipulators in the operational space, and not in the joint space as in Rodriguez-Angeles
and Nijmeijer (2001) and Bondhuset al. (2004). Hence, we formulate the coordination
scheme in the task space of the robot manipulator, which is more suitable to applications
where the robot manipulators should follow a geometricallyspecified motion, or in appli-
cations where two robots should manipulate large rigid structures. Thus, we inherently
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Leader

Virtual

Follower

Figure 4.6: Leader, follower and virtual manipulator

assume that the image of the forward kinematics of the leadermust be contained within
the image of the forward kinematics of the follower. Note also that if measurements of the
operational space position variablesx andxm are available, the virtual manipulator design
does not require that the direct kinematic functionf (·) is known explicitly.

In this section, the dynamic model of the leader manipulatorwith mass and inertia
parameters is considered unknown, as well as the velocity and acceleration of the leader
manipulator. The position and orientation of the leader manipulatorqm is known and mea-
sured, and the kinematic equationxm = fm(qm) and the differential kinematics relationship
through the Jacobian matrixJm(qm) is considered known. No knowledge of the desired
trajectory of the leader is assumed.

The parameters of the dynamic model of the follower manipulator are considered
known, as well as its position and orientation vectorq. The proposed virtual manipu-
lator design in this section is done in the framework of Section 4.2 and Definition 2.7,
assuming that the velocity vectorq̇, the kinematic relationshipf (q) and differential kine-
matic relationship through the Jacobian matrixJ(q) in (2.42) are known for the follower
manipulator. In practice, this relates to the problem of synchronizing a known robot ma-
nipulator to an unknown robot manipulator where only the length and type of the joints are
known, and where only the joint position and orientation vector qm is measured. However,
the virtual manipulator approach is easily adopted to the design of Section 4.3 to solve
the problem of Definition 2.8 where the restriction of knowing the velocity of the follower
manipulator is lifted.

4.4.1 Virtual manipulator

The virtual manipulator design is based on replacing the concept of a virtual vehicle in
Section 4.1 with a virtual manipulator that stabilizes itself to the leader manipulator as
illustrated in Figure 4.6. This virtual manipulator is based on the differential kinematic
relationship of the leader through the Jacobian relationship

ẋv = Jm(qv) q̇v (4.68)
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and uses the virtual joint velocitẏqv as a control input. The control objective is to coordi-
nate the follower manipulator to the leader manipulator using a virtual manipulator as an
state estimator for the leader. In the discussion of this section, we adopt the leader manipu-
lator as a motion reference for the follower manipulator, and thus the two manipulators will
perform the same movement in the operational space. See Remark 2.5 for a discussion on
problems where the motion of the manipulators should not be exactly copied, but instead
defined through a reference manipulator.

4.4.2 Virtual manipulator design

The only measurement available from the leader is the joint position vectorqm which
translates directly into the position and orientation vector xm through the relationship in
(2.41). The virtual manipulator is designed as an intermediate controlled manipulator that
is stabilized to the leader manipulator based on position measurement only. The virtual
manipulator is thus a state estimator for the leader.

As in Section 4.1.1, the first step considers the velocityq̇v of the virtual manipulator as
the control input to ensure convergence of the virtual trajectories to the leader trajectories.
Thus, the trajectoriesxv and velocitiesq̇v can be considered as estimates ofxm and q̇m,
and the virtual manipulator becomes a kinematic estimator of the leader states through the
position feedback loop.

The virtual manipulator is defined by its differential kinematic model in (4.68), and in
this section we adopt assumptions on the states of the leadersimilar to the ones defined in
Assumption 2.1 as

sup
t
‖q̇m‖ = VM < ∞ (4.69)

sup
t
‖q̈m‖ = AM < ∞ (4.70)

We define the virtual manipulator errors in the operational space as

ev = xv−xm = fm(qv)− fm(qm) (4.71)

and
ėv = ẋv− ẋm = Jm(qv) q̇v−Jm(qm) q̇m (4.72)

To stabilize the virtual vehicle to the leader, we propose the virtual control law

q̇v = −J−1
m (qv)L1ev−J−1

m (qv)L2z (4.73)

whereL1 andL2 are symmetric positive gain matrices, and

ż = ev (4.74)

Thus, we can write (4.72) as

ėv = −L1ev−L2z−Jm(qm) q̇m (4.75)

The closed-loop errors (4.74 - 4.75) are now in the form of (4.7 - 4.8), and we can adopt
Theorem 4.1 of Section 4.1.1 to show that the virtual manipulator control scheme is uni-
formly practically asymptotically stable.
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4.4.3 Follower manipulator design

The velocity information from the virtual manipulator design of Section 4.4.2 can now be
used in a coordination controller for the follower manipulator to follow the virtual manipu-
lator of (4.68) as in Section 4.3.1. Note that the joint velocity q̇v is now known through the
definition of the control law of (4.73), and through the differential kinematic relationship
of (4.68) we can obtain the velocitẏxv of the virtual manipulator. Furthermore, due to
the design of the virtual controller (4.73), an expression for the acceleration of the virtual
manipulator will be partially available for control purposes. The variables available from
the virtual manipulator design to the coordination controller are

ẋv =Jm(qv) q̇v = −L1ev−L2z (4.76)

ẍv =−L1ėv−L2ev =
(
L2

1−L2
)

ev +L1L2z+L1Jm(qm) q̇m (4.77)

Recognizing that (4.76 - 4.77) are in the form of (4.15 - 4.16), we can adopt Theorem 4.2
of Section 4.2.1 to show that the coordination closed-loop errors are uniformly globally
practically asymptotically stable. Furthermore, we can adopt Theorem 4.3 of Section 4.3
to show that the overall closed-loop system is uniformly globally practically asymptotically
stable.

4.4.4 Simulation study

The operational space synchronization scheme with virtualvelocity estimates was tested in
a simulation environment in MATLAB using a two-link manipulator structure from Sciav-
icco and Siciliano (1996). The leader manipulator tracked an operational space rectilinear
path fromxd (0) = [0.2,0.2]T to xd

(
t f
)

= [0.1,−0.6]T with a trapezoidal velocity profile
and a trajectory duration oft f = 25 s. The maximum velocity was restricted to 1 m/s, and
an inverse dynamic trajectory tracking scheme in the operational space was employed for
the leader manipulator.

The leader robot parameters were taken from (Sciavicco and Siciliano, 1996, Section
6.7) asa1 = a2 = 1 m, l1 = l2 = 0.5 m, ml1 = ml2 = 50 kg, Il1 = Il2 = 10 kg·m2, kr1 =
kr2 = 100,mm1 = mm2 = 5 kg, andIm1 = Im2 = 0.001 kg·m2. Data for the two equal joint
actuators were chosen asFm1 = Fm2 = 0.001 N·m·s/rad,Ra1 = Ra2 = 10 ohm,kt1 = kt2 = 2
N·m/A, and kv1 = kv2 = 2 V·s/rad. The control gains of the leader trajectory tracking
controller wereK p = 200I andKd = 150I .

The follower parameters were chosen equal to the leader parameters, apart froma1 =
a2 = 1.2 m. The control gains were chosen asL1 = 1I , L2 = 1I for the virtual manipulator,
andK p = 700I , Kd = 450I for the follower manipulator using a sliding surface gain of
ΛΛΛ = 0.1I . Plots of the errors are shown in Figure 4.7, and the initial states were chosen as
x(0) = [0.5, 0.5]T for the follower,xv(0) = [0.9, 0.0]T for the virtual manipulator and as
xm(0) = [0.7, 0.2]T for the leader to illustrate convergence.

The virtual manipulator control errorseν = xv − xm, the coordination control errors
e = x− xv and the overall control errorsx− xr are seen in Figure 4.7 to be practically
asymptotically stable. Small oscillations in the virtual velocity errors are observed due to
the unknown velocity of the leader manipulator, but due to the practical stability property
of the closed-loop system the magnitude of these oscillations can be arbitrarily reduced
within control saturation limits by enlarging the control gains.
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Figure 4.7: The total errorsx− xm in the upper row, the virtual manipulator control er-
rorsxv− xm in the middle row, and the coordination errorsx− xv in the lower row, with
positions[m] on the left and velocities[m/s] on the right.

4.5 Dynamic synchronization

Leader-follower coordination control of vehicles in a formation requires that the follow-
ers maintain a fixed static position relative to the leader. However, in the phase when
the followers are approaching or changing their desired position in a formation, the be-
haviour of the follower is dynamic relative to the leader. This is also the case in docking
operations when the target is moving, which can be considered a special dynamic case of
leader-follower coordination control. The behaviour during this approach phase is usually
specified through the tuning of static control gains, and in order to minimize overshoot or
uncontrolled motions which could possibly lead to collisions, the control gains are often
chosen conservatively low. This may severely limit the performance of the control scheme
at the same time as it does not guarantee a safe approaching behaviour for different initial
conditions.

A dynamic surface control (DSC) scheme is utilized in Swaroop et al. (2000) and
Girard and Hedrick (2001) to avoid the explosion of terms associated with integrator back-
stepping techniques and the model differentiation required in a multiple sliding surface
control approach. In Swaroopet al. (2000), the regulation and tracking problem in a for-
mation is addressed, but no special care is taken to specify the transient behaviour of the
vessels when they are approaching or changing their position in a formation, or when dock-
ing to a moving vessel. In Girard and Hedrick (2001), the transition between manoeuvres
from a communication protocol view is addressed, but no dynamic behaviour that guaran-
tees the followers a stable approach to the leader is proposed.

The concept of dynamical synchronization is defined in Efimov(2005) as when the
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synchronization error obeys oscillatory differential equations, and is used in an adaptive
scheme to synchronize two Lurie systems in oscillatory motion. In this section, we utilize
the idea of Efimov (2005) in the concept ofdynamic synchronization, where the synchro-
nization error is designed to satisfysomedifferential equation, not necessarily oscillatory.

Reference models have been used extensively throughout theliterature to filter step
inputs. However, the reference model approach is not readily applicable to systems where
the reference input is dynamic rather than a step input. Thus, in this section we pro-
pose a dynamic synchronization scheme to specify the behaviour of the follower during
the transient phase of approaching, or changing position, relative to a leader. To specify
the dynamic synchronization behaviour, a smooth referencemodel-based on a first-order
filter in cascade with a stable second-order mass-spring-damper system is used to filter
the synchronizationerror of the closed-loop system. This imposes a controlled dynamic
synchronization behaviour on the follower relative to the leader in the approach phase.

4.5.1 The dynamic synchronization design

The synchronization problem of coordinating a follower to aleader suggests that the re-
lationship between of the follower and the leader will be dynamic in the transient phase.
Thus, in this section we propose to describe this dynamic relationship in the form of a
differential equation

ε̇ = fε (ε) (4.78)

to control the behaviour of the follower while changing position relative to the leader. Note
that dynamic synchronization is particularly suited for docking operations to a moving
leader.

In this section, we restrict the coordination reference forthe follower to a motion paral-
lel to the motion of the leader (see Section 2.2.5) to simplify the presentation. Furthermore,
the dynamic synchronization scheme is presented utilizingstate feedback of the follower
and state measurements of the leader to focus on the concept of dynamic synchronization
rather than on state estimation.

In the presentation of this section, we will utilize the concepts of a reference and a vir-
tual vehicle as defined in Figure 4.1 of Section 4.1. We define the dynamic synchronization
errors

ε = xv−xr , ε̇ = ẋv− ẋr , ε̈ = ẍv− ẍr (4.79)

wherexr is the position of the reference vehicle, andxv the position of a virtual vehicle
that will be used as a motion reference for the follower. Thus, the dynamic synchroniza-
tion errorε defines the desired dynamic behaviour of the follower relative to the leader.
We propose a 1st order low-pass filter cascaded with a stable mass-damper-spring system
(which is used as a reference filter in Fossen (2002)) to definethe dynamic behaviour in
the dynamic synchronization scheme

ε(3) +(2∆∆∆+ I)ΩΩΩε̈ +(2∆∆∆+ I)ΩΩΩ2ε̇ + ΩΩΩ3ε = ΩΩΩ3εr (4.80)

for designed filter constants∆∆∆ > 0 andΩΩΩ > 0, and whereεr is the desired value forε since

lim
t→∞

ε (t) = εr (4.81)
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Note that (4.80) guarantees that (4.79) are smooth signals,and that (4.80) can be written
as a linear time invariant system

˙̄ε = Aε̄ +Bεr , ε̄ =
[

ε ε̇ ε̈
]T (4.82)

where

A =




0 I 0
0 0 I

−ΩΩΩ3 (2∆∆∆+ I)ΩΩΩ2 −(2∆∆∆+ I)ΩΩΩ



 (4.83)

and

B =
[

0 0 ΩΩΩ3
]T

(4.84)

We define the synchronization control errors as

e= x−xv, ė= ẋ− ẋv, ë= ẍ− ẍv (4.85)

where the states of the virtual vehicle are given from (4.79)

xv = xr + ε, ẋv = ẋr + ε̇, ẍv = ẍr + ε̈ (4.86)

Using the definition of the measure of tracking (3.4) of Section 3.1.1

s= ẋ− ẏ = ė+ ΛΛΛe (4.87)

where

ẏ = ẋm−ΛΛΛe (4.88)

allows us to write the dynamics of (2.27)

M (x) ṡ= −C(x, ẋ)s−D(x, ẋ) ṡ+ τ −M (x) ÿ−C(x, ẋ) ẏ−D(x, ẋ) ẏ−g(x) (4.89)

Proposing the state feedback coordination control law

τ = M (x) ÿ+C(x, ẋ) ẏ+D(x, ẋ) ẏ+g(x)−Kds−K pe (4.90)

and constructing a Lyapunov function

V (t) =
1
2

sTM (x)s+
1
2

eTK pe, K p = KT
p > 0 (4.91)

we get the derivative along the closed-loop trajectories

V̇ (t) = −sT (D(x, ẋ)+Kd)s−eTΛΛΛTK pe (4.92)

SinceV (t) is positive definite, anḋV (t) is negative definite it follows that the equilibrium
(e,s) = (000,000) is uniformly globally exponentially stable (UGES), and from convergence
of s→ 000 ande→ 000 thatė→ 000.
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Figure 4.8: Position errorse (top left), velocity errorṡe (top right), dynamic synchroniza-
tion referenceε (t) (bottom left),xy-plot of the followerx and leaderxm (bottom right)

Table 4.4: Initial states and gains for the dynamic synchronization scheme

Initial states and sliding surface gain Controller and reference filter gains
xm = [ 4 7 0 ]T K p = diag[ 50 150 50 ]

x = [ 0 0 − π
2 ]T Kd = diag[ 14 14 14 ]

∆∆∆ = diag[ 0.77 0.77 0.77 ]
ΛΛΛ = diag[ 0.8 0.8 0.8 ] ΩΩΩ = diag[ 0.2 0.2 0.2 ]

4.5.2 Simulation study

The dynamic synchronization approach was simulated in the simulation setup of Appendix
E for a docking situation where the follower is docking to a moving leader vessel. In
this situation, the reference positionxr coincides with the leader positionxm, and control
objective is thus to synchronize the follower statesx andẋ to the leader statesxm andẋm.
Initial states and gains for the simulation are given in Table 4.4, and the simulation results
are shown in Figure 4.8.

In the simulations, the leader ship tracks a sine wave reference trajectory sin(ϖ t) with
frequencyϖ = 1/45 with heading angleψm along the tangent line. We see in Figure
4.8 that the synchronization closed-loop errorse and ė converges smoothly to the origin
through to the design of the dynamic reference systemε (t) as smooth signals.
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4.6 Concluding remarks

This chapter proposed a virtual vehicle approach to the motion coordination problems de-
fined in Definition 2.7 and 2.8. The coordination approach wasbased on the design of a vir-
tual vehicle that estimated the unknown states of a leader based on position measurements
only. The closed-loop errors were shown to be globally practically asymptotically stable
for the situation where the velocity of the follower was available in the control design.
For situations where the velocity of the follower was unknown, a stable first-order velocity
filter was used to estimate the unknown states of the follower, and semiglobal practical
asymptotic stability of the closed-loop errors was concluded. Simulations were presented
for both approaches, and for the situation with unknown velocities for the follower, ex-
perimental results illustrated the convergence of the proposed coordination scheme. The
motion coordination scheme was furthermore applied to robot manipulators in a separate
section to illustrate the application of the virtual vehicle approach to manipulating struc-
tures. The stability results, simulation results and experimental results presented in this
chapter suggest that the proposed virtual vehicle motion coordination approach is suitable
for practical applications. Furthermore, a dynamic synchronization scheme was proposed
to impose a smooth behaviour on the follower when changing position relative to the leader.
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Chapter 5

Comparison of the observer-controller
and virtual vehicle schemes

This chapter presents a discussion on the proposed observer-controller coordination scheme
of Chapter 3 and the virtual vehicle coordination scheme of Chapter 4. The schemes are
compared in terms of estimation principle; the approach taken to estimate the unknown
states of the leader through the use of an observer or a controlled virtual vehicle, and in
terms of performance and robustness; the ability to suppress disturbances, modelling er-
rors, measurement noise and the practical bounds to which the schemes converge.

5.1 Estimation principle

The estimation principles of the observer-controller scheme and the virtual vehicle scheme
are based on the notion of estimating the unknown states of the leader through a system that
mimics (or simulates) the behaviour of the leader. In the virtual vehicle scheme, this system
is a virtual system; a virtual vehicle that is constructed to stabilize to the output of the
leader, and which in turn provides estimates of the states ofthe leader to the follower. For
the observer-controller scheme, the mimicking system is the follower itself, and through
the observers and controller the follower becomes aphysicalobserver of the leader.

The information constraints imposed on the proposed coordination schemes by al-
lowing the parameters of the mathematical model of the leader to be unknown, and also
through the fact that only the position is available from theleader as output, suggest that
the coordination schemes will not make the closed-loop errors converge to an equilibrium
point at the origin, but rather to a bounded or practically stable solution close to the origin.
In particular, the presence of non-vanishing perturbations due to the unknown states ren-
ders the schemes at best ultimately bounded or practically stable. The results proposed in
this thesis are presented on the premise that for many applications this is sufficient. Physi-
cal limitations such as measurement noise and the resolution of measurement instruments
may suggest that an equilibrium point at the origin can not bestabilized, or energy con-
siderations on the actuators may suggest that the system errors should not be controlled
to exactly zero, but rather to a sufficiently small neighbourhood around zero. Friction or
external disturbances may perturb the systems so that zero is an unattainable equilibrium,
or neglected high-order nonlinearities in the model may cause the system to deviate from
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an ideal reference. In these situations it is often enough toensure that the region to which
the solutions converge is sufficiently small to meet the performance demands.

Imposing in addition information constraints on the follower in situations where the
velocity of the follower is unknown broadens the range of applications that is suitable for
the motion coordination schemes of Chapters 3 and 4. In many systems, velocity sensors
are expensive, not easily fitted to the application or contaminated with noise, and thus co-
ordination schemes must be designed that do not rely on accurate velocity measurements.
In addition, coordination schemes that can maintain the fundamental stability properties
with a reduced set of measurements during temporary loss of measurements or in case of
permanent measurement failure have an increased robustness towards failures. The lack
of velocity measurements of a system typically reduces stability results from global to
semiglobal when using static control gains, and thus the region of attraction for the coordi-
nation schemes is reduced from global to a region that can be tuned through control gains.
The region of attraction can, however, be increased as much as desired, and thus for most
applications this presents no practical drawback in regards to performance. Note also that
a global solution to the observer design problem for Euler-Lagrange systems has recently
been presented in Børhaug and Pettersen (2006) using time-varying control gains, which
suggests that the global region of attraction can be maintained even for systems without
velocity measurements.

5.1.1 The observer-controller principle

The observer-controller coordination approach of Chapter3 relies on a nonlinear observer
constructed from the known mathematical model of the follower to provide estimates of the
unknown states of the leader. The nonlinear observer is designed to estimate the evolution
of the coordinationerror rather than the leader states, since there is no informationof the
parameters of the mathematical model of the leader to allow the design of a model-based
observer that estimates the leader states directly.

Luenberger (1971) suggests that “Almost any System is an Observer”. If the available
outputs of a system are used as inputs to drive another system, the second system will al-
most always serve as an observer of the first system in that itsstates will tend to track the
states of the first system. Conceptually, in the observer-controller approach of Chapter 3,
the leader is the first system with only output information. The follower is the second sys-
tem driven by the outputs of the leader, and becomes aphysicalobserver tracking the states
of the leader. The correction terms used as feedback in the observer are the estimation error
ẽ and the control inputτ, which is based on the estimated states of the leader. In thisway,
the coordination error is filtered through the nonlinear dynamics of the follower, and the
follower thus becomes a nonlinear model-based observer of the leader states.

5.1.2 The virtual vehicle principle

The virtual vehicle coordination approach of Chapter 4 relies on a virtual vehicle that is sta-
bilized to the output of the leader through a virtual controllaw. The virtual vehicle is based
on the kinematics of the follower and disregards any dynamicinformation of the states,
and thus the design of the virtual vehicle and the follower vehicle control schemes can be
separated. Through the stabilization, the states of the virtual vehicle become estimates of
the states of the leader, and can be used as feedback in the coordination control law of the
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follower. Note that there is an inherent attenuation of slowly varying disturbances in the
virtual vehicle scheme through the integral term present inthe kinematic control law. The
virtual vehicle is based on a kinematic control law, and thusbecomes a kinematic observer
of the states of the leader.

5.1.3 Discussion

In the observer-controller approach of Chapter 3, the errordynamics of the observer and of
the coordination controller are closely interconnected due to the interplay between the error
observer and the coordination (error) controller. The analysis of the stability properties
of the observer-controller scheme is involved due to the couplings between the observer
and the controller, and gain tuning is a complex and tedious task where observer gains
influence controller performance, and vice versa. Adding a second nonlinear state observer
to estimate the velocity of the follower adds further complexity, but preserves the principles
of the stability analysis and the gain tuning procedure.

The virtual vehicle approach of Chapter 4 is based on a cascaded structure; the virtual
vehicle controller and the follower coordination controller are designed separately, and
stability of each of the systems can to some extent be analysed separately. Only the per-
turbation term from the design of the virtual vehicle is carried through the dynamics of the
follower, and must be ensured to be bounded to conclude stability of the overall system.
Thus, gain tuning is a design task for the virtual vehicle to specify the performance of
the kinematic observer, while gain tuning of the coordination control law of the follower
is done utilizing information about the gains from the virtual vehicle design. Removing
the velocity measurements of the follower and utilizing a filtered estimate of the coordina-
tion velocity error in the coordination control law of the follower complicates the stability
analysis, but the cascaded structure of the overall design is kept in the gain tuning process.

The estimator in the virtual vehicle approach is a designed kinematic vehicle; a filter
based on the kinematics of the follower, but utilizing no dynamic model information of the
follower. Thus, it is possible to tune the gains of the virtual vehicle to achieve performance
that is not consistent with the system dynamics of the follower. Care should thus be taken
in tuning the virtual vehicle so that the reference trajectory for the coordination control
law of the follower does not exceed any limitations of the actuators of the follower. Thus,
the challenge faced when tuning the virtual vehicle is similar to the one of designing a
reference trajectory; the tracking problem must be feasible.

The error observer in the observer-controller scheme is based on the dynamic model of
the follower, and thus the model-based observer guaranteesthat the estimates of the states
are consistent with the dynamics of the follower. The observer may thus be tuned to max-
imize performance, and energy considerations in regard to the actuators of the follower
should be optimized through the tuning of controller gains.Note, however, that maximiz-
ing the performance of the observer to follow any transientshas some negative effects on
noise sensitivity in systems experiencing measurement noise.

In the observer-controller approach where the velocity of the follower is unknown, a
second nonlinear model-based state observer is employed toestimate the velocity of the
leader. This nonlinear state observer augments the error dynamics of the system, but the
principles of the stability analysis are preserved, and gain tuning can be simplified by
assuming that the observer gains are equal for the error and state observer. In the virtual
vehicle approach, a filtered estimate of the coordination velocity error is used instead of a
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nonlinear model-based state observer. Hence, the cascadedtuning process in the approach
is preserved.

Note that the coordination approach of Chapter 3 leads to uniform ultimate bounded-
ness of the closed-loop errors, while Chapter 4 yields practical asymptotic stability of the
closed-loop errors. In this lies the difference that in the observer-controller schemes, the
region of attraction is linked to the size of the ultimate bound. The size of the ultimate
bound can thus not be reducedindependentlyfrom the size of the region of attraction by
tuning some parameter, and thus the closed-loop error dynamics of the observer-controller
scheme are uniformly ultimately bounded rather practically asymptotically stable as dis-
cussed in Section 2.1. Note also that uniform practical asymptotic stability guarantees that
the transient behaviour of the closed-loop system remains within a small neighbourhood of
the origin at all time, which is a property that can not alwaysbe guaranteed for uniformly
ultimately bounded systems. For most practical applications, and for the application used
as a motion coordination example in this thesis (Section 1.1.2), these differences present
no practical implications in terms of performance.

5.2 Performance comparison

To investigate the performance of the proposed coordination approaches of Chapter 3 and 4,
the two schemes were applied to the simulation setup of Appendix E. The velocity of the
follower was assumed known in the simulations to focus on theestimation principles for
estimating the leader states, rather than the model-based nonlinear state observer of Sec-
tion 3.3 and the filtered estimate of Section 4.3. In the simulations, the leader tracks a sine
wave reference trajectory sin(ϖt) with frequencyϖ = 1/10 rad/s with heading angleψd

along the tangent line. Initial values are chosen equal for both schemes and are found in
Table 5.1 and 5.2. The reference vehicle is chosen at a distanced = 1 m and at an angle
γm = − π

2 relative to the leader for the simulations.
The leader controller is tuned poorly, and tracking performance in thexy-plot of Fig-

ure 5.1 and 5.2 is seen to be poor. This is done deliberately toillustrate that the follower has
no knowledge of the desired trajectory for the leader, but coordinates to the leader using
only the available output information; position. Thus, coordination between the follower
and the leader is independent of the tracking performance ofthe leader.

The plots of Figures 5.1 and 5.2 are constructed to compare the two schemes subfig-
ure by subfigure, except for the plot on the bottom left which shows information that is
not readily compared between the two schemes. In the top five rows, the plots show the
transient behaviour on the left, and the behaviour after settling on the right.

The topmost plots show the total coordination errors in position x− xr , and the sec-
ond row shows the total coordination control errors in velocity ẋ− ẋr . The third row in
Figure 5.1 shows the estimation errorẽ = e− ê due to the nature of the error observer
employed, while the third row in Figure 5.2 shows the differencee−ev as the estimation
error for the virtual vehicle approach. Row four in Figure 5.1 shows the observer stateê
for the observer-controller scheme, while row four in Figure 5.2 shows the virtual error
ev = xv− xr . The fifth row in both figures shows the control forcesτ applied to the fol-
lower in the simulations. Anxy-plot is shown at the bottom right in both schemes, while
the bottom left subfigure shows the observer velocity errors̃ in Figure 5.1, and the follower
control errorse= x−xv in Figure 5.2.

88



PERFORMANCE COMPARISON

A quantitative comparison between two different control schemes is difficult due to the
fact that choosing optimal gains for both schemes requires aclearly specified optimality
criterion that may not exist. Weighting the control performance in terms of control errors
against the energy consumption of the actuators may distinguish the two control schemes,
but in critical coordination operations, such as the underway replenishment scheme, energy
considerations are insignificant to the concern of ensuringa safe operation in terms of
safety of personnel, safety margins in the equipment (tension rigs) and smooth behaviour.

In the comparison between the control schemes of Chapter 3 and 4, the gains are tuned
such that the schemes converge to a bounded region about the origin of approximately the
same size. This region is chosen to be small enough for the schemes to be suitable for
practical operations, while adhering to the limitations ofthe measurement system in the
experimental setup described in Appendix E. Note, however,that no control saturations
are imposed on the control forces in the transient phase of the simulations shown in Figures
5.1 and 5.2 to illustrate the difference in the applied forces during the simulations. The
settling time of the two approaches is chosen fast enough such that the reference motion
provided by the virtual vehicle to the follower is challenging for the follower during the
transient phase. Hence, large control forces may be demanded from the follower during
the transient phase to coordinate to the leader. The comparison presented in this section
is thus only a qualitative comparison between different aspects of the two control schemes
proposed in this thesis in simulations.

5.2.1 Observer-controller performance

The performance of the observer-controller scheme proposed in Chapter 3 is shown in
Figure 5.1 with initial states and gains given in Table 5.1. The convergence of the scheme
to a bounded region about the origin is seen in the top row of Figure 5.1, where the control
errors are well below 0.05 m after the settling phase of the simulations. The transient
behaviour for in both position and heading converges relatively fast to a bounded region
for the fully actuated model ship. The coordination errors in velocity given in row two
show again the boundedness of the scheme, and the velocitiesare kept smooth during
the transient phase. This is partly due to the use of a nonlinear model-based filter in the
observer. The observer errors in row three are also small, bounded and smooth, as is
reflected in the observer estimate of the error in row four, and in the observer velocity error
in the bottom left subfigure.

Table 5.1: Initial states and gains for the observer-controller scheme

Initial states for leader, follower and obs. Observer and controller gains
xm = [ 0 0 0 ]T K p = diag[ 20 50 20 ]

x = [ −2 2 π
4 ]T Kd = diag[ 10 20 20 ]

x̂ = [ −2.1 1.9 − 3π
8 ]T L1 = diag[ 4 4 2 ]

ΛΛΛ = diag[ 0.1 0.1 0.1 ] L2 = diag[ 4.1 4.1 2.1 ]

The control forces are seen to be high in the transient phase of the simulations as shown
in row five, and this suggests that gains are tuned a bit too aggressively to be suitable for
a practical applications. The control gains are in the simulations presented in this chap-
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Figure 5.1: Observer-controller simulation errorsx−xr (top row),ẋ− ẋr (second row),̃e
(third row), ê (fourth row), control forcesτ (fifth row) ands̃ (bottom left) and anxy-plot
of the simulations (bottom right) with the follower (solid)and reference vehicle (dotted) in
the upper part, and the leader (dashed) and its desired trajectory (dotted) in the lower part.

90



PERFORMANCE COMPARISON

0 5 10 15 20
−2

−1

0

1

2
Position

time [s]

C
oo

rd
in

at
io

n 
er

ro
r 

[m
],[

ra
d]

20 40 60 80 100
−0.05

0

0.05

0 5 10 15 20

−2

0

2

Velocity

time [s]C
oo

rd
in

at
io

n 
er

ro
r 

[m
/s

],[
ra

d/
s]

20 40 60 80 100
−0.05

0

0.05

0 5 10 15 20
−2

−1

0

1

2
Position

time [s]

E
st

im
at

io
n 

er
ro

r 
[m

],[
ra

d]

20 40 60 80 100
−0.05

0

0.05

0 5 10 15 20
−2

−1

0

1

2
Position

time [s]

V
irt

ua
l e

rr
or

 [m
],[

ra
d]

20 40 60 80 100
−0.05

0

0.05

0 5 10 15 20
−400

−200

0

200

400
Force

time [s]

C
on

tr
ol

 fo
rc

e 
[N

], 
[N

m
]

20 40 60 80 100

−1

0

1

0 5 10 15 20
−2

−1

0

1

2
Position

time [s]

F
ol

lo
w

er
 e

rr
or

 [m
],[

ra
d]

−2 0 2 4 6 8 10
−1

0

1

2

3

4
Position

x [m]

y 
[m

]

Figure 5.2: Virtual vehicle simulation errorsx− xr (top row), ẋ− ẋr (second row),e−ev

(third row),xv (fourth row), control forcesτ (fifth row) andev (bottom left) and anxy-plot
of the simulations (bottom right) with the follower (solid)and reference vehicle (dotted) in
the upper part, and the leader (dashed) and its desired trajectory (dotted) in the lower part.
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ter chosen large to clearly illustrate the difference in applied control forces between the
observer-controller scheme and the virtual vehicle scheme. Note, however, that the control
forces are low and suitable for practical experiments afterthe initial transient phase. This
suggests that the use of excessive control forces during thetransient phase may be avoided
by imposing a smooth transient behaviour through e.g. the dynamic synchronization ap-
proach proposed in Section 4.5.

The observer-controller scheme performs well in the simulations, and the performance
of the scheme can be tuned through adjusting the controller gains, although this comes
with the added price of needing to adjust the observer gains as well.

5.2.2 Virtual vehicle performance

The performance of the virtual vehicle scheme proposed in Chapter 4 is shown in Figure 5.2
with initial states and gains given in Table 5.2. The convergence of the scheme to a bounded
region about the origin is seen in the top row of Figure 5.2, where the control errors are
well below 0.05 m after the settling phase of the simulations. The transient behaviour
converges relatively fast for both position and heading. The coordination errors in velocity
given in row two show again convergence to a bounded region, while the velocities are
less smooth during the transient phase than for the observer-controller scheme. This is
partly because the virtual vehicle scheme uses only the kinematics, and no smoothing
second-order dynamics, of the virtual vehicle to estimate the unknown leader states. The
estimation errors in row three are small, bounded and smooth, and slightly larger than those
of the observer-controller scheme, although they are not readily compared directly due to
the difference in the estimation approach and the tuning of the two schemes. The behaviour
of the virtual vehicle control errors in row four are designed through the gain tuning, and
thus show a smooth and bounded behaviour.

Table 5.2: Initial states and gains for the virtual vehicle scheme

Initial states for leader, follower and virt. Controller gains
xm = [ 0 0 0 ]T K p = diag[ 140 280 70 ]

x = [ −2 2 π
4 ]T Kd = diag[ 100 100 50 ]

xv = [ −2.1 1.9 − 3π
8 ]T L1 = diag[ 1 2 2 ]

ΛΛΛ = diag[ 0.1 0.1 0.1 ] L2 = diag[ 0.55 0.55 0.55 ]

The control forces are seen to be very high in the transient phase of the simulations
as shown in row five, and this clearly illustrate the difference in applied control forces
between the observer-controller scheme and the virtual vehicle scheme. The virtual vehicle
is designed to provide a smooth and bounded, but challenging, reference to the follower,
and since the behaviour of the kinematic estimator is not filtered through a dynamic model,
large control forces are demanded in the follower to coordinate to the virtual vehicle. Note,
however, that the control forces are low and suitable for practical experiments after the
initial transient phase, and comparable to the control forces demanded when employing
the observer-controller scheme.

The performance of the control scheme of the follower is shown in the bottom left
subfigure, and illustrates that the follower is able to trackthe virtual vehicle.
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5.2.3 Discussion

The observer-controller scheme of Chapter 3 and the virtualvehicle scheme of Chapter 4
are simulated in a scenario using the same initial conditions. The performance of both
schemes has been tuned to show similar coordination performance, and thus the control
errors are seen to be comparable in size after the initial settling phase.

Most of the difference between the two schemes lies within their transient behaviour
and control efforts in that the observer-controller schemegives a smoother behaviour due to
the inherent model-based filter which is based on the system dynamics, and thus provides
smoother estimates that are used in the control scheme. However, the convergence time
of the observer is difficult to specify explicitly, and is inherently strongly coupled with the
controller performance. Tuning the observer gains is interlinked with tuning the controller
gains, and thus the gain tuning process is somewhat tedious and time-consuming.

The virtual vehicle approach is easily tuned through the cascaded design, where the
performance and transient behaviour of the estimator, the virtual vehicle, can be designed
independently of the coordination controller of the follower. However, care should be taken
to design the kinematic control law of the virtual vehicle within the control limitations of
the follower.

5.3 Robustness in practical applications

The comparison between the observer-controller scheme of Chapter 3 and the virtual ve-
hicle scheme of Chapter 4 in this chapter has focused on comparing the two schemes in
terms of principle and performance in an ideal simulation environment as described in Ap-
pendix E. However, in a practical application, a number of disturbances and limitations
are introduced to the coordination control schemes that mayaffect the performance of the
schemes differently due to the difference in estimation principle. In this section, we will
focus on the impact of external disturbances, measurement noise, actuator limitations and
modelling errors to the coordination control schemes presented in Chapters 3 and 4.

Note that in addition to being robust to disturbances, limitations and modelling errors,
a practical implementation of an automatic control system will require additional system
components to be implemented. Error-handling systems, fault-tolerance within the sys-
tems, power-management systems (PMS), thrust allocation systems, redundant sensor sys-
tems and often trained personnel operating designated operator stations are instrumental in
ensuring safe and reliable operation of an automatic control system within a wide range of
operating conditions.

5.3.1 Disturbances and actuator limitations

In this section, we will focus our treatment of the disturbances and limitations introduced to
the control system in a surface application for marine vessels as described in Section 1.1.2.
Disturbances and limitations to a specific application are particular in nature, and thus an
impact analysis for each application should be carried out when implementing the coor-
dination control schemes proposed in this thesis. However,disturbances and limitations
enter the mathematical model of an Euler-Lagrange system (2.27)

M (x) ẍ+C(x, ẋ) ẋ+d(x, ẋ)+g(x) = τ (5.1)
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in similar ways for many different applications, and thus some general comments regard-
ing the sensitivity of the proposed motion coordination schemes to external disturbances
and actuator limitations may be made. The disturbances and limitations addressed in this
section enter the model (5.1) through

M (·), C(·), d(·), g(·) - model parameter errors in the mathematical model of the system.

x - disturbances that affect the position input to the mathematical model of the system.
Typically, measurement noise from the position measurement systems and wave dis-
turbances are included in this term in a surface vessel application.

ẋ - disturbances that affect the velocity input to the mathematical model of the system.
Typically, currents that increase or decrease the vessels relative velocity to the sur-
rounding fluid are included in this term in a surface vessel application.

τ - disturbances and limitations affecting the force input tothe mathematical model. The
force vector can be divided into the applied control forcesτc subject to actuator
limitations and the sum of external forcesw representing the impact from wind,
waves and possibly currents asτ = τc + w for a surface vessel application. Note
that disturbances through the force vectorτ may viewed as a perturbation in the
acceleration̈x of the system through the inertia matrixM (x).

The external forces affecting the performance of an automatic control system for a sur-
face vessel are mainly due to wind, waves and ocean currents (Fossen (2002)). Wind is
the movement of air relative to the surface, and can be compensated for in extreme condi-
tions by utilizing filtered estimates of the wind speed and wind direction from wind sensors.
Note that due to the large inertia of surface vessels, wind gusts are usually not compensated
for in control systems (Fossen (2002)). Wind-induced disturbances are usually described
as a generalized force vectorwwind.

Waves are caused by tidal effects or the wind generating wavelets on the ocean sur-
face, and can be separated into a low-frequency part (LF) anda wave-frequency part (WF)
(Strand (1999)). The LF part can be utilized in the feedback control design, while the
WF part should not be compensated for by the thrusters to avoid unnecessary wear and
tear of the propulsion system. Wave-induced LF disturbances are usually simulated by
introducing a generalized force vectorwwave (Fossen (2002)).

Note that the position measurements will include contributions from WF wave motions,
and thus we may define the position measurement equation

y = x+xω +vy (5.2)

wherexω is the contribution from WF wave motions andvy consists of measurement noise.
Ocean currents are generated by gravity, wind friction and water density variations

in the system of ocean waters, and affects the hydrodynamic forces experienced by the
vessel due to a change of relative velocity between the surface vessel and the surrounding
fluid (Fossen (2002)). Different models for describing the influence of ocean currents
to a surface vessel can be found in the literature, and the different approaches are usually
distinguished by how the disturbance is introduced to the mathematical model of the vessel.
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The model of a marine vessel in the body-fixed reference frame(2.48) can be separated
into a rigid-body part and a hydrodynamic part as

rigid-body terms︷ ︸︸ ︷
MRBν̇ +CRB(ν)ν +

hydrodynamic terms︷ ︸︸ ︷
MAν̇ +CA(νr)νr +D(νr)νr = τν (5.3)

whereνr = ν − νc, and where the current velocity vectorνc is introduced to distinguish
the hydrodynamic terms depending on the velocity of the vessel relative to the fluid as in
Fossen (2002). Note that the termMAν̇ assumes that the contribution from the derivative
of the current velocity (usually modelled as a 1st-order Gauss-Markov process) is small
and negligible (̇νc ≈ 0) (Fossen (2002)), and thus the influence of ocean currents onthe
mathematical model of the surface vessel is only through thehydrodynamic terms depend-
ing on the velocity vectorνr . This modelling approach have been utilized by Skjetneet al.
(2004a) and Refsneset al. (2006), while Sørensen (2002) accounted for the effects from
ν̇c through a hydrodynamic force vector in the body-fixed frame

τH = −MAν̇r −CA(νr)νr −d(νr) (5.4)

Note that the disturbances due to ocean currents can now be introduced to the mathematical
model through a force vector rather than through a perturbation on the relative velocity of
the vessel. Thus, we can collect the unmodelled external forces from wind, waves and
ocean currents together in a slowly varying bias term as in Strand (1999)

b = τn
H +wwind +wwave (5.5)

whereτn
H is the representation of (5.4) in the NED frame.

Thus, external disturbances, measurement noise and actuator limitations enter the model
(5.1) as perturbations on the position inputx, the velocity inpuṫx or the force vectorτ (and
thus the acceleration̈x), while model parameter errors in the model matrices of (5.1) will in
general affect observer and controller performance through residual terms in the feedback
linearization designs.

5.3.2 Simulation study

The observer-controller scheme of Chapter 3 and the virtualvehicle scheme of Chapter 4
utilize two different estimation techniques to estimate the unknown states of the leader. In
this section, we present a discussion on how robust the two proposed coordination schemes
are to model parameter errors, disturbances, actuator limitations and measurement noise.

Simulation results are presented using the simulation setup of Section 5.2, and we
distinguish between two different mathematical models used in the simulations. The sim-
ulation model is a mathematical representation of the surface vessel used to simulate the
behaviour of the surface vessel, while the control model is the mathematical model utilized
in the controllers and observers of the coordination control schemes. Typically, model pa-
rameter errors are introduced to the control model to investigate the effect of modelling
errors, while disturbances are added to the simulation model to investigate the robustness
of the control schemes under the influence of external disturbances and actuator limitations.
Measurement noise is added to the control model to reduce thequality of measurements as
seen by the control system.

Note that all gains and initial conditions are kept as in Table 5.1 and 5.2 to allow a
direct comparison with the results in Figure 5.1 and 5.2.
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Model parameter errors Synchronization approaches utilizing tracking or manoeuvring
controllers for all participants in a group requires that all participants have knowledge of
the parameters of the mathematical model to employ nonlinear model-based controllers.
In the coordination schemes presented in Chapter 3 and 4, only the follower is responsible
for the control action necessary to coordinate the systems,and thus only errors in the
parameters of the mathematical model of the follower will affect the performance of the
control schemes in practical operations.

To investigate the robustness of the proposed schemes to errors in the model parame-
ters, we increase the parameters of the control model of the follower ship in (E.1) and (E.2)
by 50%, while the parameters of the simulation model are unchanged. Furthermore, to ad-
dress the fact that the most uncertain term in the mathematical model of a surface vessel
is the damping term, we restrict the damping in the control model to linear damping (E.3),
and thus disregard the nonlinear damping term (E.4). Note the speed of the vehicle is nom-
inally approximately 0.2 m/s along the path, with peaks of up to 0.8 m/s in unconstrained
motion during the transient phase. Thus, the assumption of only linear damping imposed
on the control model represents a significant difference in regards to the simulation model.

The performance of the two proposed coordination schemes inthe situation of model
parameter errors and a linear damping assumption for the control model is shown in Figure
5.3. The performance is seen to be similar to the performanceof Figures 5.1 and 5.2, except
for a small increase in the velocity errors during the transient phase for the virtual vehicle
scheme, which suggests that the proposed coordination control schemes are robust towards
model parameter errors. This is also supported by the practical experiments presented in
Chapter 3 and 4.
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Figure 5.3: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) under model parameter errors.

96



ROBUSTNESS IN PRACTICAL APPLICATIONS

External velocity disturbances To investigate the robustness of the coordination control
schemes towards external disturbances in the velocity terms, we introduce a slowly varying
ocean currentνn

c in the inertial frame with nominal speed 0.2 m/s from the starboard side
of the surface vessel

νn
c = −




0
0.2
0


−




0.1
0.1
0.1


sin(0.1 t) (5.6)

in the simulation model of the surface vessel. The control model of the follower has no
knowledge of this external velocity disturbance;ν = νr . The nominal speed of the follower
vessel is approximately 0.2 m/s in surge, and the external disturbance from ocean currents
is thus chosen large in the simulations compared to the nominal speed of the vessel. This
choice is made to emphasize the effect of the velocity disturbance to better illustrate the
impact on the coordination control schemes.

The performance of the observer-controller scheme and the virtual vehicle scheme is
shown in Figure 5.4. We see that the performance of the virtual vehicle scheme is sim-
ilar to that of the ideal simulations in Figures 5.1 and 5.2, while the performance of the
observer-controller scheme is slightly worse than in the ideal case. This is mainly due
to the performance of the model-based observer in the observer-controller scheme that
performs worse when the behaviour of the simulation model isdifferent than that of the
control model, and thus the estimates of the unknown states of the leader are less accurate.
Note that the performance of the observer-controller scheme can be improved through gain
tuning to achieve similar performance as for the virtual vehicle scheme.
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Figure 5.4: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) under velocity disturbances.
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External force disturbances External force disturbances may influence the coordination
control scheme through a hydrodynamic force vector as defined in (5.4), or through a
slowly varying bias term as defined in (5.5). To investigate the effect of external force
disturbances, we will utilize a bias term inspired by Skjetne (2005) and Strand (1999) as

w =




0
0.1
0


+




0.05
0.05
0.05


sin(0.1 t)+wb (5.7)

with the additional zero-mean Gaussian bounded disturbance vectorwb with a standard
deviation of 0.05 N. The performance of the coordination control schemes isshown in
Figure 5.5, and we see that the performance of the virtual vehicle approach is slightly worse
than in the ideal case of Figures 5.1 and 5.2, while the observer-controller performance is
more severely affected in terms of performance.

Any external force disturbances are seen by the observer-controller coordination scheme
as an unknown perturbation in acceleration, and appears in the error dynamics of the er-
ror observer (3.10) in the same way as the unknown leader acceleration termẍm. Thus,
unmodelled force disturbances directly influence the size of the bound on the closed-loop
errors, as is clearly seen in Figure 5.5. Note, however, thatthe sized of this bound can be
reduced through gain tuning to yield similar performance asfor the virtual vehicle scheme.
Note also that the definition of the virtual vehicle control law (4.6) introduces an integral
term in the estimation scheme, and thus the influence from slowly varying external dis-
turbances are partly attenuated by the kinematic control law in the virtual vehicle control
scheme.
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Figure 5.5: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) under force disturbances.
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Measurement noise To investigate the effect of measurement noise and small perturba-
tions caused by external disturbances such as WF motions generated by waves, we intro-
duce noise and small periodic disturbances for both the follower and the leader vessel in
the measurement equation (5.2)

y = x+




0.01
0.01
0.01


sin(t)+vy (5.8)

where the zero-mean Gaussian disturbance vectorvy has a standard deviation of 0.02 m.
The performance of the coordination control schemes is shown in Figure 5.6 when

reducing the quality of the position measurements. Both theobserver-controller scheme
and the virtual vehicle scheme reflects the reduced quality of the measurements, and most
notably is the increased velocity errors in the virtual vehicle scheme. This is due to the
estimation principle of the virtual vehicle scheme that does not employ any model-based
filter based on the mathematical model of the surface vessel,and thus there is no inherent
noise filtering in the virtual vehicle scheme.

Measurement noise directly adds to the size of the bounded region to which the coor-
dination schemes converge. The size of this bounded region may be reduced through gain
tuning or by introducing a band-limited filter (wave filter) in the control scheme. Note,
however, that there is a lower limit to the size of this bounded region that will depend on
the size of the measurement noise and non-vanishing perturbations present in the closed-
loop system.
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Figure 5.6: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) under the influence of periodic wave-frequency motions and mea-
surement noise.
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Actuator limitations Limitations on the available control force from the actuators are
one of the limiting factors in terms of transient performance, and may also be the deter-
mining factor in how robust automatic control systems are towards external disturbances.
In practical applications, there must be sufficient controlforces available to both meet the
performance demands of the operation, while at the same timereduce the impact from
external disturbances. To investigate the effect of control saturations, we employ force sat-
urations on the available control force from the actuators of the follower surface vessel of
2 N in surge, 1.5 N in sway and 1.5 Nm in yaw as determined by the physical model ship
described in Appendix E.

The performance of the coordination control scheme under actuator limitations is shown
in Figure 5.7. Note the change in the length of the time vectorplotted in the transient phase
and after settling. We see that the force saturations severely increases the length of the tran-
sient phase due to the limited amount of force available, while the performance after the
transient phase is similar to the performance shown in Figures 5.1 and 5.2. Note that in
the simulations presented in this section and in Section 5.2, the demanded control forces to
coordinate the follower to the leader are close to the force limitations due to the definition
of the desired trajectory for the leader. Thus, the increased length of the transient phase is
expected when limitations are imposed on the available control forces of the follower.
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Figure 5.7: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) subject to actuator limitations of 2 N in surge, 1.5 N in sway and
1.5 Nm in yaw.
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5.3.3 Discussion

Both the observer-controller scheme of Chapter 3 and the virtual vehicle scheme of Chap-
ter 4 show robustness towards model parameter errors as illustrated in Figure 5.3. The
effect of model parameter errors in the control model does not significantly influence the
performance of the schemes after the initial transient phase, and thus the coordination
schemes may be suited for practical implementation in systems with model uncertainties.

External velocity disturbances affect the performance of the model-based observer in
the observer-controller scheme due to the unexpected behaviour of the system which is
not reflected in the control model utilized in the observer. The effect of disturbances in
velocity is less visible in the virtual vehicle scheme sincethe kinematic observer does not
depend on the velocity of the system. Note, however, that theexternal velocity disturbance
introduced to the simulations shown in Figure 5.4 is large toemphasize the effect of the
disturbance, and can be attenuated by using a different set of observer and control gains in
the observer-controller scheme. In all, the coordination schemes show robustness towards
external velocity disturbances.

External force disturbances add to the non-vanishing perturbation term in the observer-
controller scheme, and thus directly influence the size of the bounded region to which the
solutions converge as seen in Figure 5.5. The size of this bound can be reduced by tuning
the control gains, or by redesigning the control system to include an integral term or an
adaptive bias estimation algorithm to counteract slowly varying disturbances appearing as
external forces to the control system. The performance of the virtual vehicle scheme is less
affected by the introduction of a slowly varying disturbance force term due to the integral
action provided through the definition of the kinematic control law.

The observer-controller scheme utilizes a model-based observer to provide estimates
of the errors used in the control scheme. Under the influence of measurement noise, the
measurements are filtered through this second-order filter (the dynamic model of the fol-
lower), and thus wild-points and noisy measurements are attenuated intrinsically in the
observer-controller scheme. The observer is a separate model-based dynamic system that
provides estimates of the unknown states of the leader whether it is updated with measure-
ments or not, and thus provides some robustness towards measurement noise in practical
applications.

The virtual vehicle scheme utilizes a virtual kinematic control law to estimate the un-
known states of the leader. Under the influence of measurement noise on the leader posi-
tion measurements, there is no model-based filter to filter the measurements, and thus the
scheme is more sensitive to fast transients in the measurement signals, which is confirmed
in the experiment presented in Section 4.3.3 and in the velocity errors of Figure 5.6. Note
that this issue can be addressed by designing a separate filter to remove wild-points and
band-limit the measurement signal to reduce the influence ofmeasurement noise.

The overall performance of the coordination control schemes is shown in Figure 5.8,
where the model parameter errors, the velocity and force disturbances and the measure-
ment noise defined in this section are imposed on the followersimultaneously. We see that
the impact from the external disturbances influences the performance of the coordination
control schemes similarly, although the observer-controller scheme suffers from the in-
creased size of the non-vanishing perturbation due to the force disturbances using control
gains of Table 5.1. Note that the performance of the observer-controller scheme can be
improved to show a level of performance similar to that of thevirtual vehicle scheme by

101



5. COMPARISON OF THE OBSERVER-CONTROLLER AND VIRTUAL VEHICLE SCHEMES

tuning the control gains. Note also that the combined disturbance vector imposed on the
follower in Figure 5.8 is larger than the available control forces from the actuators of the
model surface vessel, and thus no force limitations are imposed on the control schemes in
Figure 5.8.
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Figure 5.8: Performance of the observer-controller scheme(top rows) and virtual vehicle
scheme (bottom rows) under model parameter errors, velocity disturbances, force distur-
bances and measurement noise.

In all, both the observer-controller scheme and the virtualvehicle scheme are shown to
exhibit robustness towards external disturbances, measurement noise and actuator limita-
tions. The performance of both schemes is sensitive to the performance of the estimation
schemes, and thus care should be taken in tuning the coordination control schemes. The
observer-controller scheme is sensitive to the tuning of the observer, and a choice between
the convergence rate and the sensitivity towards disturbances has to be made. In the virtual
vehicle scheme, care should be taken in designing the virtual vehicle kinematic velocity
such that it only demands velocities and accelerations within the range of the actuators
of the follower, and hence provides a reference trajectory that complies with the system
dynamics of the follower.

Note that although the discussion on robustness in this section is carried out in the
framework of the application presented in Section 1.1.2 using the simulation setup of Ap-
pendix E, the results are an indication of the robustness of the schemes in different applica-
tions within the Euler-Lagrange framework. Note also that the simulation study presented
in this section does not necessarily reflect the true magnitude and nature of disturbances
encountered in a full-scale operation, and should thus be regarded as a indication of the
impact of external disturbances only. A full-scale feasibility study should be carried out
for each practical implementation.
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5.4 Concluding remarks

The observer-controller scheme of Chapter 3 and the virtualvehicle scheme of Chapter 4
are both suited to provide motion coordination for mechanical systems, and are solutions
to the problems defined in Definitions 2.7 and 2.8. They both rely solely on position output
information of the leader, and thus for applications where the parameters of the mathemati-
cal model of the leader are unknown, and the velocity and acceleration are unavailable, the
follower can still follow the motion of the leader using the proposed motion coordination
schemes. Furthermore, for applications where the velocitymeasurements of the follower
are unavailable or unreliable, the proposed coordination schemes maintain the fundamental
stability properties within a semiglobal region of attraction. Both schemes show a level of
performance that is suitable for practical applications, and are distinguished rather by con-
cept than by performance. The observer-controller scheme is robust and reliable, although
it is tedious and time-consuming to tune, while the virtual vehicle scheme is cascaded in
nature and provides an easy gain-tuning process, although somewhat sensitive to measure-
ment noise without additional filtering.
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Chapter 6

Conclusions

This thesis has presented two motion coordination approaches for mechanical systems
within the Euler-Lagrange system framework. The proposed leader-follower coordina-
tion schemes rely only on position measurements from the leader, and thus do not require
knowledge of predefined paths, model parameters, control inputs or velocity and accelera-
tion measurements of the leader. The leader system is free tomanoeuvre independently of
the follower, and the follower is responsible for the control action necessary to coordinate
to the leader. Both of the proposed coordination schemes were applied using both state
feedback and output feedback from the follower to increase the usefulness of the schemes
in practical applications, and to provide robustness towards loss or poor quality of velocity
measurements.

The proposed observer-controller scheme was based on the design of a nonlinear model-
based observer that estimated the coordination errors, andtogether with state information
of the follower, the unknown states of the leader could be reconstructed. The observer-
controller scheme used the coordination controller as partof the correction term in the error
observer, and thus the follower became a physical observer of the leader. The closed-loop
errors of the proposed observer-controller scheme were shown to be uniformly globally
ultimately bounded when utilizing state feedback from the follower. Furthermore, for the
output feedback design, a second nonlinear model-based observer was designed to esti-
mate the velocity of the follower, and the closed-loop errors were shown to be uniformly
semi-globally ultimately bounded.

The proposed virtual vehicle scheme was based on the design of an intermediate virtual
system that was stabilized to the leader. Thus, through the design of a virtual control law,
estimates of the unknown states of the leader were availableto the coordination controller
of the follower. The virtual vehicle coordination control scheme was based on a cascaded
design, and thus the virtual control law and the coordination control law of the follower
could be tuned separately. The closed-loop errors of the proposed virtual vehicle con-
trol scheme were shown to be uniformly globally practicallyasymptotically stable when
utilizing state feedback from the follower. Furthermore, for the output feedback design,
a first-order velocity filter was designed to estimate the velocity of the follower, and the
closed-loop errors were shown to be uniformly semi-globally practically asymptotically
stable.
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The proposed coordination schemes are distinguished rather by concept than by perfor-
mance. The observer-controller scheme is model-based and reliable, although it is tedious
and time-consuming to tune, while the virtual vehicle scheme is cascaded in nature and
provides an easy gain-tuning process, although somewhat sensitive to measurement noise
without additional filtering.

The proposed coordination approaches were applied to the underway replenishment
problem to verify the theoretical results in simulations and practical experiments. The pro-
posed control schemes performed well in simulations under ideal conditions, and clearly
illustrated the theoretical stability results through convergence of the closed-loop errors
to a bounded region about the origin. In practical experiments with model ships in a
closed basin, the theoretical results were confirmed through convergence of the closed-
loop errors. However, the experimental setup was not well suited to experiments with two
physical model ships simultaneously, and thus only a qualitative estimate of the bounded
region about the origin could be obtained through experiments. In all, both through the
simulations and practical experiments, the proposed coordination schemes were seen to be
suitable for practical applications.
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Appendix A

Mathematical tools and definitions

This appendix summarizes some of the preliminaries vital inorder to understand the math-
ematics involved in some of the chapters in this thesis. The section is merely a summary
of other people’s ideas, definitions, theorems and corollaries that can mostly be found in
standard textbooks, but are nevertheless included to make the thesis more self-contained.

A.1 Notation and terminology

This section defines the notation of sets, functions and terms used frequently throughout
the thesis. It is worth mentioning that aProposition(statement which is to be proved)
that has been proved through aProof (rigorous mathematical argument) is called aThe-
orem (statement that can be demonstrated to be true), sometimes using aLemma(short
theorem used in proving a larger theorem). ACorollary is an immediate consequence of
a result already proved, and usually state more complicatedtheorems in a language sim-
pler to use and apply. This is different from anAxiomor Postulate(proposition regarded
as self-evidently true without proof) orConjectureandHypothesis(propositions which are
consistent with known data, but have neither been verified nor shown to be false) (cf. Weis-
stein (2006)). ADefinition is the creation of a new mathematical object, while aProperty
is used to characterize and distinguish between objects.

The system considered in this appendix is

ẋ = f (t,x) , x(t0) = x0. (A.1)

Definition A.1 (Lipschitz Condition)The Lipschitz condition is

|| f (t,x)− f (t,y)|| ≤ LU ||x−y|| (A.2)

for all (t,x) and(t,y) in some neighbourhood of(t0,x0) for any norm||·||.
This guaranteesexistenceanduniquenessof solutions of Equation (A.1), and that the sys-
tem has a bounded derivativef ′; the slope of the functionf is limited byLU . Lipschitz is
stronger thancontinuity, but weaker thancontinuous differentiability.

Definition A.2 A class Ck, or smooth, function has continuous partial derivatives up to
and including order k; a C0 function is a continuous function. If defined for all k, then it is
C∞.
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Thus, the following relation holds

C1 ⇒ L ⇒C0 (A.3)

whereL is a Lipschitz system.

Definition A.3 (Analytic) Ananalytic function inR is expandable in a power series in its
arguments about each point inR (Nijmeijer and der Schaft (1990)); in effect, the complex
function iscomplex differentiableat every point inR, and thus infinitely differentiable in
R (Weisstein (2006)).

This is a stronger result than smooth (∈C∞).

Definition A.4 A classK continuous functionα : [0,a) → [0,∞) is strictly increasing
andα (0) = 0.

Definition A.5 A classK∞ continuousfunctionα : [0,∞) → [0,∞) is strictly increasing
andα (0) = 0, andα (t) → ∞ as t→ ∞.

Definition A.6 A classKL continuous function β : [0,a)× [0,∞) → [0,∞) is strictly
increasing (classK ) for each fixed t≥ 0, and decreasing for each fixedx > 0, and
β (x, t) → 0 as t→ ∞.

A classK function f starts in zero, and increases forever withf ′ > 0. The gain function
γ of Teel (1996) is only continuous and nondecreasing, and thus allows for the identically
zero function orγ (s) = min{s,1} for s≥ 0. A classK∞ is defined for all positive values of
t, and is unbounded. A classKL function is strictly increasing (classK for each fixed t,
and decreasing for eachx, while limt→∞ β (x,t) = 0 (Khalil (2002)).

Definition A.7 (Supremum)The supremumsupS is theleast upper boundof a set S,
defined as aunique quantity M such that no member of the set exceeds M, but ifε is any
positive quantity, however small, there is a member that exceeds M− ε.

Supremum is the least upper bound of a set; that is, the uniquely largest value contained in
a set. Note that supR does not exist. Conversely, infimum is the greatest lower bound of a
set; denoted infR which neither exists.

Definition A.8 (Autonomous)An autonomous or time invariant system does not depend
on timeexplicitly, and is invariant to time shifts in the time origin, since changing the
time variable from t toτ = t −a does not change the right-hand side ofẋ = f (x) (Khalil
(2002)). If the system is not autonomous, it is said to benonautonomousor time varying.

Note that a system that exhibits influence from a time varyingunknown or known signal
is also time varying. If a disturbance depends on time, e.g. waves, or the reference for the
system changes with time, the system is nonautonomous. Since the leader position variable
xm(t) in this thesis depends on time, the leader system is nonautonomous or time varying.

Definition A.9 (Affine system)A input-linear or affine system is described as

ẋ(t) = f (x(t))+
m

∑
i=1

gi (x(t))ui (t) (A.4)

together with some output relation only depending on the state. The functions f and gi are
smooth (Nijmeijer and der Schaft (1990)).
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The distinctive feature is that the controlu = (u1,u2, ...,um) appearslinearly (or better,
affine) in the differential equation. Also, a homogeneous equation is e.g.Gu = 0, while
a non-homogeneous equation isGu+ b = 0, where a system of non-homogeneous linear
equations is said to be affine.

Definition A.10 (Exogenous variable)A prescribed know control function (Nijmeijer and
der Schaft (1990)).

Definition A.11 (Manifold) A manifold is a Euclidean (Cartesian) topological space (Weis-
stein (2006)).

This can be compared to seeing the Earth as flat, although it isa sphere. A manifold is
an object which is nearly "flat" on small scales.

Definition A.12 (Diffeomorphism)A diffeomorphism is a map between manifolds which
is differentiable and has a differentiable inverse (Weisstein (2006)); bothφ and φ−1 are
smooth maps (Marino and Tomei (1995)), andφ is a diffeomorphism if it is smooth and its
inverseφ−1 exists and is smooth.

Definition A.13 (Vector field)A vector field f in U⊂ R is a function which assigns to
each point p∈U a vector fp (Marino and Tomei (1995)).

One can think of this as a vectorf (x) emanating from every point x (Slotine and Li (1991)).

Definition A.14 (Lie derivatives)If f is a vector field on U and h is a smooth function on
U, then f(h) is a smooth function on U defined as

f (h)(p) =
n

∑
i=1

fi (p)

(
∂h
∂xi

)
(p) (A.5)

and called theLie derivativeof the function h along the vector field f , and denoted Lf h
(Marino and Tomei (1995)).

A.2 Norms and inequalities

Or rather tips and tricks? While linear control is often straightforward and – in lack of a
better word – linear, nonlinear control is all about the tipsand tricks one learns through
experience and practice, and through reading other people’s work. We state here some
of the "tools-of-the-trade" that have proven themselves useful in the topic of nonlinear
control. We begin with the definition of aninner product.

Definition A.15 (Naylor and Sell (1982))Let X be a vector (linear) space, complex or
real. An inner product on X is a mapping that associates with each pair of vectorsx,y a
number, real or complex, denoted by(x,y), that satisfies

(x+y,z) = (x,z)+ (y,z) ; (Additivity) (A.6)

(λx,y) = λ (x,y) ; (Homogenity) (A.7)

(x,y) = ¯(x,y); (Symmetry) (A.8)

(x,x) > 0,whenx 6= 0. (Positive Definiteness) (A.9)
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The abstract inner product(x,y) has its definition for vectors inRn asxTy.

Definition A.16 (Young (1988)) The norm‖·‖ of a vectorx in an inner product space X
is defined to be

‖x‖ = (x,x)
1
2 =

√
(x,x) (A.10)

Definition A.17 (Young (1988)) An inner product space (or pre-Hilbert space) is a pair
(X,(·, ·)), where X is a vector space and(·, ·) is an inner product on X.

An important inequality was stated by the German mathematician Herman Amadeus Schwartz
(1843–1921) as

Theorem A.1 (Schwartz Inequality (Naylor and Sell (1982)))Let(x,y) be an inner prod-
uct on a vector space X. Then, for‖x‖ and‖y‖ as defined in (A.10),

|(x,y)| ≤ ‖x‖‖y‖ , (A.11)

with equality iffx andy are linearly independent. This is sometimes known as the Cauchy-
Schwartz inequality (Young (1988)) or the Buniakowsky Inequality, and is a special case
of the Holder Inequality (Naylor and Sell (1982)) with p= q = 2.

Remark A.1 It follows from Schwartz Inequality in Theorem A.1 that (Naylor and Sell
(1982))

‖x+y‖2 ≤ (‖x‖+‖y‖)2 (A.12)

and also that

0≤ (x−λy,x−λy)= ‖x‖2− |(x,y)|2

‖y‖2 (A.13)

Theorem A.2 (Parallelogram Law (Young (1988)))For vectorsx andy in an inner prod-
uct space X

‖x+y‖2 +‖x−y‖2 = 2‖x‖2 +2‖y‖2 (A.14)

Theorem A.3 (Triangle Inequality (Weisstein (2006)))For vectorsx andy in an inner
product space X

‖x‖−‖y‖ ≤ ‖x+y‖≤ ‖x‖+‖y‖ (A.15)

Theorem A.4 (Young’s Inequality (Weisstein (2006)))For x andy and any real p> 1,
we have

‖xy‖ ≤ 1
p
‖x‖p +

p−1
p

‖y‖
p

p−1 (A.16)

Corollary A.1 It follows from Young’s Inequality in Theorem A.4 that for p= 2

‖xy‖ ≤ 1
2
‖x‖2 +

1
2
‖y‖2 (A.17)

We can state the following proposition very useful in Lyapunov analysis

Proposition A.1 For x,y > 0, λ > 0 and p> 1,q > 0 we have

xp−1yq ≤ λxp+
ypq

λ p−1 (A.18)
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Note also that we have

Proposition A.2 For λ > 0,

xy ≤ λ
2

x2 +
1

2λ
y2 (A.19)

or as norms

‖xy‖ ≤ λ
2
‖x‖2 +

1
2λ

‖y‖2 (A.20)

which agrees with Corollary A.1 forλ = 1.
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Appendix B

Reference kinematics

A reference vehicle at a position relative to the leader is designed to provide a reference for
the leader-follower coordinated synchronization controllaw of the follower. The position
of the reference vehicle is uniquely determined by the position and heading of the leader
vehicle through (2.56) as

xr = xm+J(xm)dm
r (B.1)

In this section, we develop the differential kinematics fora general reference vehicle model
with an arbitrary heading assignment, i.e. the heading angle of the reference vehicleψr

can be different from the heading angle of the leader vesselψm.

Vm

Vm

Vr

Vr
γm

γm

d

d

ψm

ψm ψr

ψr

xn

xn

yn xm

xm

ym
ym

xr

yr

α

Figure B.1: The reference vehicleVr at the distanced and angleγm from the leaderVm.

The differential kinematic model of the leader vehicleVm with the position/heading vector
xm can be written as

ẋm = J(xm)νm (B.2)
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and for a fully actuated 3DOF vehicle takes the form

ẋm = umcosψm−vmsinψm

ẏm = umsinψm+vmcosψm (B.3)

ψ̇m = rm

Let d (= const) be the desired (required) distance between the leader and the follower
vessel, andγm (= const) the angle between the bodyx-axis of the leader and the vectord,
positive counterclockwise, as shown in Figure B.1. We can calculate the "position"χ of
the leader in the body frame1 of the leader

χm
m = JT (xm)xm (B.4)

Superscripts denote the reference frames, and subscripts denote which vehicle position
and heading vector that is described. We will useχ to denote position/heading in the body
frames with no immediate physical interpretation, andx as the position/heading of vehicles
in the NED frame. Thus,xm is the position vector of the leader vehiclem in the NED frame,
while χm

m is the position vector of the leader vehicle in its own body frame. We have that
the position vector of the reference vehicle in the NED framecan be written as

xr = J(xr)χ r
r (B.5)

The position vector of the reference vehicle in the body frame of the leader can be written
as

χm
r = χm

m +dm
r (B.6)

where

dm
r =




dcosγm

dsinγm

α


 (B.7)

with the distanced and rotationα separating the two frames. The angleα is the desired
difference in heading between the leader vessel and the reference vehicle, and defined in
the body frame. Expressed in the NED frame, (B.6) becomes

xr = J(xm)χm
r = xm+J(xm)dm

r (B.8)

Taking the time derivative through

J̇(xm) = J(xm)S(rm) (B.9)

whereS(rm) is the skew-symmetric matrix

S(rm) =




0 −rm 0
rm 0 0
0 0 0



 (B.10)

we get
ẋr = ẋm+J(xm)S(rm)dm

r +J(xm) ḋm
r (B.11)

1Note that the position of the vehicle in the body-frame does not have any immediate physical interpretation
as the integral

∫ t
0 νbdt, but its mathematical representation is still valid.

126



In component form this is equivalent to

ẋr = umcosψm−vmsinψm−drmcosγmsinψm−drmsinγmcosψm (B.12a)

ẏr = umsinψm+vmcosψm+drmcosγmcosψm−drmsinγmsinψm (B.12b)

ψ̇r = rm+ α̇ (B.12c)

By investigating (B.12a) more closely, we can rewrite this as

ẋr = cosψm(um−drmsinγm)−sinψm(vm+drmcosγm)

=

√
(um−drmsinγm)2 +(vm+drmcosγm)2 (cosψmcosα −sinψmsinα) (B.13)

where we have

cosα =
um−drmsinγm√

(um−drmsinγm)2 +(vm+drmcosγm)2
(B.14)

sinα =
vm−drmcosγm√

(um−drmsinγm)2 +(vm+drmcosγm)2
(B.15)

Similarly, we can rewrite (B.12b) as

ẏr = sinψm(um−drmsinγm)+cosψm(vm+drmcosγm)

=

√
(um−drmsinγm)2 +(vm+drmcosγm)2 (sinψmcosα +cosψmsinα) (B.16)

and by using that

tanα =
sinα
cosα

=
um−drmsinγm

vm+drmcosγm
(B.17)

we get

α̇ =
(u̇m−dṙmsinγm)(vm+drmcosγm)−(um−drmsinγm)(v̇m+dṙmcosγm)

(vm+drmcosγm)2 cos2 α (B.18)

The differential kinematic relationship for the referencevehicle can thus be written as

ẋr =

√
(um−drmsinγm)2 +(vm+drmcosγm)2cos(ψm+ α)

ẏr =

√
(um−drmsinγm)2 +(vm+drmcosγm)2sin(ψm+ α) (B.19)

ψ̇r = ψ̇m+ α̇
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Appendix C

Details of Proofs

C.1 The Observer-controller approach

C.1.1 Proof of Theorem 3.1

Consider the Lyapunov function candidate

V1(s̄, ē) =
1
2

s̄TM (x) s̄+ ēTK pē (C.1)

and differentiate along the closed-loop trajectories while using (3.18) and (3.19) to get

V̇1 (s̄, ē) = −s̄T (D(x, ẋ)+Kd) s̄− ēTΛΛΛTK pē+ s̄TM (x)L2ẽ+ ẽTLT
1 K pē (C.2)

Furthermore, consider the Lyapunov function candidate

V2 (̃s, ẽ) =
1
2

s̃TP1̃s+
1
2

ẽTL2ẽ− ẽTP2̃s (C.3)

whereP1,2 are positive definite constants to be defined. Equation (C.3)is positive definite
for

P1,mL2,m > P2
2,M (C.4)

Differentiating along the closed-loop trajectories and using (3.14) yields

V2 (̃s, ẽ) = −s̃TP2̃s− ẽTL2 (ΛΛΛ+L1) ẽ+ ẽT
(

L2 +(ΛΛΛ+L1)
T P2

)
s̃+
(
s̃TP1− ẽTP2

) ˙̃s
(C.5)

Combining (C.1) and (C.3) in

V (s̄, ē, s̃, ẽ) =
1
2

s̄TM (x) s̄+ ēTK pē+
1
2

s̃TP1̃s+
1
2

ẽTL2ẽ− ẽTP2̃s (C.6)

and defining the shorthand

L3 := ΛΛΛ+L1 (C.7)
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the derivative along the closed-loop trajectories becomes

V̇ (s̄, ē, s̃, ẽ) = −1
2

[
s̄
ē

]T

Q1︷ ︸︸ ︷[
D(x, ẋ)+Kd 0

0 ΛΛΛTK p

][
s̄
ē

]

− 1
2

[
s̃
ẽ

]T

Q2︷ ︸︸ ︷[
2P2 −

(
L2 +LT

3 P2
)

−
(
L2 +LT

3 P2
)

2
ε L2L3

][
s̃
ẽ

]

− 1
2

[
s̄
ẽ

]T

Q3︷ ︸︸ ︷[
D(x, ẋ)+Kd −M (x)L2

−M (x)L2
ε−1

ε L2L3

][
s̄
ẽ

]

− 1
2

[
ē
ẽ

]T

Q4︷ ︸︸ ︷[
ΛΛΛTK p −LT

1 K p

−LT
1 K p

ε−1
ε L2L3

][
ē
ẽ

]
+ β (·)

(C.8)

where the constant parameterε > 1 is not used in the controller, but only as a parameter in
the stability proof. The perturbation termβ (·) is given as

β (·) =
(
s̃TP1− ẽTP2

) ˙̃s (C.9)

The termQ1 is positive definite trivially with symmetric positive definite gainsΛΛΛ, K p and
Kd, and the conditions for positive definiteness forQ3 andQ4 are

Q3 > 0 ⇔
ε−1

ε (Dm+K p,m)L3,m

M2
ML2,M

> 1 (C.10)

Q4 > 0 ⇔
ε−1

ε ΛΛΛT
mL2,mL3,m

L2
1,MK p,M

> 1 (C.11)

To analyze positive definiteness ofQ2, we must first analyse the perturbing termβ (·) of
(C.9). We recognize that

s̃= ̂̇y− ẏ (C.12)

and use (3.3b) to write

β (·) =
(
s̃TP1− ẽTP2

)( ˙̇̂xm− ẍm

)
(C.13)

Choosing the estimation update law as

˙̇̂xm = −
(
M−1 (x)K p+L2

)
ẽ (C.14)

and using (3.16) so that

˙̇̂y= ˙̇̂xm−ΛΛΛ ˙̂e= −
(
M−1 (x)K p+L2

)
ẽ−ΛΛΛ (̂s−ΛΛΛê+L1ẽ) (C.15)

Inserting this in the observer (3.15) as

̂̈y− ˙̇̂y= ˜̇s− ˙̃s=
(
M−1 (x)K p +L2

)
ẽ (C.16)
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gives the velocity and acceleration estimates used in the controller as

̂̇y = ẋ− ŝ (C.17)

̂̈y = −ΛΛΛ (̂s−ΛΛΛê+L1ẽ) (C.18)

The perturbation term can now be written using (C.14) as

β (·) = −s̃TP1
(
M−1 (x)K p +L2

)
ẽ+ ẽTP2

(
M−1 (x)K p +L2

)
ẽ−
(
s̃TP1− ẽTP2

)
ẍm

(C.19)

Remark C.1 Note that the acceleration of the leaderẍm is present in (C.19) as non-
vanishing disturbance, and thus the origin of the closed-loop error space is no longer
an equilibrium.

Equation (C.19) can be written as

β (·) = βQ(·)+ βN (·) (C.20)

where

βQ (·) = −s̃TP1
(
M−1 (x)K p+L2

)
ẽ+ ẽTP2

(
M−1 (x)K p +L2

)
ẽ (C.21)

and

βN (·) = −
(
s̃TP1− ẽTP2

)
ẍm (C.22)

The terms ofβQ(·) can be incorporated inQ2 to give a new matrixQ2,β defined as

Q2,β =

[
2P2 P1

(
M−1 (x)K p−L2

)
−
(
L2 +LT

3 P2
)

P1
(
M−1 (x)K p−L2

)
−
(
L2 +LT

3 P2
)

2
ε L2L3−P2

(
M−1 (x)K p+L2

)
]

(C.23)
Choosing for simplicityP1 = I , and we have thatQ2,β is positive definite for the choice of
P2 = L1 when

Q2,β > 0⇔
4
ε L2,mL3,m−L2

1,M

(
M−1

m K p,M +L2,M
)

[(
M−1

m K p,M −LT
3,mL1,m

)]2 > 1 (C.24)

where the positive definiteness can be ensured through tuning the filter gainΛΛΛ of (3.2) in
(C.7).

The perturbing term of (3.26) can thus be bounded as

βN (·) ≤ (‖̃s‖+L1,M ‖ẽ‖)AM (C.25)

with the ultimate boundδ in Definition 2.1 as

δ =
√

1+L1,M

√
AM (C.26)
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C.1.2 Proof of Theorem 3.2

By inserting the controller (3.33) into the model (2.27) under Assumption 3.1, and by
subtractingM (x) ẍm+C(x, ẋ) ẋm+D(x) ẋm on each side, the closed-loop error dynamics
of the controller becomes

M (x) ë+C
(

x,̂̇x
)

ė+D(x) ė+Kdė+K pe= M (x)
(
̂̈xm− ẍm

)
(C.27)

+C
(

x,̂̇x
)
̂̇xm−C(x, ẋ) ẋm+D(x)̂̇xm−D(x) ẋm−Kd

(
̂̇e− ė

)

The Coriolis and Centripetal terms can be collected as

C
(

x,̂̇x
)
̂̇xm−C(x, ẋ) ẋm = C(x, ẋ)

(
˜̇e−2˜̇x

)
+C

(
x,̂̇x
)(
˜̇x+ ė− ˜̇e

)
(C.28)

from PropertyP2, and due to

̂̇xm− ẋm = ˜̇e− ˜̇x, ̂̈xm− ẍm =
d
dt

(
˜̇e− ˜̇x

)
(C.29)

the resulting error dynamics from (C.27) is

M (x) ë+C
(

x,̂̇x
)

ė+D(x) ė+Kdė+K pe= M (x)
d
dt

(
˜̇e− ˜̇x

)
(C.30)

+C(x, ẋ)
(
˜̇e−2˜̇x

)
+C

(
x,̂̇x
)(
˜̇x+ ė− ˜̇e

)
+D(x)

(
˜̇e− ˜̇x

)
+Kd˜̇e

From the observers of (3.34) and (3.36), the estimation error dynamics becomes

d
dt

ẽ= ˜̇e−L1ẽ (C.31a)

d
dt
˜̇e= M (x)−1

[
C
(

x,˜̇x
)
˜̇x−2C(x, ẋ)˜̇x−D(x)˜̇x−2K p̃e

]
+L2x̃−2L 2̃e− ẍm (C.31b)

and
d
dt

x̃ = ˜̇x−Lx1x̃ (C.32a)

d
dt
˜̇x = M (x)−1

[
C
(

x,˜̇x
)
˜̇x−2C(x, ẋ)˜̇x−D(x)˜̇x−K p̃e

]
−L2ẽ (C.32b)

By defining a new set of coordinates

ē= e−xm x̃m = ẽ− x̃

˙̄e= ė− ẋm
˙̃xm = ˜̇e− ˜̇x−L1x̃m

(C.33)

the synchronization closed-loop error dynamics of (C.30) can be rewritten as

M (x) ¨̄e+C(x, ẋ) ˙̄e+D(x) ˙̄e+Kd ˙̄e+K pē= M (x)L1
˙̃xm+D(x)L1x̃m−K p (C.34)

−C(x, ẋ)
(

˙̃x+L1(x̃− x̃m)
)

+C
(

x, ˙̃x+L1x̃
)

( ˙̄e−L1x̃m)+Kd

(
˙̃x+L1(x̃+ x̃m)

)
x̃m

and the estimation closed-loop error dynamics of (C.31) and(C.32) as

¨̃xm =−M (x)−1K p (x̃+ x̃m)−L1
˙̃xm−L2x̃m− ẍm (C.35)

¨̃x =−M (x)−1K p (x̃+ x̃m)−L1
˙̃x−L2(x̃+ x̃m)

+M (x)−1
[
C
(

x, ˙̃x+L1x̃
)
−2C(x, ẋ)+D(x)

](
˙̃x+L1x̃

) (C.36)
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Stability analysis

Consider the vectorζ ∈ R
6n as defined in (3.45) and take the Lyapunov function

V (ζ ) =
1
2

ζ TP(ζ )y (C.37)

whereP(ζ ) = P(ζ )T is given by

P(ζ ) =




ε0

[
M (x) λ0M (x)

λ0M (x) K p + λ0Kd

]
0 0

0

[
I µ (x̃d) I

µ (x̃d) I L 2

]
0

0 0

[
I γ (x̃) I

γ (x̃) I L 2

]




(C.38)
whereI ∈ R

n×n is the identity matrix,ε0,λ0,µ0,γ0 ∈ R are positive constants

λ0 > 0, µ0 > 0, γ0 > 0, ε0 > 0 (C.39)

to be determined, andµ (x̃d) andγ (x̃) are defined by

µ (x̃d) =
µ0

1+‖x̃d‖
, γ (x̃) =

γ0

1+‖x̃‖ (C.40)

Sufficient conditions for positive definiteness ofP(ζ ) are

Kd,m > λ0MM, L2,m > max
{

µ2
0,γ2

0

}
(C.41)

whereMM is the largest eigenvalue ofM . By choosing the minimum eigenvalues of the
gain matricesL1,m,L2,m,K p,m,Kd,m to satisfy a set of lower bounds, and together with the
boundedness ofµ (x̃m) andγ (x̃), this implies that there exists constantsPm andPM such
that

1
2

Pm‖ζ‖2 ≤V (ζ ) ≤ 1
2

PM ‖ζ‖2 (C.42)

The time derivative of (3.47) along the error dynamics of (3.40 - 3.42) yields

V̇ (ζ ) = −ζ TQ(ζ )ζ + β (ζ , ẋ, ẍm) (C.43)

where

β (ζ , ẋ, ẍm) = ε0
[
˙̄eT + λ0ēT]C

(
x, ˙̃x+L1x̃

)
[ ˙̄e−L1x̃m]− ε0λ0ēTC(x, ẋ) ˙̄e

− ε0
[
˙̄eT + λ0ēT]C(x, ẋ)

[
˙̃x+L1(x̃− x̃m)

]
− ε0

[
˙̄eT + λ0ēT]D(x) [˙̄e−L1x̃m]

+
[
˙̃x

T
+ γ x̃T

]
M−1 (x)

[
C
(

x, ˙̃x+L1x̃
)
−2C(x, ẋ)−D(x)

][
˙̃x+L1x̃

]

+ ε0λ0ēTṀ (x) ˙̄e+ γ̇ x̃T ˙̃x+ µ̇x̃T
m

˙̃xm−
[
˙̃x

T
m+ µ x̃T

m

]
ẍm

(C.44)

andQ(ζ ) = Q(ζ )T is given by

Q =




Q11 Q12 Q13

QT
12 Q22 Q23

QT
13 QT

23 Q33



 (C.45)
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with the block matrices

Q11 = ε0

[
Km−λ0M 0

0 λ0K p

]
(C.46)

Q12 =
ε0

2

[
−M (x)L1 K p−KmL1

−λ0M (x)L1 λ0(K p−KmL1)

]
(C.47)

Q13 =
ε0

2

[
−Km −KmL1

−λ0Km −λ0KmL1

]
(C.48)

Q22 =

[
L1− µ0I 1

2

(
M−1 (x)K p+ µL1

)

1
2

(
M−1 (x)K p+ µL1

)T µ
(
M−1 (x)K p +L2

)
]

(C.49)

Q23 =

[
0 1

2M−1 (x)K p
1
2

(
M−1K p +L2

)
1
2

(
(µ + γ)M−1K p + γL2

)
]

(C.50)

Q33 =

[
L1− γI 1

2

(
M−1 (x)K p+ γL1

)

1
2

(
M−1 (x)K p+ γL1

)T γ
(
M−1 (x)K p+L2

)
]

(C.51)

From the definition in (3.49) it follows that

µ̇ x̃T
m

˙̃xm = −µ

(
x̃T

m
˙̃xm

1+‖x̃m‖

)
˙̃x
T
mx̃m ≤ µ0

∥∥∥ ˙̃xm

∥∥∥
2

(C.52)

γ̇ x̃T ˙̃x = −γ

(
x̃T ˙̃x

1+‖x̃‖

)
˙̃x

T
x̃ ≤ γ0

∥∥∥ ˙̃x
∥∥∥

2
(C.53)

whereµ0 andγ0 are upper bounds onµ (x̃d) andγ (x̃), respectively. The definition of the
inertia matrixM (x) implies that

Ṁ (x) =
d
dt

M (x) =
∂M (x)

∂x
ẋ (C.54)

and since 0< Mm ≤ ‖M (x)‖ ≤ MM and the fact thatx only appears as an argument of
trigonometric functions inM (x) it can be concluded that

M pm‖ẋ‖ ≤
∥∥Ṁ (x)

∥∥≤ M pM‖ẋ‖ (C.55)

Using Properties P3 and P4, and introducing the vectorζN as

ζ T
N =

[∥∥ ˙̄e
∥∥ , ‖ē‖ ,

∥∥∥ ˙̃xm

∥∥∥ , ‖x̃m‖ ,
∥∥∥ ˙̃x
∥∥∥ , ‖x̃‖

]
(C.56)

an upper bound for (C.43) is

V̇ (ζ ) ≤ ‖ζN‖
(

α0−QN,m‖ζN‖+ α2‖ζN‖2
)

(C.57)

whereQN,m is the minimum eigenvalue of the matrixQN = QT
N given by

QN =




Q11N Q12N Q13N

QT
12N

Q22N Q23N

QT
13N

QT
23N

Q33N



 (C.58)
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where

Q11N = ε0

[
Kd,m+DM −λ0MM q12

q12 λ0K p,m

]
(C.59)

Q12N =
ε0

2

[
−MML1,M −DML1,M K p,M −Kd,ML1,M −CMVM

−λ0MML1,M q24

]
(C.60)

Q13N =
ε0

2

[
CMVM −Kd,M CMVML1,M −Kd,ML1,M

λ0
(
CMVM −Kd,M

)
λ0
(
CMVML1,M −Kd,ML1,M

)
]

(C.61)

Q22N =

[
L1,m−2µ0

1
2

(
M−1

m K p,M + µ0L1,M
)

1
2

(
M−1

m K p,M + µ0L1,M
)

µ0
(
M−1

m K p,m+L2,m
)
]

(C.62)

Q23N =

[
0 1

2M−1
m K p,M

1
2

(
M−1

m K p,M +L2,M
) 1

2

(
(µ0 + γ0)M−1

m K p,M + γ0L2,M
)
]

(C.63)

Q33N =

[
L1,m−2γ0+2M−1

m CMVM +M−1
m DM q56

q56 q66

]
(C.64)

q12 =
1
2

λ0 (CMVM −MMVM +DM) (C.65)

q24 = λ0
(
K p,M −Kd,ML1,M −CMVM −DML1,M

)
(C.66)

q56 =
1
2

(
M−1

m K p,M + γ0L1,M
)
+M−1

m CMVM (L1,M + γ0)+M−1
m DM (L1,M + γ0) (C.67)

q66 = γ0
(
M−1

m K p,m+L2,m+2M−1
m CMVML1,m+M−1

m DML1,m
)

(C.68)

andα0 andα2 are positive scalars given by

α0 =(1+
√

µ0)
√

AM (C.69)

α2 =

√
8 M−1

m CMΛM

(√
γ0 +

√
L1,M

)
+
√

ε0CM

(
1+
√

λ0

)(
L1,M +2

√
L1,M

)

+ ε0

(√
CM

(
1+2

√
L1,M

)
+
√

λ0(M pM +CM)

)
(C.70)

+
√

ε0λ0

(
2
√

CM

(
1+
√

L1,M

)
+
√

M pM +CM

)

+M−1
m CM

(
5+
√

γ0 +2L1,M +
√

γ0L1,M +L2
1,M + γ0+L1,M

√
γ0 +

√
8 γ0L1,M

)

Choosing the gainsK p,Kd,L1,L2 and the constantsε0,λ0,µ0,γ0 such thatQN is posi-
tive definite suggests that the coordination observer-controller scheme can be treated as
a perturbed system. Equation (3.47) together with (3.51) and Proposition 2.1 allows the
conclusion of local uniform ultimate boundedness ofζN and consequently ofζ . Through
the coordinate transformation defined by (3.46) it follows that the original statẽη in (3.44)
is locally uniformly ultimately bounded. Moreover, sinceα2 depends explicitly onL1,M,
y2 in Proposition 2.1 can be made arbitrarily small by a proper choice ofL1,M, and thus the
ultimate bound for̃η can be made arbitrarily small. Also note that the region of attraction
is given by

∆ =

{
x ∈ R

6n | ‖x‖ <
y2

‖T‖

√
P−1

m PM

}
(C.71)
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Since the size of the region of attraction∆ is proportional toy2, this region can be expanded
by increasingy2. Thus the closed-loop errors̃η are semiglobally uniformly ultimately
bounded.

The ultimate boundedness result is due to the non-vanishingdisturbance from leader
acceleration̈xm. Under the assumption of constant velocity of the leader(ẍm = 0), the
derivative of the Lyapunov function (3.51) is reduced to

V̇ (ζ ) ≤ ‖ζN‖2 (−QN,m+ α2‖ζN‖) ≤−κ ‖ζN‖2 (C.72)

since (C.71) guarantees thatQN,m > α2‖ζN‖. Semiglobal exponential convergence to zero
of the closed-loop errors̃η = Tζ for leader acceleration̈xm = 0 follows directly from
(C.72).

C.2 The Virtual vehicle approach

C.2.1 Proof of Theorem 4.1

Consider the Lyapunov function candidate

Vv(z, ev) =
1
2

eT
v ev +

1
2

zTL2z+
1
2

zTev (C.73)

which is positive definite forL2,m > 1/4. Differentiating along the closed-loop trajectories

V̇v(z, ev) =−eT
v

(
L1−

1
2

I
)

ev−
1
2

zTL2z− 1
2

zTL1ev−
(

eT
v +

1
2

zT
)

J(xm)νr (C.74)

It follows through Proposition A.2 that

−1
2

zTL1ev ≤
1
2

(
λ
2

L1,M ‖ev‖2− 1
2λ

L1,M ‖z‖2
)

(C.75)

and the relation using (4.2)

−
(

eT
v +

1
2

zT
)

J(xm)νr ≤
(
‖(e,z)‖+

1
2
‖(e,z)‖

)
VM ≤ 3VM

2‖(e,z)‖
(
eTe+zTz

)
(C.76)

that (C.73) can be rewritten as

V̇v(z, ev) ≤−
(

L1,m− 1
2
− λ

4
L1,M − 3VM

2‖(ev,z)‖

)
‖ev‖2

− 1
2

(
L2,m− 1

2λ
L1,M − 3VM

‖(ev,z)‖

)
‖z‖2 (C.77)

since‖J(x)‖ ≤ 1. Designing the gain matricesL1 andL2 asL i,M ≤ ℓ L i,m, i ∈ {1,2}, for
someℓ > 0, it follows throughλ = 2/ℓ andδv as any given positive constant that the choice

L1,m− 1
2
− λ

4
L1,M − 3VM

2‖(ev,z)‖
= 1 (C.78)
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gives

(
1− 2

4ℓ
ℓ

)
L1,m− 1

2
− 3VM

2δv
= 1 ⇒ L1,m = 3+

3VM

δv
(C.79)

and the choice

1
2

(
L2,m− 1

2λ
L1,m− 3VM

‖(ev,z)‖

)
= 1 (C.80)

gives

1
2

(
L2,m− ℓ2

4
L1,m− 3VM

δv

)
= 1 ⇒ L2,m = 2+

3ℓ2

4
+

(
1+

ℓ2

4

)
3VM

δv
(C.81)

The choices of (C.78) and (C.80) generates the following bound of the derivative ofVv:

‖ev‖2 +‖z‖2 ≥ δ 2
v ⇒ V̇v(z,ev) ≤−‖ev‖2−‖z‖2 . (C.82)

C.2.2 Proof of Theorem 4.4

Sketch of proof: We can combine the Lyapunov functions as

V (η̃) = Vv(z,ev)+Ve(e, ė,ϑ) (C.83)

and write the derivative of (C.83) by bounding the terms as

V̇ (η̃) ≤− ε
2

[
‖e‖
‖ė‖

]T

Q1︷ ︸︸ ︷[ 1
2K p,m −kD1

−kD1
1
3BT

mMm

][
‖e‖
‖ė‖

]
(C.84)

− ε
2

[
‖e‖
‖ϑ‖

]T

Q2︷ ︸︸ ︷[ 1
2K p,m −Kd,M −K p,M

−Kd,M −K p,M
1
2ε Kd,mB−1

M Am

][
‖e‖
‖ϑ‖

]

− ε
2

[
‖ϑ‖
‖ė‖

]T

Q3︷ ︸︸ ︷[
1
2ε Kd,mB−1

M Am −kD1−AT
MMM

−kD1−AT
MMM

1
3BT

mMm

][
‖ϑ‖
‖ė‖

]

−Λev ‖ev‖2−Λz‖z‖2− (εΛė1 + Λė2)‖ė‖2−Λe‖e‖2− εΛϑ ‖ϑ‖2
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where

Λev =L1,m− 1
2
− λ

4
L1,M −

(
MML1,M + 3

2

)
VM

‖[ev,z, ė]‖

Λz =
1
2

(
L2,m− 1

2λ
L1,M −

(
MML1,M + 3

2

)
VM

‖[ev,z, ė]‖

)

Λė1 =
1
3

BT
mMm−MM −kD2 (‖e‖+‖ϑ‖)−kD2‖ẋv‖−CM (‖e‖+‖ϑ‖)−2CV ‖ẋv‖

Λė2 =
ε
3

BT
mMm+kd −CV ‖ẋv‖−

(
MML1,M + 3

2

)
VM

‖[ev,z, ė]‖

Λe =
1
2

K p,m− 1
2

kD2‖ẋv‖−CV ‖ẋv‖

Λϑ =
1
2

Kd,mB−1
M Am− εKd,M − ε

2
kD2‖ẋv‖− εCV ‖ẋv‖

(C.85)

through

(
MML1,M ‖ė‖+‖ev‖+

1
2
‖z‖
)

VM ≤
(
MML1,M + 3

2

)
VM

‖[ev,z, ė]‖
(
‖ev‖2 +‖z‖2 +‖ė‖2

)
(C.86)

Positive definiteness requires

Q1 > 0⇔K p,mBmMm > 6 k2
D1

Q2 > 0⇔ K p,mKd,mAm

4BM
[
K p,m+Kd,m

]2 > ε

Q3 > 0⇔ Kd,mAmBmMm

6BM [kD1 +AMMM]2
> ε

(C.87)

Through the definition oḟxv in (4.16) constants are positive for

Λė1 > 0⇔ BmMm−3MM

6
(
kD2+CM+

(1
2kD2+CV

)
(L1,M+L2,M)

)>‖η̃‖

Λϑ > 0⇔ Kd,mAm−2εKd,MBM

εBM (kD2 +2CV) (L1,M +L2,M)
> ‖η̃‖ (C.88)

Λe > 0⇔ K p,m

(kD2 +2CV) (L1,M +L2,M)
> ‖η̃‖

where

∆1 =min

{
BmMm−3MM

6
(
kD2 +CM +

(
1
2kD2 +CV

)
(L1,M +L2,M)

) , (C.89)

Kd,mAm−2εKd,MBM

εBM (kD2 +2CV)(L1,M +L2,M)
,

K p,m

(kD2 +2CV)(L1,M +L2,M)

}
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Choose the minimum eigenvalues of the gain matricesL1 andL2 large enough using the
same reasoning as in Section 4.1.1, and satisfying

L1,m =
3+3VM

δ1

1−2MmℓVM
δ1

, L2,m = 2+

(
ℓ

4
+

2MmℓVM

δ1

)
L1,m+3

VM

δ1
(C.90)

ensures thatΛev andΛz are positive as

‖η̃‖ ≥ δ1 ⇒ Λev = Λz = 1 (C.91)

The regionδ1 to which the solutions converge can be reduced by enlargingL1,m andL2,m.
Defining constants

a := CV (L1,M +L2,M) , b :=
ε
3

BT
mMm+kd, c :=

(
MML1,M +

3
2

)
VM (C.92)

the termΛė2 is positive whenb > 2
√

ac, and the two distinct roots are

∆2 =
b+

√
b2−4ac
2a

, δ2 =
b−

√
b2−4ac
2a

(C.93)

such that
∆2 > ‖η̃‖ > δ2 (C.94)

The lower boundδ2 can be decreased and the upper bound∆2 can be increased by increas-
ing the gainBm in b, and

lim
Bm→∞

∆2 = ∞, lim
Bm→∞

δ2 = 0 (C.95)

The region to which the solutions converge is thusδ = max{δ1 + δ2}. Through the de-
pendence of the gains in the radius 1/δ and by Corollary 2.1 the closed-loop errors are
uniformly practically asymptotically stable.

To investigate the region of attraction there exists positive constantsα1 andα2 such
that

α1‖η̃‖2 ≤V (t, η̃) ≤ α2‖η̃‖2 (C.96)

since from (4.54)

V ≥ 1
4

[
Mm‖ė‖2 +K p,m‖e‖2 +

Kd,m

MM
‖ϑ‖2 +L2,m‖z‖2 +‖ev‖2

]
(C.97)

and thus

α1 =
1
4

min

{
Mm,

Kd,m

BM
,K p,m,

1
4
,L2,m

}
(C.98)

Similarly, an upper bound onV is

V≤
[(

ε+
1
2

)
MM

]
‖ė‖2+

[
ε
2

MM+
1
2

K p,M

]
‖e‖2+

1
2

[
εMM+

Kd,M

Bm

]
‖ϑ‖2+‖e‖2+

[
L2,M+

1
2

]
‖z‖2

(C.99)
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and thus

α2 = max

{[(
ε +

1
2

)
MM

]
,

[
ε
2

MM +
1
2

K p,M

]
,
1
2

[
εMM +

Kd,M

Bm

]
,1,

[
L2,M +

1
2

]}

(C.100)
The region of attraction thus contains the set

‖η̃‖ ≤ ∆ = min{∆1 + ∆2}
√

α1

α2
(C.101)

The region of attraction can be enlarged by increasing∆ through a suitable choice ofK p,m,
Kd,m, Am andBm, and thus suggest semiglobal stability. The closed-loop errors of (4.7-
4.8), (4.43) and (4.50) are uniformly semiglobally practically asymptotically stable.
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Appendix D

Additional background

This appendix presents an overview of the single-object motion control schemes used
throughout the literature. These control schemes have beenthe basis for the development
of a large class of multi-object coordination schemes, and the schemes are compared to the
motion coordination schemes proposed in this thesis.

D.1 Tracking approaches

This section presents and classifies a number of tracking approaches. Many of the defi-
nitions are used interchangeably in literature among different authors, and an attempt is
made to give an overview of the different approaches. This section is based on Kyrkjebø
and Pettersen (2005b).

The definition of tracking can be stated in compliance with Fossen (2002) as

Definition D.1 When the objective is to force the system output y(t) ∈ R
m to track a de-

sired ideal output yd (t) ∈ R
m, it will be defined as a tracking problem.

The problem of controlling the output of a system to a reference can be viewed with
different applications in mind. One of the approaches is thepoint stabilizationproblem,
or parking problem (Frezza (2000)), that consists of steering an object to a desired end
configuration irrespective of the system behaviour betweenthe initial state and the end
configuration. In this problem the referenceyd is stationary, and it is common to refer to
yd as a set point, and to the problem as aregulationproblem Khalil (1996).

In the path followingproblem the reference is non-stationary, and the objectiveis to
have the object reach and follow a predefined geometric curve. In the definition of En-
carnacao and Pascoal (2001) the path is stated without any temporal specifications, while
in the definition of Skjetneet al. (2004c), Aguiaret al. (2004), Frezza (2000) and Fossen
(2002) the path is parameterized with a continuous path variable. Using the definition of a
parameterized path from Fossen (2002) as

Definition D.2 A parameterized path is defined as a geometric curveyd (θ ) ∈ R
m with

m≥ 1 parameterized by a continuous path variableθ .

the path-following objective for the system can be stated for the desired geometric path

yd (θ ) ∈ R
m : θ ∈ [0,∞) (D.1)
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as driving the path following error

eP(t) = y(t)−yd (θ (t)) , t ≥ 0. (D.2)

to zero (Aguiaret al.(2004)). Note that there may be constraints onθ that reflects the phys-
ical limitations in velocity and acceleration of the objects. The trajectory tracking problem
is a specialization of the path following problem where the path has been parameterized in
terms of time (θ (t) = t), and the trajectory tracking error reduces to

eT (t) = y(t)−yd (t) , t ≥ 0. (D.3)

To further define the motion coordination problem, Skjetne (2005) has defined the manoeu-
vring problem inspired by Hauser and Hindman (1995), where the manoeuvre is a curve in
the input and state space that is consistent with the system dynamics

yd = {(xd (θ ) ,ud (θ )) ∈ R
n×R

r : θ ∈ R} (D.4)

for the system ˙x = f (x,u) with x∈ R
n andu∈ R

r if

dxd (θ )

dθ
= f (xd (θ ) ,ud (θ )) θ ∈ R (D.5)

The specific parameterization used is unimportant - the manoeuvreyd is the curve, and thus
an infinite number of trajectories may give rise to the same manoeuvre. The manoeuvring
problem consists of two tasks; the geometric task to force the path following error to zero

lim
t→∞

|y(t)−yd (θ (t)) | = 0, θ (t) ∈ R (D.6)

and the dynamic task that takes care of any time, speed or acceleration assignments con-
sistent with the system dynamics (Skjetneet al. (2004c)).

Al-Hiddabi and McClamroch (2002) designed a manoeuvre regulation controller from
a trajectory tracking controller by introducing a suitablestate projection, and applied the
results to the flight control problem, while a recent result in Aguiaret al.(2004) highlighted
the fundamental difference between manoeuvring and trajectory tracking by demonstrating
that performance limitations in trajectory tracking due tounstable zero-dynamics can be
removed in the manoeuvring problem, and that the trajectorytracking approach introduces
performance limitations that are not a consequence of the problem to be solved, but rather
of how the problem solution is approached.

Hauser and Hindman (1995) addressed the problem of converting a stable tracking law
to a stable manoeuvring law through a projection mapping onto the manoeuvre to select
the appropriate trajectory time for feedback linearizablenonlinear systems, and applied this
technique in a flight control problem. Skjetneet al. (2004c) used the mapping of Hauser
and Hindman (1995) to solve the output manoeuvring problem for multiple vehicles using a
speed assignment as the dynamic task parameterization, andthen synchronized the param-
eterization variableθ for each vehicle along their reference trajectories. This guarantees
that every vehicle is synchronized to the others with respect to the path parameterization
variable.

Encarnacao and Pascoal (2001) combined the trajectory tracking and path following
problem in coordinated control of an autonomous surface craft (ASC) and an autonomous
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underwater vehicle (AUV) in a leader-follower scheme. In order to coordinate their be-
haviour despite deviations due to wind, waves and currents,the authors forced the follower
- the AUV - to track a projection of the leader - the ASC - on a two-dimensional nominal
path. The approach guarantees that the AUV converges to the nominal path, and on that
path tracks the projection of the ASC. In this way, the time parameterization of the path -
the trajectory - is only available in an implicit manner depending on the actual position of
the ASC through the projection mapping.

Tracking control in terms of path following, trajectory tracking or manoeuvring is suf-
ficient in control applications where the reference is a predefined curve not subject to any
disturbances. If the reference for tracking control is generated by a physical system with
disturbances modelled by

ẋd = fd (t,xd,ud,wd) (D.7)

yd = hd (t,xd,ud,wd)

with xd ∈ R
n as the state,ud ∈ R

r as the control input,wd ∈ R
s as a disturbance input and

yd ∈ R
m as the output, some sort of feedback from the actual states ofthe reference system

must be introduced to account for the effect of these disturbances in order to assure good
tracking behaviour. If the tracking systems with disturbances are modelled similarly as

ẋ = f (t,x,u,w) (D.8)

y = h(t,x,u,w)

themulti-object tracking problemcan be stated as

Definition D.3 When the objective is to force the system output y(t,x,u,w) ∈ R
m to track

a dynamic desired output yd (t,xd,ud,wd) ∈ R
m to provide a joint motion, it will be defined

as a multi-object tracking problem.

An asymptotic multi-object trackingscheme is feasible in the absence of input disturbance
w andwd, or for certain types of disturbance inputs where it is possible to achieve asymp-
totic disturbance rejection (Khalil (1996)). The asymptotic multi-object tracking problem
is thus to drive the tracking error

e(t) = y(t,x,u,w)−yd (t,xd,ud,wd) (D.9)

to zero asymptotically as

lim
t→∞

|y(t,x,u,w)−yd (t,xd,ud,wd) | = 0. (D.10)

For general time-varying disturbance inputw(t) andwd (t) it might only be possible to
achieve asymptotic disturbance attenuation, and thus the control law can only achieve uni-
form ultimate boundedness or practical asymptotic stability of the multi-object tracking
errors. Note that local, global or semiglobal results obtained through the motion control
law refer not only to the size of the initial state, but also tothe size of the exogenous signals
yd andw (Khalil (1996)).

There is a fundamental difference between a tracking schemewhere the different ob-
jects have individual tracking controllers that controls each object to predefined paths, and
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D. ADDITIONAL BACKGROUND

a tracking scheme utilizing some sort of feedback to synchronize the tracking objects to the
actual states of the reference object. Synchronization is only present in the planning phase
for pure trajectory tracking or manoeuvring schemes, whilethe manoeuvring scheme of
Skjetneet al. (2004c) and the combined path following and trajectory tracking approach
of Encarnacao and Pascoal (2001) synchronize the planned behaviour during the execution
of the scheme. Both the latter approaches synchronize the objects to points on predefined
paths, rather than to arbitrary points in space. In this thesis, the objects are synchronized
to the motion (position and velocity) of the reference object, regardless of whether this
follows a predefined path or not. The objects are synchronized in the whole state space,
not only in their forward motion with respect to the predefined paths. This circumvents the
need for any knowledge of planned manoeuvres altogether.
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Appendix E

Simulation and experimental
environments

This section provides an overview of the mathematical models used in simulations and
practical experiments for the Underway Replenishment operation to validate the proposed
coordination schemes of Chapter 3 and 4. The mathematical models are available from
extensive model tests, and can be found in Skjetneet al. (2004a), Wondergem (2004) and
Knudsen (2004).

E.1 Simulation environment

Simulations of the Underway Replenishment operations wereperformed in MATLAB us-
ing the mathematical models of the model surface ships Cybership II and Cybership III of
Section E.3. Simulations serve as an illustration of the theoretical stability properties of
the proposed coordination schemes of Chapter 3 and 4, and were performed in an ideal en-
vironment with no waves, winds, currents or measurement noise. In the simulations, a ref-
erence vehicle (see Section 2.2.5) was designed to provide adesired position and heading
for the follower vessel, and the leader was controlled to track a sine trajectory to illustrate
coordination of the ships for a non-trivial manoeuvre. The trajectory and the mathematical
model of the leader were unknown to the follower, and only theposition and heading of the
leader were available as output. The mathematical model of the follower was considered
known in the coordination schemes, and the velocity of the follower was considered known
in the motion coordination schemes of Sections 3.2 and 4.2, and unknown for Sections 3.3
and 4.3.

E.2 Experimental environment

Experiments were performed in the Marine Cybernetics Laboratory (MClab) at NTNU
(see Figure E.1). The MClab is approximately 40m×6.45m×1.5m, and is equipped with a
ProReflex motion capture system that gives 6 DOF position andorientation measurements
for the two surface vessel models. The ProReflex system consists of four infrared cameras,
four or five active markers on each model ship and a computer (NyPosPC) which sends the
6DOF measurement position data to the vessels via a wirelessEthernet connection.
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E. SIMULATION AND EXPERIMENTAL ENVIRONMENTS

Figure E.1: Pictures of Cybership II (left) and basin (right) in MClab, NTNU.

A limitation in the experimental setup limits the number of vessels that can receive
real-time position measurements to only one, and thus for experiments with two physical
models in the basin, only the follower vessel receives position information of the two ships.
In this scenario, the leader is manually controlled using a joystick based on visual feedback
only. To allow a direct comparison between the theoretical results and the performance in
practice, a different experimental setup utilized a non-physical virtual model ship running
on a computer, and controlled to track the desired sine wave trajectory. In this setup,
only the follower vessel manoeuvres in the basin, while the leader vessel exists only as a
mathematical model with a controller running on a computer.

Remark E.1 Note that the scenario with only one model ship greatly improves the perfor-
mance of the position measurement system in the basin in terms of availability of measure-
ments. However, no ship interaction through drag forces between the ships, known as the
Venturi-effect (cf. McTaggartet al.(2002)), are experienced in this scenario, and only the
follower ship experiences waves and disturbances, and onlythe position measurements of
the follower are contaminated by measurement noise during the experiments.

In the scenario where both the leader and the follower vessels are physical model
ships, both ships experience disturbances, waves, and bothpositions are contaminated
by measurement noise. However, limitations in the camera-based position measurement
system causes frequent drop-outs of position measurementswhen there are two physical
ships is the basin, which greatly reduces the quality of the measurement. Furthermore, due
to the limitation on the distribution of position measurements, only the follower can receive
position measurements. Thus, the leader must be controlledmanually using a joystick
which renders the comparison between theoretical simulations and practical performance
in experiments difficult.

Measurement errors for a single marker were less than 4 mm, but when the distance
from the camera was increased, or there were two physical ships in the basin with active
markers, an increasing rate of measurement drop-outs was experienced, and the accuracy
of the measurements decreased.
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EXPERIMENTAL ENVIRONMENT

Figure E.2: The MClab experimental setup (Knudsen (2004)).

Each ship has an onboard PC, and communicates with an assigned laptop PC through
a wireless Ethernet link (Figure E.2). The model Cybership III was assigned as the leader
vessel (designated as themainvessel in the underway replenishment scenario) in the exper-
iments, and was manually steered by joystick control through a Fujitsu-Siemens Lifebook
E with a Pentium M processor and 512 MB RAM running Microsoft Windows XP Pro-
fessional. The model ship Cybership II was assigned as the follower vessel (designated as
thesupplyvessel in the underway replenishment scenario), and was interfaced using a Dell
Latitude D800 laptop with a 1.6 GHz Intel Pentium M processor, 512 MB RAM running
Microsoft Windows XP Professional.

A wave maker system consisting of a single flap covering the width of the basin was
available for generating waves in the experiments through acontrolled motor which moves
the flap with a predefined wave spectrum. The wave-maker system was set to give waves
with a JONSWAP (Joint North Sea Wave Project) spectrum during the designated exper-
iments with waves. The significant wave high was set to 0.01m and the peak-period to
0.75s.

E.2.1 Cybership II

The surface ship Cybership II is a Froude scaled (1:70) modelsupply vessel with length
1.3m and weight 24kg. The ship is actuated through two rpm-controlled screws with two
rudders at the stern, and an rpm-controlled tunnel bow thruster (Figure E.3). The max-
imum actuated forces are 2 N in surge, 1.5 N in sway and 1.5 Nm inyaw, and the KPL
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thrust-allocation algorithm of Lindegaard (2003) is employed for actuation in all degrees of
freedom. The onboard PC is a 300 MHz embedded board computer with 128 MB SDRAM
running QNX Neutrino RTOS.

Figure E.3: Cybership II thruster configuration (Knudsen (2004)).

E.2.2 Cybership III

The surface ship Cybership III is a Froude scaled (1:30) model offshore vessel primar-
ily built for testing dynamic positioning (DP) systems. It is equipped with two azimuth
thrusters at the stern, and one azimuth thruster and one tunnel thruster in the bow (Figure
E.4). The onboard PC is a NS GX1-300 MMX with 512 MB SDRAM and itis running
QNX Neutrino 6.2 RTOS. The overall length is 2.3m and the weight is approx. 75kg.

Figure E.4: Cybership III thruster configuration (Knudsen (2004)).

E.2.3 Control implementation

The software is developed using rapid prototyping and automatic code generation with
Opal RT-Lab and Matlab/Simulink. Opal RT-Lab builds a distributed model from the
Simulink model and loads this model to the target PC onboard the vessel where it is com-
piled. The experiments are controlled and monitored using aLabView interface. Figure
E.5 shows a simplified sketch of the implementation architecture in the experimental setup.
The LabView interface controls and monitors the follower vessel during experiments, and
allows the user to change the distance between the referencevehicle and the leader ship
online, and to reset experiments and logging variables. Figure E.6 shows a screenshot of
the LabView interface during experiments. Note that a graphical visualization tool is also
available for the data collected in the experiments (Danielsenet al. (2004)).
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Figure E.5: Implementation architecture for control implementation (Knudsen (2004)).

Figure E.6: LabView interface during experiments (Knudsen(2004)).
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E.3 Mathematical models

The mathematical models of Cybership II and Cybership III are obtained through model
tests using force sensors, and hydrodynamic software computations. The mathematical
models are given in the body reference frame, and body-fixed velocities areν = [u,v, r]T

in surge, sway and yaw. Note that for surface ships considered in a 3DOF situation on
the surface with heave, pitch and roll negligible, the gravity and buoyancy vectorg(x) of
(2.27) is zero.

E.3.1 Cybership II

The inertia matrixMν , Coriolis and centrifugal matrixCν (ν), and the nonlinear damping
matrixDν (ν) = Dl +Dn(ν) of (2.27) for the surface ship model Cybership II are

Mν =




25.8 0 0
0 33.8 1.0115
0 1.0115 2.76


 (E.1)

Cν (ν) =




0 0 −33.8v−1.0115r
0 0 25.8u

33.8v+1.0115r −25.8u 0


 (E.2)

Dl =




0.72 0 0
0 0.8896 7.25
0 0.0313 1.90


 (E.3)

Dn (ν) =




1.33|u|+5.87u2 0 0

0 36.5|v|+0.805|r| 0.845|v|+3.45|r|
0 3.96|v|−0.130|r| −0.080|v|+0.75|r|



 (E.4)

E.3.2 Cybership III

The inertia matrixMν , Coriolis and centrifugal matrixCν (ν), and the nonlinear damping
matrixDν (ν) = Dl +Dn(ν) of (2.27) for the surface ship model Cybership III are

Mν =




76.9 0 0

0 76.9 2.77
0 2.77 20.4



 (E.5)

Cν (ν) =




0 0 −76.9v+1.07r
0 0 0.006u

76.9v−1.07r −0.006u 0



 (E.6)

Dl =




12.2 0 0
0 11.9 0.59
0 0.59 4.37


 (E.7)

Note that the nonlinear damping terms have not been identified for Cybership III, and that
these terms are in general difficult to identify. Due to the manual control with a joystick of
Cybership III during experiments, the lack of identified nonlinear damping effects have no
practical significance for the experiments.

150


