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Summary

This thesis proposes two motion synchronization appraatdeoordinate the motion of
a follower to a leader within the Euler-Lagrange system fawrk. The information re-
quirements from the leader are that of position and orientainly, i.e. the mathematical
model with its parameters and the velocity and acceleratidhe leader are considered
unknown and unmeasured. The follower is responsible foctimerol action necessary to
coordinate the systems, and the leader system is free toenar®independently of the
follower. There is no off-line synchronization of the systethrough predefined paths or
trajectories.

The concept of motion control of multiple objects is dis@dm terms of the different
forms of synchronization; cooperation (where all objedstdbute equally) and coordi-
nation (where one object governs the motion of the othersptivdting examples and
literature provide the motivation for the definition of twaotion coordination problems.
The output reference state feedback synchronization @noid defined by utilizing only
output feedback from the desired motion reference, whieming state feedback for the
follower in the coordination control law. Furthermore, twwiease the usefulness of the
proposed control schemes and to provide robustness toveasder poor quality of veloc-
ity measurements, the requirements of state informatiothf@follower are alleviated in
the definition of the output reference output feedback ssorglation problem utilizing
only output information of both the leader and the followethe synchronization design.
Furthermore, the necessary tools of stability are predeot@rove that the proposed co-
ordination schemes are uniformly ultimately bounded ocfcally asymptotically stable
closed-loop systems.

In order to solve the output reference state feedback andutmuit reference output
feedback synchronization problems, an observer-cortretheme is proposed that esti-
mates the unknown states of the leader indirectly througbrdimear model-based error
observer. The observer-controller approach makes thexel system a physical observer
of the leader system through the coupled observer and dl@nteoror-dynamics. A sec-
ond nonlinear model-based observer is introduced for tHewer to remove the state
feedback assumption. The observer-controller schemeigeprto be uniformly globally
ultimately bounded when utilizing state feedback of théofeér in the coordination con-
trol law, and to be uniformly semiglobally ultimately bowalwhen utilizing only output
feedback of the follower in the coordination control law.eT@bserver-controller approach
to motion coordination is studied through simulations axgkgiments, and a back-to-back
comparison between ideal simulations and practical expatis is presented to allow for
a discussion on the performance of the scheme under maglefliars, measurement noise
and external disturbances. The observer-controller sehememonstrated to be suitable
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for practical applications.

Furthermore, a virtual vehicle scheme is proposed to sbleetitput reference state/
output feedback synchronization problems through a castagproach. The virtual ve-
hicle approach is based on a two-level control structureelmodple the estimation and
coordination error dynamics in the stability analysis amel tuning process. The virtual
vehicle scheme estimates the unknown states of the leadeigtha virtual kinematic ve-
hicle stabilized to the output of the leader system. A stdibdt-order velocity filter is
introduced for the follower to remove the state feedbackimggion. The virtual vehicle
scheme is proven to be uniformly globally practically asyotigally stable when utiliz-
ing state feedback of the follower in the coordination cohtaw, and to be uniformly
semiglobally practically asymptotically stable wheniatilig only output feedback of the
follower in the coordination control law. Application ofdtvirtual vehicle scheme to both
vehicle coordination and robot manipulator coordinat®priesented, and the virtual vehi-
cle approach to motion coordination is studied through &tans and experiments. The
virtual vehicle scheme is demonstrated to be suitable factpral applications. In addi-
tion, an extension to a dynamic synchronization schemedpgsed to impose a smooth
behaviour on the follower during a change of relative poaiti

The proposed coordination schemes are compared in termstinfagion principle,
performance and robustness. Simulation studies compapetfiormance of the proposed
schemes in terms of gain tuning and bounds on the closeddoops, and in terms of
impact from external disturbances, modelling errors andsueement noise. The two co-
ordination schemes are distinguished by concept rathartifzgperformance, and both of
the proposed schemes are believed to be suitable for pakictiplementation in coordina-
tion applications.
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Chapter 1

Introduction

This thesis considers the problem of coordinating two oremoechanical systems in a
leader-follower structure. The information requirememnen theleaderare that of posi-
tion and orientation only, i.e. the mathematical model vitdtparameters and the velocity
and acceleration of the leader are considered unknown améasured. Thus, the coordi-
nation problem is a problem of thellowers fully actuated systems where the mathemat-
ical models with parameters are known, and only positioe/tation measurements are
required.

Coordinating multiple mechanical systems is importantvjring flexibility through
saleability and reliability through redundancy for manyeogtions. However, this thesis
focuses on the problem where coordination of several mechlasystems is eequirement
to complete an operation. Tele-manipulation of surgichbits, lifting large structures by
using two robot manipulators, towing large structures bngis large number of tug-
boats or transferring parts, fuel and personnel betweeringaships, are all operations
that require a high degree of coordination to be completedessfully.

1.1 Motivation

“Would you like to dance?” is a question that could be the beginning of a highly complex
ritual where two or more people move their body in time to muBiancing requires a high
degree of coordination between the participants to symshecheir motion, not to collide
with their partner or others on the dance floor, and to staynie with the music. Most
dance routines designate one of the dance partners to begitied partner who governs
the motion of the couple around the dance floor. However,limesdances, all partners take
an equal part in deciding where to move and what moves to éxedevertheless, both
strategies involve following an accepted global leadeg; fusic. This synchronization
behaviour is an example of a behaviour not only found amomggms, animals or in nature
in general, but it is also the goal of many control tasks inota) marine or aerospace
systems; motion coordination.
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1.1.1 Motivating examples

Coordinated motion of formations or groups of mechanicateys has been a topic of
great interest in many applications over the last few yedititary applications have been
predominant in employing coordinated motion schemes teease endurance, flexibility
and reliability of operations, and battle formations efastalmost all branches of the mil-
itary; army, cavalry, navy and air force. Furthermore, mahthe strategic techniques are
inspired by natural phenomena, e.g. the flock of birds flymdormation to reduce air
drag is an inspiration for the fighter jet pilots flying in oboformation. However, recently
coordinated motion has transitioned into civil applicasuch as the manufacturing and
automotive industry through coordination of productiorel, into medicine through artifi-
cial pacemakers and robotic surgery, and into multi-vehidntrol in space and maritime
environments.

Example 1.1 (Robot manipulator coordination) In the manufacturing industry and es-
pecially in the automotive sub-supplier sector, there isemctrend towards systems with
two or more robots to increase performance quality and toyele issues. One of the
main applications requiring precise robot coordinationagc-welding (Figure 1.1), espe-
cially in exhaust pipe, axle and seat production. The cawtid multi-robot systems offer
advantages in terms of product quality, production rate gotdl system cost.

Figure 1.1: Multiple robots operating on an object moved bgther robot. Photo: ABB,
www.abb.com
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Figure 1.2: lllustration of marine vessels in formation.oRh Harald M. Valderhaug,
www.valderhaug.no

Example 1.2 (Marine vessel formations)Formation control of marine vessels has its ap-
plication in many different operations that are traditidlyapiloted manually. In convoys
over the Atlantic Ocean during World War | and 11, every shigswelosely piloted to stay in
the convoy formation to gain protection from the accompagypiattle ships, which proved
a tiresome and nerve-racking task for already strained stevihe convoy formation has it
parallel in today’s ice-breaking escorts making a passamddrger freight ships in arctic
areas.

During the crossing of the Atlantic in convoys, another ctioation task arouse in
transferring fuel, supplies or ammunition between the shiphe operation of Underway
Replenishment (UNREP) was takert,cand has since been a way of effectively increasing
range and reducing port-time for vessels where it is impcatior impossible to return to
base to replenish storage due to mission requirements.

Recently, techniques for two-boat seining have improvadfisechniques in coastal
and high-sea waters by coordinating two fishing boats toveirgingle seine to allow for
larger seines and faster setting of the net. Also, the opmraif oil booms and skimmers
to contain oil spills requires a close coordination betwehp oil pollution vessel and
the tug boat deploying the boom. The speed should be kept Gindet to reduce the
risk of oil escaping the skimmers, and the oil spill conta@mtrbooms are very sensitive to
deviations from the desired formation. Any error in speetieading reduces the efficiency
of the equipment. The concept of coordinated towing opmmatcan also be extended to
more participants and larger structures, e.g. to manoewitglatforms safely through
narrow fjords and straits.

1See Section 1.1.2 for a closer look at underway replenishmen
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Example 1.3 (Spacecraft formations)Formations of spacecraft have primarily been used
in monitoring the Earth and its surrounding atmosphere, taaently the focus is set on
using distributed spacecraft infrastructures to form $ngensing systems for all types of
space applications: geodesy, deep-space imaging, exfdarand data acquisition. The
Cluster spacecraft (ESA) in Figure 1.3 is a collection ofrfspacecraft flying in formation
to investigate the magnetosphere of the Earth, giving tetanformation on how the so-
lar winds affect our planet in three dimensions. The Clustgahedron formation can be
expanded using the two Double Star satellites (China/E&#r a larger sensing array,
and due to the complementary Cluster and Double Star orbdigntists can for the first
time obtain a global view of the structure and physical pssas at work in the magnetic
shield of the Earth, with the Cluster tetrahedron studyingse processes at small scales,
and Double Star at large scales.

Figure 1.3: The Cluster satellites, a collection of fourcgmaaft flying in formation around
Earth to investigate how the solar winds affect our planétiae dimensions. Photo: ESA,
www.esa.int

Note that the original four Cluster spacecraft were destéawhen the Ariane-5 rocket
exploded during its maiden launch on 4 June 1996. A replaoéspacecraft was build to
recover some of the unique science of the mission, and tlsieg@Epped with flight spares
of the experiments and subsystems prepared for the Clugsiom. However, recognizing
that the scientific objectives of the Cluster mission cowlie met by a single spacecratft,
all four full-size Cluster spacecraft were rebuilt and lauved in 2000.

Other distributed spacecraft systems include the two STESfacecraft (NASA) study-
ing the extraordinary solar events known as Coronal Mas<tifjas (CMESs) simultane-
ously from two different viewpoints to construct steregpscamages. A third eye in this
sensor array can be formed by the SOHO spacecraft (ESA/NABA&yen further ex-
panded using the two Double Star spacecraft.
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1.1.2 Underway Replenishment

A main motivation for the work presented in this thesis is timelerway replenishment
operation. An underway replenishment operation is an djperavhere fuel, food, parts

or personnel are transferred from one vessel to anotheeWwhth vessels are moving, and
is common in space, aerospace and marine operations. Téradezvous operations are
essential in situations where it is impractical or impokestb return to base to replenish
storage or personnel due to mission requirements. In péatijcunderway replenishment
(UNREP) operations at sea are essential for long-termanjlibperations to shorten or
avoid port time. The military has the luxury of having contpl&nowledge and control

over all vessels participating in an UNREP operation, am tbais afford cooperative

schemes to be employed through proper training and proesdarr all personnel involved

in the operation.

Figure 1.4: A military underway replenishment (UNREP) @iem between an air-
craft carrier and a dedicated supply ship. Photo: US Nawylgadvly Sealift Command,
www.msc.navy.mil

However, facilitating civilian underway replenishmenteoations to replenish or off-
load commercial freighters or oil-tankers requires a défe approach to the motion con-
trol problem. Faced with unknown vessels to be replenistettained personnel for the
operation, and little information of the unknown vesselaikable, a cooperative scheme
is ill-fitted to the application. In a motion control schenwe & civilian underway replen-
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ishment operation, the parameters of the mathematical hobttee replenished vessel can
not be expected to be known, and no knowledge or influencetbeerontrol input from
the captain steering the replenished vessel should bereefjuirurthermore, one cannot
assume that all internal states for the replenished vessédreown to the supply vessel,
and should thus employ a motion control scheme that religs@nthe available output
information from the replenished vessel.

A civilian underway replenishment operation thus demang®#on control strategy
that requires no information of the future motion of the stapbe replenished and no
knowledge of internal ship states or commanded controlefrcin the simulation and
model experiments section of the succeeding chapters weisdlthe civilian underway
replenishment operation for surface vessels as an examjpliestrate the theoretical con-
tributions of this thesis.

We will designate the ship to be replenished as the leadetdader-follower coordi-
nated synchronization motion control scheme. The leadaltasied to move freely, and
we will assume that we can only access its position and hgadioutput information from
its internal states. Furthermore, we will assume that thkeréshed ship is unknown to the
follower in the sense that there is no knowledge of the patars®f the mathematical
model of the replenished ship, and no knowledge of the cordethrontrol forces from
the captain of this ship. The captain of the replenished ishige to manoeuvre indepen-
dently during the underway replenishment operation, aygegdefined paths, trajectories
or manoeuvres executed by the captain is assumed unknowa follower supply vessel.

In turn, we will assume that the follower vessel is the supglgsel responsible for all
the control action to coordinate the behaviour of the vesseld that this ship is fully ac-
tuated in all degrees of freedom, the parameters of the mmattieal model are known, and
that we have access to state information of the followereledsurthermore, to increase
the usefulness of the control scheme and to provide robsstowards loss or poor quality
of velocity measurements, we will alleviate the requiretaem state information for the
follower vessel and show how the motion control scheme caexpanded to utilize only
output information from both the leader and the follower.

The history of underway replenishment

The replenishment problem dates back to the early days bfvelaén the sailing ships
were replenished at anchor by boats rowing out supplies Btwrages onshore, or ex-
changing personnel and mail by ship boats at sea. Througtetredopment of the modern
mechanized ship, the replenishment problem has changeaatbafrom a joint civil and
naval operation at anchor in the early days, to nowadaysguiliyrbeing a naval operation
desirably conducted when the ships are underway.

During the US Quasi-War with France (1799-1801) (Hill (1§38%he US Navy used
civilmerchant ships to replenish their ships protectirgjitirade interests in the Caribbean.
The merchant ships were taken under tow, and the ships waenighed using ship boats.
Later during the war with Tripoli, the US Navy used a reducedaured naval ship to
shuttle men and supplies across the Atlantic to their fletterMediterranean.

The introduction of the mechanized fleet introduced a netditdhresource to the ships,
and from this emerged the operations of coaling-at-sea efu@liing-at-sea. The former
was usually conducted by bringing merchant colliers alaegthe ships and lashing the
ships together using fenders and mooring lines to trankieicobal using booms on the
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collier. This approach was particularly vulnerable to veatconditions, and during the
Spanish-American war off Cuba in 1899 one-quarter of the hisswere useless in the
blockade when they were forced to seek calmer water formgalt-sea. This led to the de-
velopment of a tension rig in 1904 designed to transfer tlaiodags, but poor operation
and the introduction of fuel oil stopped further developmsen

From this point on, the refuelling-at-sea operation reggithat the ships were specially
equipped for the operation, and during World War | in 191 6as€i powered oiler was used
to replenish destroyers south of Greenland during theissing of the Atlantic. World
War Il introduced the first real underway replenishment apens, but it was not until
the Korean War that the concept of "designed-for-purpasglenishment ships was fully
utilized.

These early ships still lacked a robust underway replengstiraystem, and a new
multi-product underway replenishment system providingREW for a broader set of
weather conditions was introduced in 1957, when the stanidasioned replenishment
alongside method (STREAM) was based upon the tension rig ft604. This formed
the basis for UNREP operations nowadays aided by helicojterertical replenishment
(VERTREP) operations. See Hill (1989) and references thdoe a thorough review of
the history of underway replenishment, FAS (1999) and NRQIUD3) for a introduction
to current replenishment techniques, and Miller and ComB99) for an evaluation of
today’'s UNREP systems and the challenges faced when degitime next generation of
underway replenishment systems.

Underway replenishment control approaches

Accurate control of the two ships during an underway reglemient operation is essen-
tial to avoid critical situations endangering personnel amateriel (Chen (2003)). The
control approaches of underway replenishment have up tousaa flags and signals to
communicate control commands between ships (FAS (1999DTR(2003)) while being
manually steered by the captains. Automatic control apgres have proposed utilizing
some sort of tracking control of both ships in order to mainteajectories that provide
joint motion suitable for replenishment. Some of the eatlreferences to automated re-
plenishment can be found as simulations studies of ship ewaming and steering control
for underway replenishment operations in Brown and Ah@gi978) and Dimmiclet
al. (1978), while Uhrin and Thaler (1976) designed a nonlingaesl control system for
UNREP operations. Skjetret al. (2004) have expanded on traditional tracking methods
with predefined paths, and introduced a feedback from thebgbsition of a ship (subject
to disturbances) to the other ships in a formation throughth parameterization variable.
All ships have predefined paths with individual tracking ohers requiring mathematical
models and control availability, and the ships synchroimizeerms of progression along
the path.

Any two physical systems which are not identical in theirigeswill experience dif-
ferent impacts from environmental forces such as wind, dcagent, terrain or waves.
This difference may possibly lead to critical situationsemlemploying simple tracking
controllers to predefined reference paths where the coatidmof the leader and follower
is only done at the path planning stage, and not througheactntrol. The schemes
presented in this thesis do not require any predefined patfisthus the effects of any
divergence from an ideal path due to disturbances, unnmesldynamics, actuator limi-
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tations, poor control design or actuator failure is inhéyecancelled in the coordination
approaches of Section 3 and 4. Through this, civilian undgmeplenishment operations
may be facilitated, and the performance of existing UNRE®rafions may be improved
by introducing automatic control systems.

Sensor systems

Underway replenishment at sea requires a close coordimatiowo vessels, and has up
to now been conducted using manual control together withrobflags to exchange in-
structions between the vessels. Recent advances in ctimaly and measurement sys-
tems, in particular the introduction of the Global Positm@nSystem (GPS) (Parkinson
and Spilker (1995)) and the Automatic Identification Sys{&i®s) (Harre (2000)) allows
automatic control approaches for replenishment purpasis tlesigned. These autopilots
are faced with the goal of suppressing effects of exterrsalichances due to wind, waves
and currents, while achieving the accuracy demands of theatipn using a reduced set of
measurements. The introduction of autopilots and advamassurement systems expand
the range of operating conditions for safe replenishmetarims of increased manoeuvra-
bility in close waters or in the proximity of other vesselsdan the robustness towards
environmental disturbances.

The Automatic Identification System is a system used by shkvessel traffic sys-
tems principally for identification of vessels at sea. Al$okdo resolve the difficulty of
identifying ships when not in sight (e.g. at night, in fog,radar blind arcs or shadows
or at distance) by providing a means for ships to exchangpdBition, course, speed and
other ship data with nearby ships. It works by integratinteadardized VHF transceiver
system with a GPS receiver and other navigational equipmertioard the ship (gyro
compass, rate of turn indicators, etc.), and transmitgiposind course at fixed intervals
depending on the operation. The AlS transceiver transhtéallowing data every 2 to 10
seconds depending on the speed of the vessels while undemehgvery 3 minutes while
the vessel is at anchor (USCG (2005)):

* MMSI number of vessel - a unique identification for the vésse

» Navigation status - "at anchor", "under way using engiyie(aot under command"
» Rate of turn - right or left, ranging from 0 to 720 degreespérute

» Speed over ground - with a 0.1 knot resolution from O to 10&t&n

 Position accuracy

 Longitude and Latitude - with a resolution of 1/210000 maut

» Course over ground - relative to true north to with a resotubf 0.1 degrees

e True Heading - 0 to 359 degrees from e.g. a gyro compass

» Time stamp - UTC time accurate to nearest second when ttasanes generated
AIS is required aboard all ships greater than/equal to 308gtons for international

voyages, and it is estimated that more than 40,000 shipertlyicarry AlS class A equip-
ment.
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1.2 Background

1.2.1 Synchronized motion

The concept of synchronized motion has been discussedtfficial systems since Huy-
gens (1673) designed an experiment with two pendulum clexkibiting (anti-)frequency
synchronization after a short time when hanging from a higéighted beam. The pendu-
lum clock was a breakthrough in timekeeping, and becameiim&ntal in naval navigation
to determine the latitude of a ship by measuring the angltitmde of the star Polaris at
a given time. In the last century, synchronization has etk lot of attention in the
Russian scientific community (Blekhman (1971)) througtoliservation in balanced and
unbalanced rotors and vibro-exciters. Recently, sevexpérs have been published relat-
ing to synchronization of rotation bodies and electromedata systems (Blekhmaet al.
(1997), Huijbertset al. (2000)). Synchronized motion can be exhibited in unbaldmoe
tors in milling machines, vibro-machinery in productiorapts or in electrical generators
(Blekhman (1971)) as uncontrolled vibrations, while forahanical machines that cooper-
ate to increase flexibility and manoeuvrability (Nijmeigrd Rodriguez-Angeles (2003))
it is instrumental in completing the task.

Synchronization can be seen as a type of time conformity étveystems, and can
be divided into the concepts of cooperation or coordinatidmoperationrequires that all
participants interact to share information and cooperatequal terms toward achieving
the goal. In many systems this is desirable, as in contgphinulti-fingered robot hands
and multi-actuated platforms lifting large structuresyBr(1998), Taret al. (2004)). Co-
operative (internal) synchronization describes a situatihere the failure of one of the
participants is detrimental to the whole gro@nordinationrequires that one object takes
the role of a leader that governs the motion of the otherstlathehaviour of this leader
is independent of the motion of the other objects. This isrdbke in groups where the
participants should copy or react to the behaviour of a simdiject, as in teleoperated
systems (Xi and Tarn (2000)) and surgery (Hills and Jens@f8)). Coordinated (exter-
nal) synchronization control is often referred tde@ader-followercontrol, and describes a
situation where the failure of a follower will not affect tbehaviour of the leader.

In a cooperative approach, all participants have two tasktsieve the goal of the group
andcontrol the geometry of the group. In a coordinated apprdaaetasks are distributed,;
the leader is responsible for achieving the goal of the gradple the followers are re-
sponsible for the coordination within the group. The infatian flow in a coordinated
control scheme is unidirectional from the leader to theofolrs, as opposed to the bidi-
rectional information flow between the participants in apem@tive control scheme. The
coordination approach thus alleviates some of the infaonaequirements placed on the
participants in a cooperative approach; in a cooperativerse, all participants must have
some knowledge of the states of the other participants iardcdcooperate.

All cooperating participants must achieve the goal of thmugrthrough active control
in a cooperative approach. This means, depending on the@e§cooperation, that if one
of the participants in a redundant group fails, the grou@bihur is affected. On the other
hand, in a strictly coordinated redundant group, the failofr a follower does not affect
the behaviour of the group. The degree of cooperation ordioation thus determines the
behaviour in the case of failure of one of the participanis group.

Note that we can design a cooperative system so that it distedaulty objects and
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thus leaves the group unaffected, and we can design cotedisgstems so that the failure
of one of the followers changes the behaviour of the grouputin a feedback from the
followers to the leader. Thus, a nominally cooperativeesysinay behave as a coordinated
system in a situation of failure, and a nominally coordidasgstem may behave as a
cooperative system in a situation of failure, as illustateFigure 1.5.

Synchronization

Cooperation Coordination

| |
[ ] [ ]
@Jminal behavioa (Error situation @)minal behavioD ( Error situation)

degree of synchronization

Figure 1.5: The degree of synchronization ranges fromtstriooperative to strictly co-
ordinated motion control schemes. The figure depicts a naligicooperative scheme,
but for a redundant group with a faulty participant, a slagdeader is awoken to gov-
ern the motion of the group. The group has now changed itsomatntrol scheme to a
coordinated scheme to avoid being slowed down by a faultly uni

The focus of this thesis is on systems that lend themselviesally to the leader-
follower coordination approach to successfully achieve siinchronization goal, rather
than to those systems that require a larger degree of caapeiratheir nominal behaviour.
The choice of synchronization strategy as cooperative anddinated should reflect the
nominal behaviour of the system, while the degree of syndhation should determine
the behaviour in situations where one of the participarits Furthermore, the degree of
synchronization for a system may depend on the degree afdailThis thesis will only
focus on the nominal behaviour of coordinated systems. Kewé will also deal with
loss of state information for the followers. For this purpoa loss of state information of
the followers is not considered as a failure, but rather asgaatlation of the system.

For synchronized moving objects, it is natural to think dfthé objects in terms of a
formation or a group, which relates closely to the concepfsb schools, flocks of birds
or large herds of animals. However, for other synchronizstesns e.g. two robot manip-
ulator arms, the concept of a formation is not so appareutjrasome cases misleading.
Thus, this thesis uses the concepswfichronizatiorio describe the motion of two or more
objectsn timewith each other. Synchronized motion is further divideaithte concepts of
coordination and cooperation to describe the governingfae the behaviour of the sys-
tems. The concepts of formations and groups are to be underas synchronized motion
in applications which naturally lend themselves to theseepts, but for the development
of the coordination control schemes in the succeeding ehsphese concepts do not ex-
clude other applications such as the robot manipulator. cBeemations and groups are
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merely intellectual concepts providing the intuitive Isair understanding the concepts
discussed.

1.2.2 Coordination as a natural phenomenon

Synchronized motion is not only found in artificial systemduced by active control or
resonance effects, but maybe foremost as a natural phewonierbiological systems.
The book of Camazinet al. (2001) provides an excellent overview of cooperation &s sel
organization in the synchronized flashing of fireflies, fidhasting and trail formations of
ants, and the concept of coordination in biological systémsugh “Leaders, Blueprints,
Recipes and Templates” (Camazeatel, 2001, Chapter 4). Strict coordination in biologi-
cal systems can be observed in the queuing behaviour ofidgsldr chicks where each of
the young individuals blindly follows their mother, and deaiship has also been proposed
as the governing factor in coordinated movements of indizisl in large groups such as
schools of fish or flocks of birds. In insect societies of hobhegs or wasps, the mother
queen is the “central pacemaker and coordinator of colotiyig¢ to her workers.

In biological systems, it is believed that groups move frarardination to cooperation
due to limited communication and cognitive abilities of thdividuals in the group. In
particular, the individuals may have problems in making asithg blueprints, recipes and
templates, or the limitation may be that one of the individwaust have excellent cognitive
skills, an effective communication network and thoroughwtedge of the master plan to
function as a leader. In many systems, these skills are msept in a single individual
allowing a centralized coordination scheme, but ratheriaseg spread out between the
individuals suggesting a distributed cooperative scheme.

Group synchronized motion in biological systems is berafjcnot only pertaining
to the performance of the group, but also to the survival efdhoup individuals. One
survival strategy is the swift, evasive manoeuvre at theaguh of predators (Partridge
(1982)) called the Trafalgar Effect (Treherne and Fosté81}) by analogy to the rapid
transfer of battle-flag signals along a chain of ships in Adirilelson’s fleet at Trafalgar.
However, coordinated behaviour can also be observed annengrédators, as in schools
of killer whales hunting dolphins by encircling their pregdagradually constricting the
circle before one of the whales rush into the middle of thesttvhile the others continue
to circle (Martinez and Klinghammer (1970)).

In addition, there may be the effect of increased hydrodyoaamimming efficiency
that could increase the endurance up to six times for fistelliag in schools (Wiehs
(1973)), although contradictory data to this fact for saVepecies has been reported in
Partridge and Pitcher (1979)). For flocks of birds flying irithV-shaped flight formation
(see Figure 1.6) it is suggested that the energy savings ¢po@p of twenty-five indi-
viduals will allow them to increase their flight range by 7Gqent over that of a solitary
bird (Lissaman and Shollenberger (1970), May (1979)). Angrexample of motion co-
ordination to increase performance is found in the migretiof spiny lobsters in Bill and
Herrnkind (1976), where as many as sixty-five lobsters lipgrusingle-file formations
maintained by tactile feedback. The study shows that a foomaf nineteen lobster in-
dividuals can maintain a pace of 35 cm/s with the same hydraahjc drag as individual
lobsters travelling only 25 cm/s.

The principle of reduced drag has not been lost on profeabiyclists who can be seen
maintaining single-line formations, and changing formasi to adjust for wind direction

11
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Figure 1.6: Aflock of birds flying in a V-shaped formation. Rdravww.potomacs.com

and wind speed. Closing the gap between a natural phenomdratificial coordination
is the use of pacemakers; an artificial system implanted énhiiman body to provide
proper heart rhythm when the natural pacemaker of the baalgtifinctioning properly.

1.2.3 Atrtificial coordination

The works of Blekhman (1971) spawned interest in the symihation concept from Huy-
gens (1673), and synchronization has lately been intratitawenany fields within control
theory and physics. In communication systems, synchrtinizés used to improve effi-
ciency of the transmitter-receiver system, and to encnfptimation to improve security in
the transmissions (Kocaret al. (1992), Celikovsky and Chen (2005)). The applications
in mechanical systems range from the synchronization ettimt bodies and electrome-
chanical systems (Blekhmaat al. (1997), Huijbertset al. (2000)), mobile robot vehicles
in formation (Yamaguchet al. (2001)) and formation control of satellites (Wargal.
(1996), Kang and Yeh (2002), Lawton and Beard (2002)), tertdotic surgery giving
more precise and less invasive surgery (Hills and Jensé&8j1L9

In a synchronized motion scheme, the group of participantstrachieve two objec-
tives; the group objective and the geometry objective. Téwngetry objective determines
the position of each individual within the group, while theogp objective is usually
strongly determined by the application, and ranges fromstimple strategy to get from
point A to point B, to more elaborate strategies executingmex motion paths. The in-
teraction between the geometry objective and the grougtibgds one of the determining
factors in classifying motion control schemes into diffgreategories.

Classic motion categories for single-object control aeegthath-following or trajectory
tracking strategies (Spong and Vidyasagar (1989), Fosx@dR}, Aguiar and Hespanha
(2004)) or the manoeuvring strategy (Hauser and Hindma®@5)l $kjetne (2005)), which
have been adopted into multi-object strategies (cf. Fré¥x289), Encarnacao and Pascoal
(2001) and Skjetnet al. (2003)). See Appendix D for more details on the concepts of
multi-object path-following, trajectory tracking and nweuvring. The multi-object con-
trol schemes based on classic motion control strategigggtiires, due to their original
single-object design, a predefined group motion objectiveé form of a path, trajectory
or a manoeuvre.
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Due to this predefined information, these strategies aresdame applications more
suited to a cooperative approach, as all participants nalistif this predefined motion
pattern which is the group objective. Should the environneemgroup objective change,
this requires a recalculation of the motion pattern, andiin this new motion pattern must
be communicated to all participants of the group.

There also exists freedom in the synchronization stratdgglassic motion control
schemes. Predefining a motion pattern for each individualbsaseen as off-line syn-
chronization, while true coordination or cooperation catyde achieved through on-line
feedback. Due to the predefined information, it is often ardgessary to synchronize the
motion of individuals along the path (Encarnacao and Pa¢20a1), Skjetnest al.(2003))
using some path parameterization variable to limit the camigation flow substantially.
However, this only guarantees synchronization along thie, @ad large cross-track errors
due to external disturbances may not be compensated foe isytichronization control.

These motion synchronization approaches all come froml#ssic single-object con-
trol strategies, while an inherently multi-object apptoacas introduced by Rodriguez-
Angeles (2002) using a leader-follower synchronizatioprapch which does not require
any predefined motion patterns for the participants in adeéallower coordinated scheme.
The followers are coordinated to the leader of the grouputjinche geometry objective,
while only the leader is responsible for obtaining the grobjpective. The motion co-
ordination is based purely on on-line information from teader, and any disturbances
affecting the ability of the leader to fulfil the group objeetdoes not affect the geometry
control objective of the followers.

In the literature, we can to some extent distinguish betwaedel-based and be-
havioural based motion synchronization approaches, wioth have utilized the concept
of avirtual object to aid in the synchronization schemes.

Behavioural based approach The behavioural based methods prescribe a set of desired
behaviours for each individual of a group, and weigh thevilgdial behaviour such that
desirable group behaviour emerges without an explicit rhofithe individuals or the en-
vironment. The desired group objective can be trajectaygking, neighbour tracking,
collision and obstacle avoidance or formation control. Usti and Krishnaprasad (2004)
and Sepulchret al. (2006), identical (point wise) objects in the plane movihganstant
speed are considered, and the objects are subject to gtenirols that change their
orientation. Motion is stabilized to isolated relative difpuiums corresponding to either
parallel or circular motion. Tracking control is treatedialeyet al.(2004), and formation
control in Balch and Arkin (1998), Leonard and Fiorelli (2Q@nd Olfati-Saber and Mur-
ray (2002), while an application to unmanned sensor netsvisrRresented in @great al.
(2004). The behavioural rules are often given as algorittand stability can be hard to
analyze since the group behaviour is not given explicithisTissue has been addressed in
Stilwell and Bishop (2002) by introducing a system-theiarapproach to control a platoon
of underwater vehicles. Note that due to the nature of this@rh, most control schemes
should be regarded as cooperative schemes.

Model-based synchronization The model-based synchronization methods utilize the
explicit mathematical model of the participants in synctizong their motion. This ap-
proach allows for nonlinear model-based controllers (ctrido and Tomei (1995)) and

13
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nonlinear model-based observers (cf. Nijmeijer and Fo$$889)) to be constructed in
order to synchronize the motion of multiple objects. Syocization schemes are applied
to a wide range of applications from the synchronizationpsfcecraft motion (Wangt
al. (1996), Lawton and Beard (2002), Kristianseinal. (2006), Krogstad and Gravdahl
(2006) to the synchronization of windshield wipers (Levf2804)), oscillators (Kumoat
al. (2002)), pendulums (Loriet al. (1998)), or moving gantry stages (Tahal.(2004)).

Synchronized motion control schemes for fixed robots haem lapplied to both in-
dustrial manipulators (Connolly and Pfeiffer (1994), Br(t098), Caccavalet al.(1998),
Nijmeijer and Rodriguez-Angeles (2003), Bondlatsl.(2004)), applications in medicine
such as telerobotic surgery (Hills and Jensen (1998)) amadatoile subsea manipulators
(Lizarraldeet al. (1995)). Mobile vehicles have been synchronized in apfitioa ranging
from mobile robots (Yamaguclet al. (2001), Huet al. (2003)), aircrafts (Frezza (1999),
Giulietti et al. (2000), Seileet al. (2004) and marine vessels (Stilwell and Bishop (2000),
Encarnacao and Pascoal (2001), Skjethal. (2002), Flakstad Ihle (2006)).

Some approaches focus on communication requirements austramts between ob-
jects (Fax and Murray (2004), Ghabchektal. (2006)), or limiting the information flow
or state measurements (Encarnacao and Pascoal (2001gjjdijand Rodriguez-Angeles
(2003), Skjetneet al. (2004)). Through the use of dynamic models for the participants in
model-based control approaches, stability can in mossdasevestigated through classic
Lyapunov analysis (cf. Khalil (2002)). Most of the modelsbd approaches to synchro-
nization have been employed in both cooperative schemesaordinated schemes, and
thus the choice of strategy is generally determined by tipdicgiion.

Virtual object synchronization Virtual objects are used in both the behavioural and
the model-based approaches, where a virtual model or diojemivern the motion of the
individual participants in a group, or the motion of the groas a whole. This virtual
object can be a vehicle, manipulator or a group structuremni@pg on the application, and
specifies the behaviour of the participants in formatiordsgnoups by providing a virtual
control reference.

The virtual object approach has been utilized both as amaadtisin vehicle (Crowley
(1989), Salich®t al. (1991)) and as an intermediate level between the desirgttoaies
of a system and the controller. In a way, it can be consideseallaw-level controller in
a two-level control structure (Fradket al. (1991), Guseet al. (1998)), and was used in
Sakaguchet al. (1999) as the mapping of a physical vehicle, and in Egerstealt (2001)
to control a reference point on a planned path. Each membredformation tracks a
virtual element, while the motion of the virtual elementgsverned by the formation
function specifying the geometry of the formation.

The approach of Egerstedt al. (2001) has been utilized in Het al. (2003) to com-
bine the task of path following and obstacle avoidance, an@hienget al. (2004) with
a modified goal point to improve practical robustness to pitkrsity. A virtual leader
together with artificial potentials was used in the beharabapproaches of Leonard and
Fiorelli (2001) to coordinate a group of vehicles, and byafSaber and Murray (2002)
to manipulate vehicles in a formation through cost graphs.

The virtual object synchronization control schemes can lésseen from a dynamical
synchronization viewpoint as in Efimov (2005), where thetoarerrors exhibit a specified
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dynamical behaviour rather than being stabilized to zelmsT oscillatory motion around
a (virtual) leader can be obtained in a formation or group.

1.3 Contributions and scope of thesis

The focus of this thesis is motion coordination of mechdrggatems using only the avail-
able output information from the leader. No knowledge oftmeatatical parameters in the
model of the leader, or any velocity or acceleration infaliorg is assumed to be available
to the follower. The proposed coordination approachesasso knowledge of any pre-
defined paths for the leader (or the follower), and no knog#eal control of the actuator
forces of the leader. This last assumption suggests thdbtogver can not rely on the
leader to actively participate in the synchronization & two systems, and thus the syn-
chronization schemes become coordinated schemes whefelltveers are responsible
for all the synchronization control action. The synchraiizn schemes presented in this
thesis focus on applications where coordination betwedtipteisystems is aequirement
for completing the objective of the application. This is ontrast to control schemes where
multiple systems provide redundancy in an application.sTtie focus of this thesis is on
coordinating the follower to the leader, and the problemlo&tynotion the leader-follower
system executes is subordinate to this coordination atgect

The synchronization approaches proposed in EncarnacaBasubal (2001), Skjetne
(2005) and Flakstad Ihle (2006) are based on classic sirfgéxiocontrol schemes with
predefined paths or trajectories. All systems are resplen&ib synchronization control
action through a path variable designed to minimize the camaoation flow between the
systems, and state information is only utilized locallyotngh each path following con-
troller. Thus, synchronized motion requires in most casesperation between all the
individuals of the group, or at least some knowledge of tharibehaviour of the other
participants. This assumption is removed in the proposeddioation schemes of this
thesis to facilitate synchronization to a system where #rapeters of the mathematical
model are unknown, and the velocities and accelerationsrareasured.

The coordination approach proposed in Nijmeijer and RagrzgAngeles (2003) pro-
vides synchronized motion for systems with no dissipativeds in the system model.
This thesis extends these results to systems with dissipati further generalize the re-
sult. In addition, velocity measurements of the followes entroduced to the coordination
scheme and shown to give global stability results. Furtloeegna sliding surface is intro-
duced to provide additional design freedom in the complaitiyiprocess of the observer-
controller scheme. The proposed coordination scheme msrimpntally verified, and thus
a discussion of performance in terms of modelling errorgsneement noise and external
disturbances can be presented for the observer-contcolkedination scheme.

The two-level motion control scheme of Gusetval. (1998) provides a simple kine-
matic control law for a single vehicle to stabilize to a deditrajectory. This thesis utilizes
a two-level motion control scheme to coordinate multiplsteyns in a leader-follower co-
ordination scheme, utilizing a more general kinematic wiler and the concepts of a
virtual vehicle and a reference vehicle with reference kiaics. Furthermore, practical
stability of the closed-loop errors is proven for the conadion scheme, and the assump-
tion of state measurements of the follower is removed to igdize the stability results.
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1.3.1 Delimitations

This thesis proposes solutions for the motion coordingtimblem where the reference is
a physical system (a leader) experiencing disturbancedehaorors etc. that may cause
deviations from ideal paths or trajectories. The coordameéchemes assume coordination
within a local frame of reference, and hence the externélidiances experienced by the
participants are likely to be similar in magnitude and di@t, albeit of different influence
to the participants depending on their physical structufbe focus of the thesis is to
present motion coordination solutions that can be apptieailarge number of systems in
general, and not to address the implementation issuesiatsbwith each application in
particular. This section briefly summarizes some of the esp#f motion coordination for
physical systems that are not the focus of this thesis.

Situations where the number of degrees-of-freedom in thrabobjective is un-
matched by the actuators of the system (underactuatiordandancy) are not addressed
in this thesis. A collision avoidance scheme between théeleand the follower system
is inherent in the motion coordination schemes proposedveder, this thesis does not
focus on designing collision avoidance systems betweetipteufollowers. The represen-
tation of attitude and orientation of the systems describedsumed to be mathematically
non-singular, in the sense that the representation ofidétits in the form of non-singular
representations, or in that the systems are assumed neapptoach singular configura-
tions. Although the discussion of the control systems assutontinuous-time plants, the
control schemes are implemented in discrete-time, andttieusampling time is assumed
sufficient for this simplification. Furthermore, commurioa issues regarding limited
bandwidth and loss of communication packages are not disdusxplicitly in this thesis.

In the control schemes presented, no explicit treatmerivengo the impact of force
saturations in actuators, measurement noise, model ptgaereors or external distur-
bances. However, the effect of such perturbations is dészlim a simulation study when
comparing the two proposed control schemes in terms of tobsas, and in the practical
experiments presented.

In the application of robot manipulators, the effects of lirear dissipative forces are
studied, but no explicit analysis is done on the effects ofitfle manipulators. Motion
coordination of aerospace and aeronautical applicatiomsat studied explicitly in this
thesis, but fits into the general framework of the Euler-laage system models. In the
application of coordinating marine vehicles, no explicawe-filtering has been applied to
the surface applications to reduce controller action,tehiag etc. However, experiments
with waves illustrate the performance under the influenceofions in the uncontrolled
degrees-of-freedom (roll and pitch).

An adaptation of the proposed coordination control scheémeslize relative measure-
ments (range measurements) rather than absolute posidasurements is not presented
in this thesis. Relative measurements provide positiondinates relative to the observer’s
position, and providing the introduction of an attitude siww@ment or attitude observer,
the problem reduces to that of absolute measurements.

Note also that gains and gain restrictions presented inthieisis are not necessarily
optimal in the sense of performance, energy consumptiamosient behaviour. Gains are
chosen to illustrate the behaviour of the motion coordoratichemes under ideal condi-
tions in the simulations, and to attenuate disturbanceewraintaining good performance
during the experiments.



CONTRIBUTIONS AND SCOPE OF THESIS

1.3.2 Contributions

The main purpose of this thesis has been to achieve leali@wéo coordination of sys-
tems using a minimal set of measurements and model paranéiarthe entirety of the
thesis, the leader is assumed to be a system for which onpotsidon/orientation is avail-
able as output information, while the mathematical modehpeeters and the velocity and
acceleration of the leader are unknown. The position/taiteon and the parameters of the
mathematical model of the follower are assumed known, wthigecoordination schemes
are developed using both estimates and measurements ofltivedr velocity to make the
results applicable for a larger set of operation scenaaiod to provide safety and reliabil-
ity in the case of sensor failures. The contributions of thesis can thus be summarized
as follows:

» Chapter 2: The definition of output feedback state trackimms the basis for two
new definitions of output feedback problems where the switdise reference are
unknown; the output reference state feedback synchraoizptoblem in Defini-
tion 2.7 and the output reference output feedback synchation problem in Def-
inition 2.8. Furthermore, the concept of a reference vehigth kinematics is in-
troduced, where the reference vehicle is uniquely detexchby the position of the
leader. The reference vehicle defines the desired positiothé follower in the
motion coordination schemes proposed in Chapter 3 and €hépt

e Chapter 3: Results on observer-controller synchroranatif mechanical systems
are extended to include dissipative terms in the Euler-&:age model, and to incor-
porate available velocity measurements of the followerciwhs shown to provide
global stability results. Furthermore, simulations angezkments are presented in
a back-to-back comparison to investigate the performahtteeambserver-controller
scheme in terms of robustness towards measurement noidellmg errors and ex-
ternal disturbances. The complex tuning process of theledugtosed-loop system
is investigated in detail, and a sliding surface is intragtlto the scheme to provide
additional design freedom. The observer-controller apgindo motion coordination
is shown to give uniform ultimate boundedness of the cldse@-errors. This chap-
ter is based on joint work with Michiel Wondergem, Henk Nijieeand Kristin Y.
Pettersen.

» Chapter 4: A virtual kinematic observer is introduced asmatolled virtual vehicle
to provide estimates of the unknown states of the leader irtom coordination
scheme. The virtual vehicle is an estimator based on theriaties of the follower,
and through the definition of a virtual control law, estingatd the unknown states
of the leader can be utilized in a control law to coordinaterttotion of the follower
to the leader. The virtual vehicle design provides a twalleascaded control struc-
ture that decouples the stability analysis and tuning p®oéthe estimator and the
coordination controller. Simulations and practical expents verify the theoretical
results of practical stability of the closed-loop erronsddhe domain of attraction
and the bound on the closed-loop errors can be enlarged andislied as desired
through the tuning process. Furthermore, a dynamic symcraiion scheme is pro-
posed to impose a smooth dynamic behaviour on the followernvdhanging posi-
tion relative to the leader. This chapter is based on joinkwath Elena Panteley,
Antoine Chaillet and Kristin Y. Pettersen.
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Chapter 5: The observer-controller approach of Chaptandthe virtual vehicle
approach of Chapter 4 are compared in terms of estimatiowiptes, performance
and robustness in practical applications. A discussiongsgnted on the estimation
principles employed to estimate the unknown states of théde and the benefits
and drawbacks associated with each approach are discuSseulilation studies
investigating the performance and robustness of the pezpo®tion coordination
schemes are presented. This chapter is based on joint widrkwistin Y. Pettersen.

1.3.3 Publications

The following is a list of the pertinent publications pro@daduring the work contained in
this thesis. The list includes both accepted and submitpes.

Journal Papers and Book Chapters

Kyrkjebg, E., E. Panteley, A. Chaillet and K. Y. Petters2iQ6a). Group Coor-
dination and Cooperative ControChap. A Virtual Vehicle Approach to Underway
Replenishment, pp. 171 — 189. Vol. 336 bécture Notes in Control and Informa-
tion SystemsSpringer Verlag. Tromsg, Norway.

Kyrkjebg, E., K. Y. Pettersen, M. Wondergem and H. Nijme{izg006b). Output
synchronization control of ship replenishment operatidrgeory and experiments.
Control Engineering PracticeAccepted

Refereed conference papers

Kyrkjebg, E. and K. Y. Pettersen (2003). Ship replenishirusing synchronization
control. In: Proc. 6th IFAC Conf. on Manoeuvring and Control of Marine @ra
Girona, Spain. pp. 286—291.

Kyrkjebg, E., M. Wondergem, K. Y. Pettersen and H. Nijme{2004). Experimen-
tal results on synchronization control of ship rendezvquesations. In: Proc. IFAC
Conf. on Control Applications in Marine Systemgicona, Italy. pp. 453 — 458.

Danielsen, A. L., E. Kyrkjebg and K. Y. Pettersen (2004). M\ marine visual-
ization toolbox for matlab. In:Proc. IFAC Conf. on Control Applications in Marine
SystemsAncona, Italy. pp. 515 —-519.

Kyrkjebg, E. and K. Y. Pettersen (20@h Output synchronization control of Euler-
Lagrange systems with nonlinear damping terms. Froc. 44th IEEE Conf. on
Decision and Control and European Control Cokvilla, Spain. pp. 4951 — 4957.

Kyrkjebg, E. and K. Y. Pettersen (20@). Tracking from a synchronization per-
spective. In: Proc. 17th IMACS World Congress on Scientific Computatippliad
Mathematics and SimulatiofParis, France.

Kyrkjebg, E. and K. Y. Pettersen (208% Leader-follower dynamic synchronization
of surface vessels. InProc. 7th IFAC Conf. on Manoeuvring and Control of Marine
Craft. Lisboa, Portugal.
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» Kyrkjebg, E. and K. Y. Pettersen (20@. A virtual vehicle approach to output
synchronization control. In:Proc. 45th IEEE Conf. on Decision and Contr@an
Diego, USA.

* Kyrkjebg, E. and K. Y. Pettersen (20@J. Leader-follower synchronization con-
trol of Euler-Lagrange systems with leader position measi@nts only. In: Proc.
Mediterranean Conf. on Control and Automatidkthens, Greecesubmitted

* Kyrkjebg, E. and K. Y. Pettersen (20By. Operational space synchronization of two
robot manipulators through a virtual velocity estimate. IRroc. 46th IEEE Conf.
on Decision and ControlNew Orleans, USASubmitted

1.4 Organization of thesis
This thesis is organized as follows:

Chapter 2 presents the necessary definitions and theorems providatighinaries for the
stability analysis of the succeeding chapters. Furtheentbe fundamental proper-
ties of Euler-Lagrange systems are presented along wittdfimition of reference
frames and reference kinematics.

Chapter 3 presents an observer-controller approach to solve thdesstated in Def-
inition 2.7 and Definition 2.8. It introduces a nonlinear rebtased error observer
used to indirectly estimate the unknown states of the leaet proposes control
schemes to coordination the motion of the follower to thelésavith and without
state measurements of the follower. Stability results aesented, and the results
are verified through simulations and experimental results.

Chapter 4 presents a virtual vehicle approach to solve the probleatedtin Defini-
tion 2.7 and Definition 2.8. It introduces a virtual vehicke controlled vehicle
that provides estimates of the unknown leader states thraukjnematic control
law, and proposes control schemes to coordination the mofithe follower to the
leader with and without state measurements of the follov&tability results are
presented, and the results are verified through simulatindsxperimental results.
Furthermore, an extension to a dynamic synchronizatioarsehis presented.

Chapter 5 compares the proposed observer-controller approach git€ha and the vir-
tual vehicle approach of Chapter 4 in terms of the estimatitrciples, performance
and robustness. The performance of the two proposed schismdissussed based
on simulations and practical experience from experiments.

Chapter 6 presents some concluding remarks on the motion coordimatbemes pro-
posed in this thesis.

Appendix A presents some mathematical tools and definitions.
Appendix B presents further details on the reference kinematics df@e2.2.5.

Appendix C presents details of the proofs of Section 3 and 4.
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Appendix D presents background material on single-object motionrobsirategies.

Appendix E presents the mathematical models and the simulation aretiexgntal envi-
ronments used to verify the proposed motion coordinatibeses.



Chapter 2

Preliminaries

This chapter presents the necessary definitions and thediemmake this thesis self-
contained by providing preliminaries for the stability &sés of the succeeding chapters.
Furthermore, the fundamental properties of Euler-Lagessygtems are presented along
with the definition of reference frames and reference kirtersa

2.1 Mathematical preliminaries

This section presents the notation used in this thesis, dréehintroduction to general
stability concepts. For a formal definition of stability andiformity, please see Khalil
(2002). The stability analysis of the proposed control soein this thesis will deal with
non-vanishing perturbations, and thus the concepts obtmitlltimate boundedness and
uniform practical asymptotic stability are discussed itade

2.1.1 Notation

The setN denotes all nonnegative integers dhadll real numbers. The s@t-\ designates
all nonnegative integers less than or equal to the intBigemdR ¢ is the set of all non-
negative real numbers. The mattixienotes the identity matrix of appropriate dimension.
The spaceR" is the Euclideam-dimensional space, and $8) is the special orthogonal
group of order three. Note th&f is a local map of SCB).

The minimum and maximum eigenvalue of a positive definiterxd will be denoted
asMm andMy, respectively. The norm of a vectaris defined ag|x|| = v/xTx and the
induced norm of a matri¥ is M || = max—q [[Mx]|.

We denote by, the closed ball ifR" of radiusd centred at the origin, i.e%;s :=
{x e R"|||x|| < &}, and we use the notatioft’ (5,A) := {x e R": d < ||x|| <A}. Fora
nonnegative constardt we define||x||5 := inf 4, X —2||, andx(t,to,Xo), denotes the
solutions of the differential equation= f (t,x) with initial conditionsx (to, to, Xg) = Xo.

A continuous functiom : R>o — Rxgis of class.# (a € J¢) ifitis strictly increasing
anda (0) = 0. Moreover is of class 7. (0 € %) if, in addition, o (S) — o ass — .
A continuous functioro : R>¢ — Rxq is of class.Z (o € .Z) if it is strictly decreasing
ando (s) — 0 ass— . A continuous functior : R>o x R>g — R is said to be a class
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& function @B € &) if B(-,t) € # for any fixedt € R>o, andf (s,-) € .« for any
fixeds e Rxo.

A functionf : R" — R" is said to bdocally Lipschitzif, for any compact set/ ¢ R",
there exists a nonnegative constagtsuch that

If)—fWI<Lulx=yll, VvV xyeU (2.1)

2.1.2 General stability

The concept of stability in this thesis should be undersiodte sense of Lyapunov (cf.
Loria and Panteley (2006)), which is the property of a parget or a trajectory that any
solution starting sufficiently close remains arbitrarilpse for all future time. We adopt
from Chaillet (2006) the intuitive concept of a ball on a ritat-surface (Figure 2.1) to
illustrate different concepts of stability.

An equilibrium point isstableif, after any sufficiently small perturbation on the posi-
tion of the ball, it remains for ever arbitrarily close to fthe equilibrium point iasymp-
totically stable(AS) if, in addition, the ball approaches it asymptoticallfhe domain
of attractionis the region of the state space that leads to asymptoticecgemce. If the
domain of attraction is the whole state-space, then thdibguim is said to beglobally
asymptotically stabléGAS).

Figure 2.1: Global asymptotic stability (a), asymptotaislity (b), instability (c), instabil-
ity with a small steady-state error (d), asymptotic stabiliith a small domain of attraction
(e), and stability (f).

In addition, if the trajectory of the ball is independent béttimety that the pertur-
bation is imposed, the equilibrium is said to in@formly (globally asymptotically) stable
(U(GA)S).
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Domain of attraction and region of instability ~Global asymptotic stability is a notion
that to some extent is only a necessity from a theoreticalp@ént, and for control systems
in practice (often due to neglected high-order dynamids)atten only necessary to have
an estimate of the domain of attraction, and to prove thatubyng certain parameters
of the control system, this estimate of the domain of ativaatan be arbitrarily enlarged.
This is the concept afemiglobal asymptotic stabilitgnd such a tuning parameter is often,
but not always, a control gain.

A small region of instability that gives a small steady-statror, see Figure 2.1(d),
may be present in controlled systems due to non-vanishingnbations acting on the
plant, or measurementimprecisions, that impedes conmeege the origin. This region of
instability gives a set to which the solutions of the systemverge, and the stability of the
controlled system can thus be characterized through theepts ofultimate boundedness
andpractical stability.

2.1.3 Uniform ultimate boundedness

Uniform asymptotic stability implies a natural robustngssmall external disturbances.
However, it provides no information on the behaviour of tiistem subject to larger per-
turbations. The presence of a non-vanishing perturbatipedes asymptotic stability to
the origin, and leads to the definition oftimate boundednesss the convergence to a
neighbourhood of the operating point (cf. Khalil (2002) aillet (2006)).

Definition 2.1 (Uniform Ultimate Boundedness) The solutionsc(t) € R" of the differ-
ential equationx = f(t,x(t)) are said to beuniformly ultimately bounded (UUB)with
ultimate bound if there exists positive constamg and &, independent oft> 0, such
that for everyA € (0,4o), there exists a nonnegative constar(idTA), independent obt
such that for all initial condition (tg) = X0 € % and all y € R, they satisfy

x| <o, Vt>to+T (2.2)

If this holds for arbitrarily largeA, then the solutions araniformly globally ultimately
bounded (UGUB)

The following result will be useful in the stability analgsdf succeeding chapters. lItis a
modified version of a theorem by Chen and Leitman (1987), suatkp found in Berghuis
and Nijmeijer (1994) and Nijmeijer and Rodriguez-Angel23(3)

Lemma 2.1 Consider the following functiongR — R
a(y) = ao— ony+ azy?, yeR* (2.3)

wherea; > 0,i =0,1,2. Then dy) < 0if y; <y <y, where

ay— /a2 — 4oz a1+ /a2 — 4o00 20

Y11= 20, Y2 = 20,

with yp,y> > 0.
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Proposition 2.1 Let x (t) € R" be the solution of the differential equatian= f(x(t),t)
wheref (X (1),t) is Lipschitz and under initial conditions(tp) = Xo, and assume that there
exists a function \{x (t),t) that satisfies

. Pml[X (1)[2 <V (x(t),t) < Pu [[x (t)[|? (2.5)
Vx(©),1) <[x®)[-g(x®l) <0, vy <[x®f <y2

with Ry and Ry positive constants, @) as in (2.3) and y,y, as in (2.4). Define :=

vV PmlPu. Ifyo > dyi, thenx (t) is uniformly locally ultimately bounded (ULUB) that
is, given ¢h = dys, there exists & (dm,y2) such that

[IXoll <Aoo= |Ix(1)]| <d, YVt >to+T(d, o) (2.6)
where
T (d, Ao) { 0 fo=R 2.7)
,R0) = PmA3—PmR? 1 .
700R+31R2T02R3 R < AO < 5 y2
and R= 6 1d.

This implies that a system is uniformly ultimately boundei has a Lyapunov function
whose time derivative is negative in an annulus of a certaitthxaaround the origin.

2.1.4 Practical asymptotic stability

The definitions presented in this section are adopted froailléh(2006). Motivated by the
concept of instability with a small steady-state error igu¥e 2.1(d), we state a definition
of uniform global asymptotic stability of nonlinear timesying systems with respect to a
ball. Consider the system

x =f(t,x) (2.8)

wherex € R", t € R>p and f : R>g x R" — R" is piecewise continuous in t and locally
Lipschitz inx uniformly int. LetA > 6 > 0.

Definition 2.2 (US w.r.t. ball) The closed balZ5 is uniformly stableon %, for the sys-
tem (2.8) if there exists a clasg:, functiona such that the solution of (2.8) from any
initial statexo € % and initial time p € R satisfies

X (t,to,X0) [ < a(lxoll),  Vt>to

Definition 2.3 (UA w.r.t. ball) The closed baliZs is uniformly attractive on %, for the
system (2.8) if there exists a clag8 functiono such that the solution of (2.8) from any
initial statexg € % and initial time p € R>¢ satisfies

Hx(t>t07X0)H6§U(t_t0), Yt >to

Definition 2.4 (UAS w.r.t. ball) The closed ball%s is uniformly asymptotically stable
on % (UAS onZ,) for the system (2.8) if there exists a clagsZ’ function such that
the solution of (2.8) from any initial statey € % and initial time § € R satisfies

X (t,to,x0) |5 < B([[xoll, t—to),  Vt=>1to

If A — oo, then%, = R" and the closed balZ; is uniformly globally asymptotically
stablefor the system (2.8).
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Thus, the ballZ;s is UAS for system (2.8) o, if it is US and UA on%a. While
Definition 2.4 implies the property of ultimate boundednigs®efinition 2.1 (with any
0* > & as the ultimate bound), it actually constitutes a strongepgrty. Notably, the
transient is guaranteed to remain arbitrarily negrfor any sufficiently small initial state,
which is a stability property not covered by the notion ofralite boundedness.

Stability with respect to a ball is often satisfied in pereaisystems where the nominal
system is UGAS, and has motivated the introduction of theepthofpractical stabilityas
defined in Chaillet (2006). Consider parametrized nonlitieae-varying systems of the
form

x=f(t,x,0) (2.9)

wherex e R", t € R>o, 8 € R™is a constant parameter vector, &ndR > x R" x R™ — R"
is locally Lipschitz inx and piecewise continuousin

Definition 2.5 (Uniform Practical Asymptotic Stability) Let® c R™ be a set of param-
eters. The system (2.9) is said to ln@formly semiglobally practically asymptotically
stable (USPASYN O if, given anyA > d > 0, there exist®* (9,A) € © such that the ball
P is UAS on%, for the systenx = f (t,x, 6).

Moreover, ifA = 0 and 8* is independent di, i.e. 8* = 8*(9), such that the baliZs
is UGAS for the system= f (t,x,8*), the system (2.9) is said to hbaiformly globally
practically asymptotically stable (UGPASN ©.

The following result will be useful in the stability analgsdf succeeding chapters. It
is a modified version of Proposition 2 from Chaillet and Lq2806), and can be found
in Kyrkjebget al. (2006a) for UGPAS systems and in Kristiansehal. (2006) for USPAS
systems.

Corollary 2.1 Letoi : R™ — Rxq, i € Ncy be continuous functions positive ov@r and
am, ay and g be positive constants. Assume that, for @hy ©, there exists a continu-
ously differentiable Lyapunov function:\R>q x R" — R satisfying, for allx € R" and
allt e R201

ammin{o; (6)} x| <V (t,x) < aumax{a; (8)} ||| (2.10)
Assume that for ang > 6 > Othere exist9* (6,A) € © and a class’” functionas o such
that, for allx € 2\ %5, 1.e. ||X|| € [8,4], and all t € R,

ov ov

v bl )< — .
5 LX)+ 5 (630 F(t.x,6) < —asa ([ (211)
Assume also that for allé N<y, and for every fixed > 0,
(Isimoai(e*(é,A))éq =0, and (Isimoai(e*(c‘i,A)) #0 (2.12)
and, for every fixed > 0,
0i(8°(5,0) _ R
AIanmT =0, and AImoa.(e (8,4)) #0. (2.13)

then the system= f (t,x, 6*) is USPAS on the parameter €&t

Moreover, ifA = o and 6* is independent of, i.e. 68* = 6*(J), the conditions in
(2.13) are no longer required, = R", and the system = f (t,x, 8*) is UGPAS on the
parameter se®©.
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Note that the assumptions of Corollary 2.1 are more conteevhan those of the original
result (Chaillet and Loria, 2006, Proposition 2). Howetleg,assumptions of Corollary 2.1
are easier to verify for systems described by the Eulerdagg equations, and will thus
be used in the stability analysis of this thesis. See Ch#&#@06) for a thorough discussion
on practical stability.

In the above definition and corollary, the paraméteepresents the tuning parameters,
e.g. control gains or any free design parameter, while theédsis the set of allowed
tuning parameters, which may be bounded due to physicatreams such as actuators
limitations. The set4, is an estimate of the domain of attraction. In most applicetia
largerA induces better performance since the operating bandvaathlarged. In contrast,
0 represents the radius of the ball to which the solutionmately converge; therefore it is
typically required to be small in order to reduce the stesidye error as much as possible.

The functionsg; (0) refer in many cases to the minimum eigenvalues of gain nestric
in 6, and thus, roughly speaking, it is imposed that the depesydeihA and 1/J in the
minimum eigenvalues of the gain matrices should be polyabamid of a lower order than
the bounds oW.

Ultimate boundedness and practical stability consideratins

The definition of uniform ultimate boundedness in Definit®bh requires that the solutions
of a system eventually enter a ball without leaving it anyeofmhus, the errors of the
closed-loop system remain in some neighbourhood of thenoaiffer a sufficiently long
time. This has been thde factointerpretation of many definitions of practical stability i
the literature (cf. Khalil (1996)). However, practical lsiity as defined in Definition 2.5
requires, in addition, that the size of this neighbourhsaeducible at will by tuning some
parameter (typically control gains), and also that the f&flis not only attractive, but also
stable. Thus, solutions remain arbitrarily close to a smeihbourhood of the origin for
all time provided that its initial state was sufficiently séo This suggests a “reasonable”
behaviour of the transient dynamics which is not necesstré true in the definition of
ultimate boundedness. Note that we can also define the pyayfearactical stability with
respect to design parameters, e.g. the sampling time inetistime systems.

For uniform semiglobal practical asymptotic stability ariform semiglobal ultimate
boundedness we impose that the estimate of the domain attidin %, can be arbitrar-
ily enlarged by a convenient choice of parameters. Thisagdn is fairly common in
continuous-time feedback control problems using statitrobgains as the tuning param-
eter, and most notably in the case of UGAS (with respect tottggn) controlled systems
perturbed by bounded external disturbances.

Notice also that, with a slight abuse of notation, frérs O we recover from Definition
2.5 the notion of uniform semiglobal asymptotic stabilityJAS), and whel\ — oo we
recover the definition of uniform global practical asymptcattability (UGPAS). If both
0 = 0 andA — o we recover the definition of uniform global asymptotic slip{UGAS).

2.1.5 Output feedback control

Output feedback control is a well studied subject throughiog literature (cf. Ortegat
al. (1994), Loria (1996), Lefeber (2000)), and has been a waynb$tructing feedback
control laws with a reduced set of measurements. An accsyatem model is assumed to
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be given for the system under consideration; a mobile ra@bspacecraft, a ship or a robot
manipulator of the form

x =f(t,x,u) (2.14a)
y =h(t,x,u) (2.14b)

wherex € R" is the state of the system,c R' is the input vector that controls the system
andy € R™ denotes the output of the system which represents the nezasuots. Assume
that a reference inpui; (t) exists, and generates a feasible reference trajectory

Xr :fr (t>XraUr) (2158.)
yr = hy (t,%r,ur) (2.15b)

For the system (2.14-2.15), we can recall the definitionefiltput feedback state tracking
control problem from Lefeber (2000) as

Definition 2.6 (Output feedback state tracking problem) Find an appropriate dynamic
control law

u=u(t,Xr,Ur,Y,z) (2.16a)
z=9(t,Xr,Ur,Y,2) (2.16b)

such that for the resulting closed-loop system (2.14, 2.16)

tIi%rr(]o||x(t)—xr (t)|=0 (2.17)

This renders the zero tracking error equilibrium asympéily stable. Note that a feasible
reference state trajectory (t) is assumed to exist, i.e. that once being on the reference
trajectory it is possible to stay on that trajectory. Noteoathat the output feedback state
tracking problem extends the output feedback output trecgroblem of finding a control
law for the inputu such that as tends to infinity the output (t) converges tg, (t).

Based on Definition 2.6, we can now define two output feedbtatk synchronization
problems to be addressed in this thesis; the output refersate feedback synchronization
problem and the output reference output feedback syncration problem.

Definition 2.7 (Output reference state feedback synchronetion problem) Consider
the system (2.14). Assume that a feasible reference tomjeekists with output (2.15b).
Find an appropriate dynamic control law

u=u(t,yr,x,2) (2.18a)
z=9(t,yr,X,2) (2.18b)

such that for the resulting closed-loop system (2.14, 21 &g exists @& > 0 such that

lim (1 (t) — X (V)] < & (2.19)

t—oo
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Definition 2.8 (Output reference output feedback synchroriation problem) Consider
the system (2.14). Assume that a feasible reference tomjeekists with output (2.15b).
Find an appropriate dynamic control law

u=u(t,yy,2z) (2.20a)
-Z:g(tayfayaz) (220b)

such that for the resulting closed-loop system (2.14, 2f2&e exists & > 0 such that

lim [ (t) % (t)] < 3 (2.21)

Remark 2.1 The control laws (2.18) of Definition 2.7 and (2.20) of Deitit2.8 render
the tracking error uniformly ultimately bounded with bouddor asymptotically stable
with respect to the closed bal¥s.

For the motion coordination control problem where the reffiee states; (t) andX, (t) are
unknown and unmeasured, we can consider the output retefeadback control problem
as controlling the measured stateandx of a follower system to an unknown reference
system based only on thmutputy; (t) of the reference system as defined in Definition
2.7. Furthermore, we can design the same output refereadbdek control system while
assuming only output measurements the follower system, as defined in Definition 2.8.

Note that the reference in the motion coordination schemesepted in this thesis is
generated by a physical leader system. The physical nafureedeader as a mechan-
ical system subject to moment of inertia and actuator litioites restricts the attainable
velocities and accelerations of the leader. Thus, for thdde system

Xm = fm (t, Xm, Um) (2.22a)
Ym = hm (t, Xm, Um) (2.22b)

the following assumptions are made on the states as
Assumption 2.1 The unmeasured statgg andXm are bounded such that
Sgpllkm O =Wm < (2.23)

Sgpllitm O] =Am <o (2.24)

The bounds on the velocity and acceleration of the leadeesys1 Assumption 2.1 can
be established based on the knowledge of a desired trajefciothe leader, or by the
limitations imposed by the maximum acceleration and véjogiven by the actuators.
The boundedness assumption of the acceleration and wetbcis has a clear physical
interpretation in mechanical control systems.

Remark 2.2 Note that Assumption 2.1 is an assumption on the attainaddecity and
acceleration of the leader system, and do not impose angatshs on the system states
x andx of the coordination control schemes of Chapter 3 and 4.



KINEMATIC AND KINETIC PRELIMINARIES

2.2 Kinematic and kinetic preliminaries

The study of motion is twofold; kinematics, which is the gesrital aspect of motion,
and kinetics, which is the analysis of the forces causingrtbéon. We will first treat the
kinematic relationships between motions in different refee frames, and then discuss
the kinetics for Euler-Lagrange systems in general, andoioot manipulators and marine
vehicles in particular.

2.2.1 Reference frames

Describing the motion of a system requires at least one fiagmeference. For terrestrial
motion (not excluding earth-orbiting satellites) we cafirdetwo Earth-centred reference
frames as

ECI The Earth-centred inertial reference frame. When Newt@3T]) stated his famous
laws of motion, he referred them to a non-acceleratingigmedgference frame which
moved at either zero or constant velocity. This referenamé& has motivated the
definition of the ECI reference frame located in the centrihefEarth with its-axis
pointing towards the geographic north poBofea)), its x-axis directed towards the
vernal equinok, and they-axis completing the dextral triad.

ECEF The Earth-centred Earth-fixed reference frame. This fraoteges with the Earth,
and its origin an@-axis coincide with the ECI-frame, while tixeaxis points towards
the Greenwich meridian af Gongitude, and thg-axis completes the dextral triad.

For local terrestrial motion we can define more convenigietemce frames as

NED The north-east-down reference frame. A fixed referencedrdefined relative to
the Earth’s reference ellipsoid, where tkieaxis points toward true North, th€-

axis toward East, and th&-axis points downwards normal to the Earth’s surface.

For local navigation close to the surface it is common to m&sthat this frame is
inertial, and this is usually referred to as flat Earth natigya

Path/Orbit The path reference frame or the orbit reference frame. Tiginads at a point
along a given path or orbit, and itsaxis is directed along the tangent vector, the
y-axis along the principal normal vector and thaxis along the binormal vector.
This is often referred to as tt&erret-Frenet framéFrenet (1847)).

Body This is a body-fixed moving reference frame where the orgchiosen in the centre
of gravity of the object, and the axes coincide with the gpataxes of inertia. The
xP-axis is chosen along the principal axis of inertia in thesard direction, the
yP-axis directed towards the principal axis in the sidewagbtrdirection, and the
-axis to complete the dextral triad system pointing downilsalong the principal
axis. Rotation of the axes in the body frame relative to aedéfit reference frame
(NED or path/orbit) describes the orientation or attitufithe object, and is given as
roll around the body-fixeg-axis, pitch around they-axis andyawaround thez-axis.

1The direction parallel to the line from the centre of the Bar the Sun at the first day of spring. The
gravitational force of the Sun and Moon cause a slow rotaifdhe Earth’s spin axis with a period of approx. 26
000 years. This suggests that the vernal equinox movesappBoseconds of arc each year and that the ECI is
not an inertial reference frame, but the approximation fcsent for most terrestrial applications, and certainly
for the applications treated in this thesis.
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Note that for robot manipulators, the base of manipulat®aosually fixed, and the
kinematic transformation of positions and velocities foe end-effector is between the
operationaland thejoint space of the manipulator. The joint space is the configuratio
space where the joint variables are defined, and the opeaatspace is defined by the
reachable postures for the manipulator, and this is whertak is typically specified.

2.2.2 Euler-Lagrange systems

In this thesis, we consider mechanical systems that candmeided by the Euler-Lagrange
equations (cf. Goldsteiet al. (2002)) of the form

d <0$(x,>’<)) L 02(x¥) 9T (¥)

- ~— = 2.2
dt\ " ox ox ax (2.25)
wherex € R" are generalized coordinates assumed measurable,afid are generalized
forces acting on the systemZ (x,x) = .7 (X,X) — ¥ (X) is the Lagrangian function of
potential energy? (x) and kinetic energy” (x,x). We assume that the kinetic energy
function is of the quadratic form

T (X,X) = %)’(TM X)x, M(X)=MT(x)>0 (2.26)

where the inertia matriM (x) is positive definite and uniformly bounded. Using the
Christoffel symbols of the first kind (Spong and Vidyasade#§9)) and (2.26), we can
rewrite (2.25) in the form of a Euler-Lagrange systems withamics as

M (X)X+C (X, X)X+d(X,X) +g(x) =T (2.27)

whereC (x, X) X is the vector of Coriolis and centripetal forces, and theaseaf potential
forces are given by
aV (x)
900 = — (2.28)
The dissipative or frictional forces in the system are dmtifrom the scalar dissipation
function % (x), defined from the rate of energ§ dissipating from the system, as in
(Sagatun (1992))

d& N L
E = —y(X) = —n+1i;C||X|| (229)

where.Z is a power function and in general a function of the velocitg e, i = 1,...nare
positive damping coefficients. Far= 1 this is known as Rayleigh’s dissipation function.
The dissipative forces

P
d(X,X) = D (X,5) X = ‘9‘; )_EX) (2.30)
are dry friction or Coulomb damping for=0 in
0.F (x . .
d).((i ) :Ci‘Xi|n71Xi (2.31)

linear viscous friction (Newtonian damping) for= 1, and quadratic damping for= 2.
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Although (2.27) is a complex nonlinear equation, it satisieveral fundamental prop-
erties (cf. Ortega and Spong (1989)) which can be exploddddilitate control system
design. These properties are as follows

P1 The inertia matrixM (X) is symmetric, positive definite, differentiable xn and uni-
formly bounded as

0<Mm<|M(X)| <My <o,  VxeR" (2.32)
whereM,, andMy are positive constant bounds on the eigenvalués ©f).

P2 The Coriolis- and centripetal matri@ (x,x) can always be parametrized in terms of
Christoffel symbols, and thus satisfies

C(xy)z=C(x,2)y, Vxy,zeR" (2.33)

P3 The matrixN (x,X) = M (x) — 2C (x,X) is skew-symmetric, and thus
y' (M (X)—2C(x,Xx))y=0,  Vx,Xy€eR" (2.34)

P4 The Coriolis- and centripetal matriX(x,x) is bounded inx and linear inx, and satis-
fies for some positive consta@iy

ICol <Culll,  YxxeR" (2.35)

In addition, the following assumption is made on the digsigaerm in the system (2.27)

Assumption 2.2 The dissipative terrd (x, X) is continuously differentiable inandx, and
satisfies for somegk> 0

3 d (X3 .
yT%vzkdyTy, VX, Xy € R (2.36)

and for a continuous functiofy (s) : R>0 — Rxo

HM <Bs(JX]).  VxXeR" (2.37)

X

Note that Assumption 2.2 is a generalization based on pedatonsiderations regarding
the dissipative terms in most Euler-Lagrange systems, latdtie presence of dissipative
forces are mainly due to friction or hydro- and aerodynanaimging effects. In particular,
the restrictiveness of Assumption 2.2 is addressed faidrieffects in Section 2.2.3, and
for hydrodynamic damping effects in Section 2.2.4.

2.2.3 Robot manipulators

A robot manipulator is an Euler-Lagrange system satisfAngpertied1-P4. This thesis
considers-degree-of-freedom manipulators with revolute jointsyorithe robot manip-
ulator dynamics are usually treated in two different configion spaces; the joint space
and the operational space. We will assume that the dimew$itire operational space is
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equal to the dimension of the joint spacge= r), and thus the manipulator acts in non-
singular configurations. The joint anglgss R" and the operational space coordinates
x € R" x SO(3) constitutes two different sets of generalized coordinftethe robot ma-
nipulator, and the generalized positions in a six degreesgidom system are

q :=[01, 02, O3, 04, 0, 0] € R (2.38)
x:=[xY,2 0 0,y € R®x SO(3) (2.39)

Note that the vectox of generalized coordinates has a position sub-vazterx,y, z]T €
RR3, and an orientation sub-vecter= [, 8, y]" € SO(3) (roll, pitch, yaw). The dynamic
model of a robot manipulator in the joint space can be wri{ciavicco and Siciliano
(1996))

Mg (a)§+Cq(a,4)q+dq(a)+9q(a) =Tq (2.40)
whereq are the joint coordinate$/ q (q) is the inertia matrixCq(q,q) is the matrix of
Coriolis and centripetal forcedq (q) is a general function of friction or other dissipative
forces, and the gravitational forces are givergi{x). The joint space model (2.40) be-
longs to the class of Euler-Lagrange systems described.By)2&nd the matrices satisfies
Properties1-P4.

The joint space and the operational space are related thibadinematic relationship

x =1(q) (2.41)

computed from the geometric structure of the manipulatad, @nables us to compute the
end-effector position and orientatiane R® x SO(3) based on the joint variablesc RS.
The differential kinematic relationship

x=J(9)q (2.42)
relates the joint space velocitisto the operational space velocitiggKhatib (1987))

through the Jacobian matri{q) = %. Through (2.42) we can write the dynamic model
of the manipulator in the operational space as

M X)X+ C(X,X)Xx+d(X,X)+g(X)=T (2.43)

wherex are the operational space coordinatdgxx) is the inertia matrixC (x,X) is the
matrix of Coriolis and centripetal forced(x,x) is a general function of friction or other
dissipative forces, and the gravitational forces are girey(x). The control input vector
is the generalized forces and moments acting on the systbenoferational space model
(2.43) belongs to the class of Euler-Lagrange systemsitiesidny (2.27), and the matrices
satisfies Propertid31-P4.

The operational space model is related to the joint spaceshtbtbugh the transfor-
mations

M (x) =377 (a)Mq(q) I *(a)
C(x,x) =3 "Cq(a,4)q—Mq(a)J(a)q
d(x,%) =377 (q)dq (@) (2.44)
9(x) =3""(a)gq (q)
T=J"(q)1q
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Friction in a robot manipulator can be classified as viscaustatic friction torques
(Sciavicco and Siciliano (1996)). A viscous friction tomgis given as=,q whereF, is
a diagonal matrix of viscous friction coefficients. Statitction is often simplified as
Fssign(q) whereFs is a diagonal matrix and sidq) is a vector of sign-functions of single
joint velocities. Assuming that both effects are presera manipulator gives the dissipa-
tive forces in the form

dq () = Fvq+ Fssign(q) (2.49)

Remark 2.3 Note that the friction term in (2.45) does not satisfy Asstimn@®?.2 due to
the discontinuous nature of the sign-function. Howeveticstor dry friction is always
dissipative and can be compensated for without introdueing stability problems (cf.
Paulsen and Egeland (1995)). Thus, the static friction teoan be dealt with separately
or left out of the dissipative term in the stability analysi$he dissipative forces in (2.45)
satisfies Assumption 2.2 when the stabilizing static énicterm is ignored or dealt with
separately.

2.2.4 Marine vessels

A marine vessel is an Euler-Lagrange system satisfyingd?tigsP 1-P4. This thesis uses
the vectorial notation from Fossen (2002) to express thatémns of motion for a marine
vessel in both the body-fixed frame and the NED frame. Themgdined position vector
x € R3 x SO(3) and the velocity vectov € RS in six degrees of freedom are

x:=[xY,2.9,0,¢]" € R®x SO(3) (2.46)
vi=[uv,wpqr]’ R (2.47)

Note that the vectax of generalized coordinates has a position sub-vezterx,y, Z}T €
R3, and an orientation sub-vect@r= [, B,t,U]T € SO(3) (roll, pitch, yaw). The body-
fixed velocity vectorv has a linear velocity sub-vector= [u,v,w}T € R® (surge, sway,
heave), and an angular velocity sub-veaine [p,q,r]T € R3. The 6 DOF model of a
marine vessel in the body-fixed reference frame can be wiiEessen (2002))

Myv+Cy(V)V+Dy(V)V+gy(X) =Ty (2.48)

wherex is the NED position and orientation vector, amdis the body-fixed velocity
vector. The inertia matri, (v) includes added mass effects, and is positive definite
and constant. The Coriolis and centripetal magix(v) is skew-symmetricG, (v) =
—C!(v)), and the hydrodynamic damping matiix, (v) is non-symmetric and strictly
positive Oy (v) > 0, V v € R8). The gravitational/buoyancy forces are collectedjrix).
Note thatv is does not constitute a set of generalized coordinatestrarsdthe model
(2.48) does not in general satisfy PropertdsP4.

The Jacobian transformation matdixx) relates the body reference frame to the NED
reference frame through

x{g]{RBée) TO?@)}{Z’}J(X)V (2.49)
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whereR] (©) is the rotation matrix from the body frame to the NED frame] @ (O) is
a transformation matrix. The relation can be written outithds

-

cpch —sycp+cyshsp sPsp+cyepsd O 0 0 u

y sych  cyecp+spsfsy  —cyPsp+sOsywep 0 0 0 %

z —s6 cOsp cOco 0 O 0 w

|| O 0 0 1 sptf coto p

6 0 0 0 0 cp -—sp q

1]} 0 0 0 0 % % r
(2.50)

wherec- ands denotes the cosine and sine functions, respectively. Butivef) the kine-
matic equation (2.49) and its derivative into (2.48) yidits dynamic model in the NED
reference frame as

M (X)X 4+ C(X,X)X+D (X,X)X+g(X) =T (2.51)

The inertia matrixM (x) is positive definite but no longer constant, and the Coriatid
centripetal matrixC (x, x) is defined in terms of Christoffel symbols. The dissipatieetor
D (x,x)x = d (x,X) collects the dissipative forces, whilgx) is the vector of gravitational
forces. The control input vectaris the generalized forces and moments acting on the sys-
tem. The dynamic model (2.51) belongs to the class of Eudgrange systems described
by (2.27), and the matrices satisfies Propeig$4.

The body-fixed representation of (2.48) is related to the NEflerence frame repre-
sentation of (2.51) through the transformations

M) = I TxM,I 1(x)
Cx,x) = I T[C,(ITX)%) My 1 (x)I 1(x)] I 1 (x)
D(x,x) = JT(x)Dy (I (x)x)I1(x) (2.52)
gx) = I T(xgv(x)
T = JTX1

Damping in a marine vessel is mainly caused by potential diagriorces, skin fric-
tion, wave-drift damping and damping due to vortex sheddmdefined in Fossen (2002).
The contribution from potential damping terms is usuallgliggble compared to other dis-
sipative terms. Linear skin friction is important in the ldrequency motion of the vessel,
and in addition there is a high-frequency nonlinear (quégjrakin friction contribution.
Wave drift damping is the added resistance for surface igessiwancing in waves, and
contributes heavily to damping in surge for higher seaestdtue to the proportional de-
pendency on the square of the significant wave height. Wafteddmping in sway and
yaw is small relative to the viscous damping due to vortexddivey (drag). The damping
terms contribute to both linear and nonlinear dissipatffexces, but in many cases it can be
difficult to separate these effects, and it is convenientritevthe hydrodynamic damping
term in the body-fixed frame of the vessel as

Dy (V) =Dy +Dn(v) (2.53)
whereD is the linear part of the damping matrix, abg (v) is the remaining nonlinear
damping effects. Note that for a rigid body moving throughidewsl fluid, the hydrody-

namic damping matrix of (2.53) will be real, non-symmetnastrictly positive. Note
also that the damping term of (2.51) satisfiz&, X) > 0V x, X € RS,
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Nonlinear dissipative terms are in practice difficult toritdfy beyond the contribution
from quadratic damping terms for marine vessels, and iniggudsion on dissipative terms
in succeeding chapters, we will thus make the following agsion

Assumption 2.3 The bound on the dissipation vector in (2.37) satisfies faimeavessels
Ba (IX]]) = ko1 + ko2 [[X|[,  kp1,kpz >0 (2.54)
Thus, we restrict the damping in the system to linear and ratecddamping.

Note that Assumption 2.3 satisfies Assumption 2.2 \@jfl-) as defined in (2.54).

2.2.5 Reference kinematics

In the development of a leader-follower coordinated syaotzation control scheme, we
desire that the motion of the follower is coordinated to teader. In dynamic docking
operations where vehicles are docked in moving vehiclefrasutonomous underwater
vehicles docking in submarines, the coordination refezemitl coincide with the leader,

and the control objective is just that of making the follove@nverge to the leader. In
a many practical situations, however, the follower showticonverge to the leader, but
rather to a reference position relative to and uniquelyrdateed by the leader. We will

use the concept ofi@ferencevehicle (see Figure 2.2) to designate this position.

Remark 2.4 Note that we will use the term vehicle as a generalizationrobaine vessel,
a spacecraft or any detached mechanical system, whiletstestlike robot manipulators,
that does not always lend themselves to the concept of aleghiil be given special
attention in the definition of a reference position for suithagions.

y"

X

Figure 2.2: The leader vehiclg,, the follower vehicle/s and the reference vehiclg.

¥m The leader vehicle with positiox, = (x,y, )" .

¥ The reference vehicle shifted a distanide the direction given by the angjg, relative
to the position of the leader vessel.

¥s The follower vehicle that coordinates to the referencealehi
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The reference vehicle in a 3DOF applications can be illtestrahrough the control
problem: Given the position and orientationy) and heading anglgy of the leader ve-
hicle, we want the follower vehicle to converge to a posithifted by a distancd at an
angleyn, relative to the leader.

The position and heading in the NED frame of a reference \eplaced at a constant
distanced from the leader vehicle is given by the vecttjt from the leader vehicle to the
reference vehicle

dcosym
d"= | dsinym (2.55)
0
through the relation
Xr = Xm+J (Xm) df" (2.56)

whereJ (xm) is the Jacobian transformation matrix from (2.49). The fmsiand heading
of the reference vehicle is thus uniquely determined by thgtipn and heading;, of the
leader vehicle and the vectdf". We can obtain the differential kinematic relation for the
reference vehicle using (2.49), and recognizing that fob®B application the Jacobian
matrixJ (xm) of (2.50) reduces to a simple rotation matrix in headifigi) Differentiating
(2.56) gives

X = Xm+J(Xm)S(rm)d" (2.57)

whereS(-) is a skew-symmetric matrix.
The differential kinematic relationship for the leader iodnin the NED frame can be
written in component form using (2.49)

Xm = UmCOSl,Um - Vmsinl.pm
Ym="rm
Consider the case where the reference vehicle is choseroaitap orthogonally off one
of the sides of the leader, i.e. withy= £ 7, to achieve parallel motion between the leader

and follower. The vector from the leader vehicle to the refiee vehicle in (2.55) now
becomes

d" = [ + 8 ] (2.59)
0
and the component form of (2.57) is then
X = Xm=drncosm
Yr = Ym=Edrmsingm (2.60)
U = I'm
Substitutingsm, from (2.58) in (2.57) and definings = un+dry, Vi = Vim andr; = rpy, gives
X = U COSYm— V; SINYm
Yr = UrSinWm+ Vi COSYPnm (2.61)
U = 1
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It is easy to see from (2.61) that for parallel motion only thevard velocity of the ref-
erence vehicle is changed (= uy, £ dry) with respect to that of the leader vehicle. Note
that this is necessary for the follower vehicle to mainté&srpiosition parallel to the leader
vehicle during turns due to the difference in turn radiuse @ifferential kinematic model
of the reference vehicle can now be written as

Xr =J (Xm) Vr (2.62)

wherev; = [um=£drm, Vi, rm]T. See Appendix B for a complete discussion on the kine-
matics of the reference vehicle far, € [0,2m).

Remark 2.5 Note that for a robot manipulator, it is often desirable titta follower copies
the motion of the leader. For these situations, the positibthe follower manipulator
should converge to that of the leader manipulator. Howeweamipulating rigid structures
with two manipulators in a coordinated control scheme reggithat we define a reference
position for the follower through a similar reasoning as fbe reference vehicle. In these
applications, the orientation and length of the rigid sttuie interconnecting the two ma-
nipulators define the vecta from the leader manipulator to the reference manipulator.
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Chapter 3

The Observer-Controller Approach

This chapter proposes an observer-controller scheme fidowated motion control that
solves the output reference control problems of Sectiorb2The observer-controller ap-
proach is based on designingamor observer for the evolution of the coordination error,
and then reconstructing the leader states based on thesBraimn errors and the states
of the follower. The observer-controller approach is figgpléed to the control problem of
coordinating a follower to a leader utilizing state meamgats of the follower as in Defi-
nition 2.7, and then to the control problem where only positheasurements are available
for the follower as in Definition 2.8. The results presentedhis chapter are based on
Kyrkjebg and Pettersen (2003), Kyrkjebpal. (2004), Kyrkjebg and Pettersen (2@05
Kyrkjebget al. (2006h) and Kyrkjebg and Pettersen (2@0)7

3.1 The Observer-controller principle

The leader-follower coordination problem where the leaslardynamic system for which
the parameters of the mathematical model, the control inpod the internal states of the
leader are unknown to the follower, requires that the statélse leader are estimated in
order to coordinate the motion of the leader and followetesys The lack of model infor-
mation of the leader precludes the design of model-basezhadrs that directly estimates
the states of the leader. Time-filtered derivatives of thatjmm signals may be constructed,
but this may be at the expense of robustness under noisyt@rdi Thus, in this chapter
we propose a model-based observer that filters the coomaliratrors through the dynamic
model of the follower to provide estimates of the unknownestaf the leader.
Model-based tracking approaches have been applied to mieahaystems by Salichs
et al. (1991) and Dongt al. (2002) for mobile robots, Loriat al. (1997), Lefeber (2000)
and Loria and Melhem (2002) for mechanical systems, FossgBarge (1997), Pettersen
and Nijmeijer (1998), Encarnacao and Pascoal (2001) andaAgud Hespanha (2004)
for marine systems, Al-Hiddabi and McClamroch (2002) fagtfticontrol, and many oth-
ers. An output feedback tracking controller using a veloaliserver design was proposed
in Berghuis (1993) for robots, and this approach utilizetidirgy surface (Slotine and Li
(198h)) to passively filter the reference states. Note that alhefttacking approach as-
sume state information of the reference trajectory, whodiyuez-Angeles and Nijmeijer
(2001) presented an output coordination control approadiwo robot manipulators based
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Figure 3.1: Schematic of the coordination observer-cdietroontrol scheme. The refer-
ence positiorn/; is uniquely determined by the leader systéf) and all the control and
estimation necessary to achieve coordination is the resipitity of the follower system

Y.

on position measurements of both the reference and theicatirdy system only. This ap-

proach was later utilized in Nijmeijer and Rodriguez-Areg(2003) for both coordinating
and cooperating systems. A general overview of observensdolinear systems can be
found in Marino and Tomei (1995) and Nijmeijer and Fosser®@9while observers for

synchronization are discussed in Nijmeijer and Mareel97)9Pogromsky and Nijmeijer

(1998) and Huijberts and Nijmeijer (2001).

In this chapter, we propose an observer-controller desighdoordinates two systems
in a leader-follower configuration using only the positianautput information from the
leader system. The parameters of the leader system araleoegiunknown, and model-
based observers can not be designed to estimate the unkreies directly. Thus, fol-
lowing the approach of Nijmeijer and Rodriguez-AngelesO@) the observer-controller
design of this chapter utilizes information about the maated control input of the fol-
lower to filter the closed-loop errors of the coordinatioheme to generate estimates of
the derivatives of the closed-loop errors. When the stattdisecfollower are known, ei-
ther through measurements as in Section 3.2 or through &neanlobserver as in Section
3.3, estimates of the leader states can be constructedythedgebraic manipulation. The
control input to the follower from the coordination conttalv is based on estimates of the
states of the leader, and can be thought of as part of thectiomeerm in the observer. In
fact, the follower becomesyzhysical observeof the leader.

The principle of the proposed observer-controller coaation approach is shown in
Figure 3.1. Note that all the coordination control respbitisy is placed on the follower
system. The only information that enters the coordinatimeth from the reference is
the position vectok; that gives the desired position for the follower system. dglasn
the position of the followek and the position of the reference systgma coordination
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errore forms the basis for the coordination controller. Howeverivhtives of this error

will be needed in the control law, and thus an error obsersgmatingé is constructed
using the dynamic model of the follower and the coordinationtrol law. In addition, for
situations where the velocity of the follower is unknown tate observer is constructed
for the follower to estimate in Section 3.3. Based on the estimated ermande and

the states of the followex andx, the states of the reference system can then be found
algebraically through the definition of the coordinatioroes.

Note that the desired position of the follower systéinis at a reference position
uniquely defined by the leader systeffi. The reference systenff representing this ref-
erence position can be constructed using the approach ¢bB8ex2.5. However, the
discussion of this chapter adopts the leader systgras the reference system to simplify
the illustrations and better introduce the concept of a jgaysbserver, and to reduce the
number of systems involved in the derivation of the coortiamecontroller and observers.
To utilize the concept of the reference system in the follmyioordination schemes, the
leader states with subscriptsshould thus be replaced by that of the reference system
and the reference system should be defined in terms of therlegdtem following the
procedure in Section 2.2.5.

3.1.1 A coordination design

The control objective of the proposed coordination obseceatroller scheme is to syn-
chronizes the statesandx of the follower system to the stateg, andxn, of the leader
(reference) system. The leader is assumed to be a physstahswhere the parameters of
the dynamic model and the control inputs are unknown, andewte position vectoxm

is the only measured output. We define the coordination&asr

The unknown state derivatives of the leadlgrandX, can be passively filtered by restrict-
ing the position erroeto lie on a sliding surface (Slotine and Li (198

e+Ae=0 (3.2)

whereA is a constant matrix whose eigenvalues are strictly in et 0f the half complex
plane. This is achieved by replacing the unknown referetate s, andXn, with a virtual
reference trajectory

t
y :xmfA/ edt (3.3a)
0
§ =Xm— Ae (3.3b)
¥ =Xm— Ae (3.3c)
and defining
s=x—y=etAe (3.4)

as a measure of tracking. The vectortonveys information about the boundedness and
convergence ok andx, and the definition can be seen as a stable first-order ditfieie
equation ine with s as an input. For bounded initial conditions, boundednessvaifl
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imply boundedness a&fande. The formal definition ofy in (3.3a) is equivalent to adding
an internal feedback loop in the controller, but the intéggem | e dt will not be used
explicitly in the controller. The passive filtering of thealter states gives additional design
freedomin choosing the slope of the sliding surface throkgiat in some cases simplifies
the stability analysis of the proposed coordination cdrscbhemes.

Consider now the case where the derivatives of the leadefdlogver system are
known and measured in the control design to illustrate tloedination design. Thus, we
would have state information of the reference, and statenmdtion of the follower system,
and could design a coordination control law using statelfaekl. Write now the dynamics
of (2.27) using (2.30) and (3.4) as

M(X)s=—-C(X,X)s—D(X,X)S+T7—M (X)y —C(X,X)y—D(x,x)y—g(x)  (3.5)
Utilizing a state feedback coordination control law ingpliby Paden and Panja (1988)
T=MX)y+CX,X)y+D(X,X)y+9g(x) —Kgs—Kpe (3.6)

allows us to construct a Lyapunov function

1 1
V()= EsTM (X)s+ EeTer, Kp=Kp>0 (3.7)

where the derivative of (3.7) is
V(t)=—s" (D(x,%)+Kg)s—e"ATK e (3.8)

SinceV (t) is positive definite, an¥f (t) is negative definite it follows that the equilibrium
(e,s) = (0,0) would be globally exponentially stable (GES) for state feszk control, and
from convergence o — 0 ande — O thate — O.

3.2 Output reference coordination design with state feedbzk

The state feedback problem of Section 3.1.1 is trivial irsdgution, but the control law

of (3.6) can not be implemented when the states of the leadarm&nown. Thus, in this

section we propose an observer-controller approach te gbk coordination problem of
Definition 2.7, for which only the positiory, is available as output information from the
leader, but we have both position and velocity measurenfientse follower system. The

results presented here are based on Kyrkjebg and Pett@G&zm)

3.2.1 Coordination control design

The control law (3.6) can not be implemented when the stdtdsedeadeky, andX, are
unknown, and thus a control law that depends on estimategs#br the stateg, y ands
should be employed. We propose the control law

T=M(X)J+C(X,X)y+D(XX)y+g(X)—KsS—Kpe (3.9)
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to coordinate the states of the follower to the states of élaeér. A full-state nonlinear
model-based Luenberger observer (Luenberger (1971)kigmied to estimate ands as

%@:gf/\m L& (3.10a)
d. = e
as:—l\/rl(x) [C(X,X)S+ D (X,X)S+ KgS+ K & + L o8 (3.10b)

whereé = e—¢€. The closed-loop error dynamics of the system (2.27) anddnéroller
(3.9) are

M (x)5+C (X,X) 4D (X, X) s+ K g5+ K pe= C (x,X) 5+ D (x,X) 5+ K ¢5+M (x)§ (3.11)

wheres = s—3S. The estimation error dynamics can be found through théioak

L d .
€= (e—7®), (3.12)
L d s
$= Gt (s—79) (3.13)

by inserting the state-space representation of (3.11)ladhserver (3.10) to give

€=5-(A+Ly)® (3.14)
§=5— (Mt (X)Kp+Ly)® (3.15)

Note from (3.15) thaiyégthrough the definition of the error observer in (3.10). Asgwgn
for simplicity that the gain matricesp, Kq andL 1, L > are symmetric and positive definite,
a change of coordinates can be introduced through

e—¢ (3.16)
S_

S (3.17)

0| o
I

that gives the closed-loop error dynamics of (3.11) by u§had) as

M (X)S+ C (X,X) S+ D (x,X) S+ KgS+ K pe =M (x) L& (3.18)
Note that through (3.14) and (3.16) we can write
e= %(e—é} =s—Ne+ L€ (3.19)
and that the estimates of the leader states become
y=%—3 (3.20)
y=—AB-Ne+Lq® (3.21)

3.2.2 Stability analysis

The objective of the control law of the follower is to coordia the follower system to the
leader system based on the estimates of the leader statededder states are indirectly
estimated through the error observer of (3.10) that usedytheamic model of the follower
and its control input as parameters.

43



3. THE OBSERVER CONTROLLERAPPROACH

44

Theorem 3.1 Consider the model (2.27), the controller (3.9) and the olese(3.10). Un-
der Assumption 2.1, the closed-loop errors

e, T
A=l & & & (3.22)

are globally uniformly ultimately bounded. The bound is adhion of the leader acceler-
ation Xm.

Details of the proof of Theorem 3.1 are given in Appendix C.1.
Sketch of proof: Consider the Lyapunov function candidate

. 1 e
V(5658 = E§TM (X)s+e'Kpe+ 5sTP1s+ EeTLzef e'P,3 (3.23)

whereP; andP; are positive definite constant matrices to be defined an@)&ositive
definite through Propertiy1 when

Pimbom> Py (3.24)

Defining the shorthantlz := A + L1, and introducing a constant parameter 1 used
as a tuning parameter in the stability proof, the derivabif/€3.23) along the closed-loop
trajectories becomes

Q1
_ 17577 D(Xx,x)+Kg O s
V(S7eas>é):_§ I: €:| |: ( C)) ATKp 5
Qo
REYIERE 2Ly (M (x)Kp-LIL1) 3
2 €] | (M T(x)Kp—LIL1) ZLolsgLi(M1(X)Kp+Lp) e
Q3
1S [D(xX)+Ka ~M(X)L2 ][5
2| €| ~M(x)L2  Ellols e

Qa4

1[e]'[ A'K, -LIK, |[e
Apé, i | [E]emo

(3.25)

where we have choséh = | for simplicity, and introduced a tuning gain on the perturba
tion through the choice d?, = L 1. The perturbation terrfiy (+) is now given as

Bu(-)=— (8" —€'L1)%m (3.26)

The termQ7 is positive definite trivially with symmetric positive defie gainsA, K, and
Kg, andQ; g is positive definite when

ombam—L2y (MpKpm+Law)

KM K oy — Lg’leﬁm)} ?

Qop>0& >1 (3.27)
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where the positive definiteness can be ensured throughguh@nfilter gainA of (3.2).
Conditions for positive definiteness fQ; andQ4 are

£l (Dm+Kpm)L
Q>0 e ( s pm)Lam (3.28)
MiLowm
EINTL ol
Q>0 &  EMETEML, (3.29)
Ll,MKP-,M
The perturbation term of (3.26) can thus be bounded as
Bn () < (ISl +Lam[[€]) Am (3.30)

The closed-loop errors g, S, € and thus) of (3.22), are globally uniformly ultimately
bounded with the lower boundl of Definition 2.1 as

5=/1+LimvAu (3.31)

Remark 3.1 Note that the acceleration of the leadgf will be present as a non-vanishing
disturbance in the observer-controller scheme, and thastigin of the closed-loop error

space is no longer an equilibrium. We can therefore only tatethat the closed-loop
errors are ultimately bounded by some function of the leadeeleratiorkm,.

3.2.3 Simulation study

The observer-controller approach for coordination witlygosition measurements of the
leader, but with state information of the follower, was slated in the simulation environ-
ment of Appendix E with initial states and gains given in EBI1. In the simulations, the
leader ship tracks a sine wave reference trajectorfmtinwith frequencyw = 1/15 rad/s
with heading angley, along the tangent line.

Table 3.1: Initial states and gains for observer-contrsibheme

Initial states for leader, follower and obg. Observer and controller gains

Xm = [ 0 0 0 " |Kp = dagg 1 1 1 |
X = [ -1 15 I T |Kg = diagl 40 40 10 |
X = [ 0 0 0 ]"|L; = dagf 1 1 1 |
A = dag] 03 03 03 | L, = diag] 13 13 13 |

The coordination controller and observer errors in posiiand velocitye are shown in
Figure 3.2, and we see that the closed-loop errors are umijardtimately bounded. Small
oscillations are observed in the plots due to the non-vamggherturbing acceleratioky,
of the leader. Note that the performance of the observetraiber scheme can be further
optimized through gain tuning, but the convergence of thest is here illustrated using
preliminary gains that illustrates the uniform ultimateindedness of the scheme.
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Figure 3.2: Synchronization errors in positieand velocitye (upper row), and observer
errorse ande (lower row).

3.3 Output reference coordination design with output feedack

To account for situations where only the position measurgriseavailable forboth the
leader and the follower, the observer-controller schem8eattion 3.2 is modified to re-
move the necessity of measurirg In this section, a second nonlinear observer is intro-
duced to estimate the velocity of the follower using the dyitamodel of the follower
(2.27). Simulations and experiments are presented in a-tabkck comparison of the
theoretical and experimental results, and the impact fromamlelling errors, external dis-
turbances and the gain tuning process are discussed. Tuits refsthis section are based
on Kyrkjebg and Pettersen (2003), Kyrkjebpal. (2004) and Kyrkjebg and Pettersen
(200%).

3.3.1 Coordination control design

The control objective of the coordination problem of Defmit2.8 is to synchronize the
states of the followex andx to the states of the leades, andxy, based on measurements of
x andxm only. Thus, in this section we propose to extend the cootidin@ontrol scheme
of Section 3.2 by introducing a nonlinear model-based sthserver for the unmeasured
statex of the follower. The presentation in this section is donearrah assumption of
linear dissipation in the model of (2.27) to investigate #ffect of modelling errors in
the back-to-back comparison between simulated and expatatresults. Note, however,
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that the stability results concluded in this section aredvédr systems with nonlinear
dissipative terms as shown in Kyrkjebpal. (2006).

The dissipative ternd (x,x) = D (x,X) x of (2.27) in this section is assumed to include
only linear dissipative terms (e.g. viscous friction, hydynamic skin friction)

Assumption 3.1 The dissipative term is linear in velocitysuch thaD (x,X) X = D (X)X.

Remark 3.2 Note that Assumption 3.1 is valid for low-speed applicatiasthin robotics
and marine vehicles, and in practice it is difficult to detérennonlinear dissipative terms
over a wide speed regime. Thus, the assumption reflects #iierapes faced when design-
ing a nonlinear control system where model terms are caedethe complete model of a
system (2.27) is often not available, and thus the contiloéste employed must incorpo-
rate some robustness to modelling errors.

The definition of the coordination errors from Section 3.ih.13.1) gives the model
(2.27) under Assumption 3.1 as

M(x)g=—-C(x,x)e—D(X)e+T—M (X)Xm— C (X, X)Xm— D (X)Xm—g(x) (3.32)

To solve the problem of Definition 2.8 where only position si@@ments are available for
both the leader and the follower, we propose a coordinatimtrol law that depends on
estimates of the unknown states as

T=M(X)Xm+C (x,i) Xm+D (X)Xm+ g (x) — Kqe— K pe (3.33)

To obtain estimates for the erra@snde, we propose a nonlinear model-based Luenberger
observer

%@:E+ Le® (3.34a)
d/_\ -1 ~\ ~ o~ o~ ~ ~
o= M) [c (x,x) 8+ D (X) 8+ Ko+ K 8| + Leg® (3.34b)

wherelL ¢, L are positive definite gain matrices, and the estimatedipaosttitude and
velocity coordination errors are defined as

€=e-8 e=é—é (3.35)
Note that in the definition of the error observer in (3.34) 80.85), we do not utilize the
measure of trackingof (3.4) as in the error observer (3.10) of Section 3.2. Thasuee of
tracking introduces a coupling between the estimatasde that complicates the stability
analysis, and the additional design freedom introducealigin the filter gain\ in Section
3.2 is not needed in this section due to the introduction afrdinear state observer with
additional tuning gains.

To estimate the unmeasured velooitgf the follower, we propose a second nonlinear
state observer

%i:§+ LxaX (3.36a)
d - 1 ~\ ~ ~ o~ ~
X =M () {c (x,x) 8+ D (X) 8+ Ko+ K pe| + LyoX (3.36h)
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wherelL 1, Ly are positive definite gain matrices, and the estimationtipogattitude and
velocity errors are defined as

X=x—-%X,  X=%X—X (3.37)

The leader velocity and acceleration valtigsand X, are not available through direct
measurement, and the velocity and acceleration valuehéteiader are reconstructed
as in Section 3.2 based on information of the follower andctherdination closed-loop
system. Estimates fog, andXy, are given as

Xm=X— ¢

< d /o = 1 _ ~ (3.38)

Xm = at (xfe) =— (M (x) Kp+Lez) e+ LyoX

where the last relation stems from (3.34) and (3.36). To tdate the closed-loop error
dynamics, we introduce a change of coordinates

e

(3.39)

o
I

Xm=€—X— L1¥Xm
to write the closed-loop error dynamics of the system (2vidit) the controller (3.33) as
M (X) &+ C (x,X) €+ D (X)e+Kge+Kpe=M (X)LiXm+D(X)L1iXm—Kp  (3.40)
—C (%) (X+ L1 (X=%m) ) +C (X X+ LaX) (€ LaXen) +Ka (X+ L1 (X+ X)) Ko
and the estimation error dynamics from the observers (284)3.36) as
Xm=—M (X) 2K p (X + Xm) — L 1Xm — L o%m — Xm (3.41)
X=—M (X) 2K p (X+Xm) — L1X — Lo (X4 Xm)

M (LK) - 20 (x50 + D) (ReLx)

3.3.2 Stability analysis

The objective of the control law of the follower is to coordia the follower system to
the leader based on estimates of the states of the leadehamelbcity of the follower
obtained through nonlinear observers. Under the assungptiat the positive definite
symmetric observer gain matriceg, L e, Lx1,Lx2 are chosen as

Le1:|—x1 =L Lezisz =L, (3.43)
the following results holds:

Theorem 3.2 Consider the model (2.27), the controller (3.33) and theeobsrs (3.34)
and (3.36). Under Assumptions 2.1 and 3.1, the closed-loopse

)., s T
A=l & & & X ¥ (3.44)

are semiglobally uniformly ultimately bounded. The bousa ifunction of the leader
accelerationXy,. Furthermore, under the assumption of zero acceleratiothefleader,
Xm = 0, the closed-loop errors of (3.44) are semiglobally expdiadly converging to zero.
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Details of the proof of Theorem 3.2 are given in Appendix €.1.
Sketch of proof: Introduce the vectof € R®" denoting the states of the error dynamics of
(3.40-3.42) as

=6 & %, % ﬂ (3.45)

Note thatn is related tod throughn = TZ whereT is a non-singular 8 x 6n matrix
defined as

I 01 0 0 O
Ol 01 0 O
001 Ly 1oLy
T™=looo 1 o1 (3.46)
0 00 O I L
0 00 O 0 I
Consider the Lyapunov function
11
V(§)=350PQ)y (3.47)
whereP () =P (Z)" is given by
M(x)  AgM(X) ]
0 0
& l: AoM (X) Kp+)\0Kd
_ | M (Xa) |
Pla= ° R Lo 0
I y(X)1 }
0 0 -
[ o
(3.48)

wherel € R™" is the identity matrixgo, Ao, o, Yo € R are positive constants, andXq)
andy(X) are defined by

__ ko
1+ |Xall”

yx) = 0 (3.49)

Sufficient conditions for positive definitenessif() are
Kdm > AoMu, Lom > max{ 1§, ¢} (3.50)

whereMy, is the largest eigenvalue ®. The time derivative of (3.47) along the error
dynamics of (3.40 - 3.42) yields

V(Q) < I4nll (ao—QN,mHZNH+a2HZNH2) (3.51)

where the positive definite matriQy, the scalarsg, a; and the vectody are given in
Appendix C.1.2. The coordination observer-controllelesok can be treated as a perturbed
system, and local uniform ultimate boundednesg,aind thus], can be concluded from
Proposition 2.1. The size g in Proposition 2.1 can be made arbitrarily small by a proper
choice ofL y, and thus the ultimate bound fgrcan be made arbitrarily small. The region
of attraction is given by

A= {x R | x| < H%\/Pmlm} (3.52)
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Since the size of the region of attractidnis proportional toy,, this region can be ex-
panded by increasing, and the closed-loop errorg are semiglobally uniformly ulti-
mately bounded.

The ultimate boundedness result is due to the non-vanishigtgrbance from leader
acceleratiorx, of Remark 3.1. Furthermore, under the assumption of cong&ocity of
the leade(Xm = 0), the derivative of the Lyapunov function (3.51) is reduaed t

V() < [1Zn] (—Qnm+ a2 ]|dn])) < —k [|2n]1? (3.53)

since (3.52) guarantees tf@i m > a2 ||{n||. Semiglobal exponential convergence to zero
of the closed-loop errong = T for zero leader acceleraticm, = 0 follows directly from
(3.53).m

In this section, the observer-controller scheme of Se@i@was extended with a non-
linear state observer for the follower to estimate the umkmeelocityx to solve the prob-
lem of Definition 2.8. The lack of velocity measurements @& thilower introduced some
more complexity in the stability analysis of the observenitcoller scheme when employ-
ing a second state observer, due to the fact that the Cerglscentripetal terrT (x, X) X
is dependent on the unmeasured stateThe unknown velocity of the follower in the
Coriolis- and centripetal term causes a locality in theestaiservers, which can not be
dominated in the observer-controller design using staiittrol gains. The region of at-
traction is thus reduced from a global to a semiglobal result

Note that the properties of semiglobal ultimate boundesiaad semiglobal exponen-
tial convergence of the closed-loop errors can also be showhold for systems with
nonlinear dissipative terms (Kyrkjebg and Pettersen (2005

3.3.3 Simulations and experiments

The observer-controller scheme where only position memsents are available from the
leader and the follower were applied to the simulation angkerental environment of

Appendix E. In order to validate the theoretical resultsaaksto-back comparison be-
tween simulations under ideal conditions and experimeetgwerformed. The simula-

tions were performed under the assumption of no externalrtances and no measure-
ment noise, and the practical experiments were performea wodel ship in a closed

basin under the influence of waves and measurement noise.

Simulations and experiments are presented for the casetivedsader is stationary to
illustrate the exponential convergence of the scheme wmdero-acceleration assumption
for the leader, and for the practical case when no such asgamapan be made on the
leader acceleration, and thus the closed-loop errors tineatiély bounded.

To facilitate a direct comparison between the practicalltesand the simulations, the
leader vessel was simulated as a virtual ship on a compaeRsmark E.1). The virtual
ship was based on a theoretical ship model, and controliad asackstepping controller
from Skjetneet al. (2003) to track a sine wave trajectory.

Note that during the experiments with waves, only the folowessel experienced
waves as a disturbance, while the leader vessel sailed iriteahcalm sea. However, in
practical replenishment operations, both ships wouldymiesheading into the waves and
the effect of currents, waves and wind would therefore toesertent be similar on the two
ships. The experiments with waves thus serve as an extresa@thow the two ships can
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experience different external disturbances, and are aureeaghow robust the scheme is
with regards to external disturbances.

The observer-controller coordination scheme presentbdded on a model with only
linear damping terms satisfying Assumption 3.1, and thug lmear damping terms are
employed in the observers and the controller during sirmariatand experiments. Note,
however, that the model ship used in experiments will exgpee nonlinear damping ef-
fects. The experiments thus serve as a measure how the ebsentroller coordination
scheme performs under modelling errors.

Note that for the experiments, only the position of the sypglssel was available for
measurements, and thus convergence of the veloritieg, could not be verified directly.
The only states available from the experimental data \@ggeXm andX.,. However, when
the given experimental states compare with the correspgredates of the simulation re-
sults, it is plausible to conclude that the total state oftkigerimental results is comparable
to the simulated results as well.

Tuning

The observer gainsy, L > and the controller gains p, K4 have to be chosen such that the
region of convergence is large enough to ensure converdesroethe initial states, and
at the same time such that the ultimate bound of closed-lo@pseis acceptably small
for practical replenishment operations. The uniform udtienboundedness result is of
semiglobal nature due to the proportional dependencg am the bound (3.51) and re-
gion of attraction (3.52). However, for small initial estition errors in the observers of
(3.34) and (3.36), higher initial synchronization erroas ®@e considered.

The choice of observer gaithg andL; in (3.34) and (3.36) is a choice between the
performance of the estimator during transients, and thedénfte from measurement noise.
Choosing the gains too low may result in poor estimates wihittrn leads to poor control
performance, while choosing the gains too high may resuttighly fluctuating control
actions. In particular, the choice of a high gain will affect the size of the ultimate
bound, while a very small gain will introduce slightly dandpescillations in the system.

The choice of controller gaink , andKy in (3.33) are influenced by the choice of
observer gains, since the rule of thumb is that the obsehearrid converge faster than the
controller. This cannot be verified directly due to the latl general separation principle
for nonlinear system, and can only be examined for a set fingdrization of the system.
Increasing the proportional gakd in the controller will lower the synchronization po-
sition errors. The derivative teriQy should be chosen high enough to provide sufficient
damping in the system to prevent oscillations during tnagkbut note that the choice of a
high gainK 4 will amplify any measurement noise on the velocity estiraate

Experiments with zero leader acceleration¥m =0

The exponential convergence of the observer-controllerdination scheme can be ob-
served when the leader acceleratigns zero, and thus include situations where the leader
vessel moves at a constant non-zero velocity. Howevergiteiction of a constant veloc-
ity is difficult to satisfy in experiments where the leaderc@ntrolled using a tracking
controller, and thus the result of exponential convergérassbeen verified experimentally
in this section using set point regulation of the followepgly vessel to a stationary leader
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ship where the velocity vectot, is constant and zero. The reference vehicle was chosen
to be 1 metre off the starboard side of the leader vessel,hawkichosen as the origin of
the local Earth-fixed frame. An overview of initial stateslayains for set point regulation

is found in Table 3.2.

Table 3.2: Initial states and gains for zero leader accitera

Initial states for main and supply ship ~ Observer and controller gains
xn = [ 0 -1 0 J"[KB = diagl 35 15 5 |
x = [ 0 0 0 " |KS = dag 70 40 10 ]
x = [ -1 -15 -T "|L; = diag 8 8 2 |

L, = diagl 10 10 10 ]

The initial state for the follower vessel was chosen to ftate the convergence in
all parts of the state = [x,y, L[J]T, and the same gains were used in the experiments and
simulations to facilitate a back-to-back comparison. Theg were found empirically,
and note that the controller gains are expressed in the firelgframe to facilitate a more
intuitive tuning procedure.

All errors are calculated and plotted in the NED frame, wité initial phase in the left
plot and the performance after settling in the right plot.e®xperimental data available
from the experiments are plotted in Figure 3.3, and the sitran data are plotted in Fig-
ure 3.4. The simulations are converged to zero after 40 sisc@md thus the data after
settling are not shown in Figure 3.4,

The experimental results in Figure 3.3 are seen to compadlienite the theoretical
results of exponential convergence in the transient phistbesimulated results in Figure
3.4. The overshoot in the control errors of Figure 3.3 andifé@.4 are seen to be small,
and the settling time is sufficient for practical applicaso The closed-loop errors in the
experiments show small persistent oscillations afteflisgttwhich are consistent with
effects of measurement noise, modelling errors or smahlegon the water in the basin
during the experiments. The experiments were also caruédinder wave disturbance,
and the results of these experiments compare with the sasiiliout waves, with a slight
increase in the errors as expected. In all, the experimeesalts for position keeping
compare well with the simulations, and thus support therétéamal result of exponential
convergence of the closed-loop errors under the assumptiaaro acceleration for the
leader vessekm = 0.

Experiments non-zero leader acceleration

The result of ultimate boundedness of the closed-loop &ffiaran underway replenish-
ment operation when the leader ship has non-zero accelenatis investigated using a
desired trajectory with non-zero curvature for the mairpshirhe leader tracked a sine
wave trajectory using the backstepping controller of Siget al. (2003), and the follower

supply ship was coordinated to the leader based on positeasarements only, and in-
dependently of the desired trajectory. Note that in a pcattieplenishment operation,
the ships would maintain a constant course and headinghetwaves, and seek to keep
the curvature of the trajectory at a minimum to reduce theafscollisions. A trajectory
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with non-zero curvature is thus illustrative of situatiomisere the leader is given greater
manoeuvring freedom than in a straight line experimentvemald allow a replenishment
operation to be performed in close waters or in busy fairways

When the desired trajectory of the leader has a non-zeratune; the forward ve-
locity and acceleration of the reference vehicle shouldifferdnt from the velocity and
acceleration of the main ship due to the curvature. The sugipp’s desired forward ve-
locity relative to the main ship will therefore depend on ditance between the two ships
in a curve (see Section 2.2.5). When the follower supply shifs the inner curve, the
forward velocity of the follower must be lower than that oétleader, and vice versa. An
extreme case arises when the radius of the leader curves ithbkesthe distance between the
two ships, for which a follower sailing the inner curve wotlave to perform a backward
movement.

The experiments for ship replenishment operations useddefined curved path with
a desired velocity of 0.2 m/s, corresponding to a velocit & knots for the full scale
ship. An overview of the initial states and gain matricesduisethe experiments is given
in Table 3.3.

Table 3.3: Initial states and gains for non-zero leaderlacagon

Initial states for leader and follower ship Observer and controller gains
Xm = [ 0 -1 0 ] K = diagl 100 40 10 |
x =] 0 o0 o0 ] Ky = dagl 30 20 5 |
x = [ -1 2 -7 Ly = diagi 8 8 2 ]
< [ o o o I L, = diag] 100 100 5 ]

Figure 3.5 shows thry-plot for the replenishment operation for both the experitne
and the simulation. The experimental data available froenetkperiments are plotted in
Figure 3.6, and the simulation data are plotted in Figure ®8Hhile Figure 3.8 shows the
additional velocity control and observer errors only aafalié from the simulations.

— main
T - SlJppIysimulated
2r s xy plot supply

~ experiment

-2 0 2 4 x[m 6 8 10 12

Figure 3.5: Anxy-plot of the simulations and experiments.

The experimental results in Figure 3.6 are seen to compadlienite the theoretical
results of ultimate boundedness in the simulated resuliSgaore 3.7. Note that in the
xy-plot of Figure 3.5 and in comparing the experiments of Feg8u6 with the simulated
results in Figure 3.7, the experiments show better perfoomdhan in the simulations.
This is due to the fact that the ideal simulations presentedestricted to linear damping.
The non-linear damping inherent in the model ship has alstimg effect, and thus much
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Figure 3.8: Simulation velocity erroisande, initial phase (left) and after settling (right).

less damping is needed in the controller g The back-to-back comparison is shown
here using gains optimized for the experiments, and thuthisimulations with linear
damping only, these gains are not optimal. Similar perfaorceaas in the experiments
can be shown in the simulations by increasing khegain to compensate for the lack of
nonlinear damping.

The observer accuracy diminishes slightly at the end of #th m Figure 3.6, which
can be contributed to the reduced accuracy of the measuteystem at the end of the
basin. In all, the experimental results for motion coortlovawith a non-zero leader ac-
celeration compare well with the simulations, and thus supghe theoretical result of
ultimately boundedness of the closed-loop errors for jrakctinderway replenishment
operations.

Discussion

Measurement noise influences the velocity estimationserothservers (with a large,

in (3.34) and (3.36)), and can lead to high commanded cofdroés. The observer per-
formance is affected when the commanded forces are largerttte thruster limitations,
since the commanded control forces and moments are usedgeps the dynamical ship
model in the observer. Here, a duality of the gain is seen; a large gain may cause sat-
uration in the forces, while a small gain may cause largesezleloop errors due to poor
estimates.

The controller gaind<p,Ky and observer gains,L, are optimized for either set
point regulation in Table 3.2 or underway replenishmentabl& 3.3, but intermediate
gains that perform well for both tasks can be found. Note tthatuning of the observer-
controller scheme is a highly coupled nonlinear gain tumraplem due to the influence
of observer performance on the controller performance doel versa. Valuable input
to the tuning process can be found by linearizing the systeraral defined set points
and adopting a pole-placement scheme to shape the perfoenudirthe system, or by
employing a structured gain tuning procedure based on thankes on tuning presented
earlier in this section.

Robustness of the scheme is investigated by introducingsvay the supply ship in
the experiments. This does not affect the leader ship, sirisa virtual ship running on
a computer, and thus the results can be seen as the abilitye afontrol scheme to sup-
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Table 3.4: Mean and maximum absolute errors for non-zerelation experiments

Without waves
Ug Xooadm] Yoody[M] heading [deg]
[m/s] meane] maxel meane] maxe] meaneg maxe]
0.1 0.0278 0.0421 0.0029 0.0128 0.4641 1.2490
0.2 0.0548 0.0783 0.0123 0.0323 0.5214 2.4064
0.3 0.0790 0.1050 0.0367 0.0896 1.1860 3.7701
With waves: JONSWAMs =0.01 m,Ts=0.75 s
0.1 0.0293 0.0503 0.0048 0.0169 0.4412 1.5126
0.2 0.0555 0.0775 0.0146 0.0320 0.6818 2.2002
0.3 0.0790 0.1047 0.0408 0.0969 1.0600 4.3774

press the effects of external disturbances. The compabistmeen the experiments with
and without disturbances during replenishment experismisnghown in Table 3.4 where
the time-mean of the absolute ere= %fé |e/dt and the maximum of the absolute error
Emax are calculated under different conditions, and the restitsv only small changes in
performance when the follower ship is under the influence afas. The robustness to
external disturbances is particularly useful during pcattunderway replenishment oper-
ations, where ships operating in close proximity of eacteothill influence each other
(e.g. through Venturi-effects).

Note that although the scheme is robust, it can not exceephysical limitations of
the ships. It can be seen that when the supply ship sails tiee curve with a velocity of

0.3 m/s in Table 3.4, the thrusters in thelirection are saturated, and the errors increase.

The synchronization observer-controller scheme utilizgseoretical model of the sup-
ply ship to construct estimates of unmeasured states faniehips, and thus the perfor-
mance of the scheme is influenced by the accuracy of the ttiermodel. The model
ship used in the simulations and experiments has been thlolsomodelled and tested to
identify its model parameters (Skjetaeal. (2004)), and contributing nonlinear damping
terms have been identified for the model. Neverthelessctiense performs well under the
linear damping assumption made in the control design, amslghggests that the scheme
is possesses some robustness towards modelling errors.

Experiments with two physical ships

Experiments on the coordination observer-controller sehesing two physical ships in
the basin were conducted to confirm the results of the previtiscussion. The exper-
iments were conducted in the experimental setup of AppeRdidth initial states and
gains as given in Table 3.5, and suffered from measuremése mod measurement loss
as remarked in Remark E.1. The control errgrebserver errorgé and estimation errors
Xm from the experiments are shown in Figure 3.9.

In the experiments, the leader ship is manually steered avjthystick in sine wave
trajectory, and the initial values of the observers wheremgifrom the measurements
e(0) = x(0) — xm(0) to improve robustness towards measurement noise.

The results illustrated in Figure 3.9 with two physical shgompare well with the re-
sults of the experiments using a virtual ship running on ajuater as the leader. Measure-
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Figure 3.9: Errors from experiments with two physical shipig the observer-controller
approach. Coordination erroegtop row), estimation erross(middle row) and leader ship
position estimat&y, (bottom row), with initial phase on the left and after setflion the
right.

ment noise and measurement loss are more dominant in thereepés with two physical
ships, but the observer-controller coordination apprgaetiorms well, and this suggests
that the use of nonlinear observers filters the measurenoese aufficiently to achieve the
desired performance.

Table 3.5: Initial states and gains for experiments with plgsical ships

Initial states for leader and follower ship ~ Observer and controller gains

Xm = | O 0 o0 ' |[KE = diagl 10 8 25 |
xx = [ 0 -1 0 ' |K} = diag 32 29 4 |
x = [ -15 15 I 7 |L; = dag 8 6 4 |
X = [ -15 15 -I T |L, = diag 18 17 16 |

3.4 Concluding remarks

This chapter proposed an observer-controller approacblte she motion coordination
problems defined in Definitions 2.7 and 2.8. The coordinatigproach was based on the
design of a nonlinear model-based observer that estimagezbordination errors based on
position measurements, and thus indirectly provided egésof the unknown states of the
leader. The closed-loop errors were shown to be uniforndipally ultimately bounded for
the situation where the velocity of the follower was avag#gh the control design. For sit-
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uations where the velocity of the follower was unknown, aoselcnonlinear model-based
observer was used to estimate the unknown states of thevailand uniform semiglobal
ultimate boundedness of the closed-loop errors was coedlu®imulations were pre-
sented for both situations, and for the situation with unvkneelocities for the follower,
a back-to-back comparison between experimental resuttsiamulations was performed
to investigate the tuning procedure and robustness of thygoged coordination scheme.
The stability results, simulation results and experimiergsults presented in this chapter
suggest that the proposed observer-controller motiondioation approach is suitable for
practical applications.
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Chapter 4

The Virtual Vehicle Approach

This chapter proposes a virtual vehicle leader-followardmated motion control scheme
to solve the output feedback control problems of Section52.The virtual vehicle ap-
proach is based on usingvatual (sub)copy of the system to act as an estimator for the
unknown states of the leader through a virtual control latve Virtual vehicle concept is
first applied to the control problem of coordinating a folkmto a leader utilizing state
measurements of the follower as in Definition 2.7, and thethéocontrol problem where
only position measurements are available for the follovgandefinition 2.8. An illustra-
tion of how the virtual vehicle scheme can be applied to coate two robot manipulators
is given. Furthermore, the concept of dynamic synchroitnat proposed to design a
smooth behaviour for the follower during formation changdse results presented in this
chapter are based on Kyrkjelegal. (2006), Kyrkjebg and Pettersen (2086 Kyrkjebg
and Pettersen (200pand Kyrkjebg and Pettersen (2057

4.1 The Virtual vehicle principle

The purpose of the virtual vehicle is to alleviate the infation requirements on the leader.
The leader is a dynamic system manoeuvring freely in theanatoordination scheme,
and the parameters of the mathematical model, the confpatsnand internal states of
the leader are unknown to the follower. The virtual vehidelésigned to stabilize its
trajectories to the position of a reference vehicle throagkinematic control law, and
through the definition of the virtual control law, the coaraliion control law of the follower
is provided with an estimate of the states of the leader. Matethe reference vehicle of
Section 2.2.5 is utilized as the desired position of theofeér with respect to the leader.

A virtual system approach has been utilized both as an aistnaszehicle (cf. Crowley
(1989), Salich®t al. (1991)) and as an intermediate level between the desirgttoaies
of a system and the controller. The virtual system can beideresd as a low-level con-
troller in a two-level control structure (cf. Fradketal. (1991), Guseet al.(1998)), and
was used in Sakagucet al. (1999) as the mapping of a physical vehicle on an entry-ramp
on a main lane in order to do merging control of autonomousil@obbots, and in Egerst-
edtet al. (2001) to control a reference point on a planned path. Therlapproach has
been utilized in Het al. (2003) to combine the task of path following and obstacladwvo
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Figure 4.1: Virtual vehicle/y, reference vehiclé; and the leadery, and follower vehicle
Y.

ance, and in Chengt al.(2004) with a modified goal point to improve practical rolmests
to path diversity.

The virtual system approach of Sakaguetwl.(1999) for mobile robots has its parallel
in the approach of Encarnacao and Pascoal (2001) for maeseels in the use of a path
parameterization variable mapping the leader vessel odekged path of the follower,
while the mobile platform control approach of Egerstettl. (2001) can be related to
the manoeuvring approach of Skjetekal. (2004) applied to marine vessels where the
tracking problem is subdivided into a geometric and a dycaask with a path variable,
which can be viewed as virtual vehicle.

In this chapter, the virtual system approach is utilizeddsign a virtual vehicle that
follows the behaviour of the leader vehicle based on pasfie@dback only, and provide
a velocity output through the controller design. The stafethe virtual vehicle can thus
be used in the coordination controller to control the fokowo the virtual vehicle. The
proposed virtual vehicle approach imposes a cascadedistun the control system, as
opposed to the observer-controller approach proposed apt€h 3 where the observers
and controller are closely interconnected.

The virtual vehicle approach is presented in this sectiomfotion control applica-
tions in the plane using a three-degree-of-freedom fultyated vehicle, but Section 4.4
shows how the schemes can be applied to conta#gree-of-freedom robot manipulators.
The concepts of the virtual vehicle and the reference velact illustrated in Figure 4.1
together with the physical follower and leader vehicles.e Tkhicles in Figure 4.1 are
defined as follows

¥m The leader vehicle where only the positiggp is available as output.

¥ The reference vehicle shifted a distartte the direction given by, relative to the
position of the leader vehicle.

¥, A virtual vehicle controlled to track the reference vehig¢lethrough a kinematic con-
trol law.

¥s The follower vehicle coordinating to the leader vessel.
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Note that the physical vehicles are the leader vehigleand the follower vehicle/s co-
ordinating its motion to the leader. The reference vehisla imathematical reference
constructed by shifting the position of the leader vehioléhe desired position of the fol-
lower vehicle in relation to the leader, and the virtual wéhis a virtual reference vehicle
controlled to this shifted position through a kinematic tohlaw. Through the use of a
virtual vehicle as an intermediate controlled vehicle ia thotion coordination scheme,
the physical follower vehicle is controlled to the leadeingsthe known velocity of the
virtual reference. Note that the principle of using a vittughicle as a state estimator of
the leader states can be extended to any number of followevgling the introduction of
a collision avoidance scheme for the followers.

4.1.1 Avirtual vehicle design

The only measurement available from the leader vessel ipdbition/heading measure-
mentsxy,, and due to the lack of information about the parameters eftlathematical
model and the control input to the leader vessel, modelebabservers are not readily
constructed for the leader states. Thus, a virtual vehglgesigned as an intermediate
controlled vehicle?;, stabilizing to the reference vehictg based on position measure-
ment feedback from the leader vehidlg to provide estimates of the unmeasured states of
the leader. The virtual vehicle design presented in this@ees based on Kyrkjebet al.
(20061) and Kyrkjebg and Pettersen (26

As in Gusevet al. (1998), the first step (kinematic level) considers the ik vy,
of the virtual vehicle as the control inputs, and the conel is designed such that con-
vergence of the virtual trajectories to the reference ttajges is ensured. In a way, the
trajectoriesxy and velocities), can be considered as estimates,0dndv;. Thus, the vir-
tual vehicle becomes a kind of kinematic estimator of thdéeatates through the position
feedback loop.

The virtual vehicle can be defined by its kinematic model f(@#9) as

Xv = J (Xy) W (4.1)

Based on Assumption 2.1, the velocity and acceleration ®fréfierence vehicle are as-
sumed bounded and satisfying

stijv,H =V < © (4.2)
stij\'/rH =Ay < © (4.3)
with known constant¥,, andAy. The kinematics of the reference vehicle in (2.62) is

given by
Xr - \] (Xm) Vr (44)

We define the tracking errors for the virtual vehicle
e\/:X\/_Xr7 e\/:X\/—Xr:\](Xv)V\/—J(Xm)Vr (45)

To stabilize the virtual vehicle to the reference vehicle mwopose a virtual vehicle control
law
w=—J"1(x)L1e,— It (x) Loz (4.6)
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wherelL ; andL , are symmetric positive gain matrices, and with the intetgah
z=¢, 4.7)
The closed-loop error equation thus beomes
e =-Liey—Loz—JI(Xm) W (4.8)

Theorem 4.1 The closed-loop error dynamics (4.7-4.8) of system (4 13fgang assump-
tion (4.2) with the control law (4.6) are uniformly globalpyactically asymptotically sta-
ble.

Details of the proof of Theorem 4.1 are given in Appendix C..2.
Sketch of proof: Consider the Lyapunov function candidate

52 Loz+ EZ ey (4.9)
which is positive definite foL.» ,, > 1/4. Note thatl m (resp.Lim) designates the mini-
mum (resp. maximum) eigenvaluelof. Differentiating along the closed-loop trajectories
we get

1
W(z &) =Se e+

. 1 1 1 1
Vy(z, &) =—€ <L1_§I> e — EzTLzz— ézTLla,— (eJ—FEZT) J(Xm)Vr  (4.10)

Using (4.2), and the relation@o] < (Aa?+b?/A) for any reala, b and any positive con-
stantA, it follows that

. 1 A 3Vu
V(2. &) < <L1m R TR )H)e»

1 1 3Vv
3 (Lam gm0 2 @11)

since||J (x)|| < 1. Designing the gain matricés; andL, asLim <¢Lim, i € {1,2}, for
somel > 0, it follows throughA = 2/¢ andd, as any given positive constant that any gain
matrices satisfying

3V
le*3+TM (4.12)
3¢? 72\ 3Vm
Lom —2+T+(1+ 4> T (4.13)
generate the following bound on the derivative/gf
led®+12l? = & = W(ze) < e~z (4.14)

Note thatvy is positive definite and radially unbounded for this choitgains. Due to the
linear dependency &f1 , andL o min 1/dy, the error dynamics of (4.7 - 4.8) are uniformly
practically asymptotically stable through Corollary 2ulhich implies that the region to
which solutions converge — from any initial condition — canrbduced as much as desired
by enlarging- 1 m andL, . m
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4.2 Output reference coordination design with state feedbzk

The section proposes a motion coordination control lawierfollower vehicle to coor-
dinate to the motion of the virtual vehicle proposed in Setd.1.1. The virtual vehicle
acts as a reference to the coordination control law, andalsilited to the reference ve-
hicle through the virtual control law (4.6). In this sectjome assume that only position
measurements of the leader vehicle are available to thewell while the states of the
follower vehicle are known as in the problem of Definition.2ZThe results presented here
are based on Kyrkjebet al. (2006).

4.2.1 Follower vehicle design

The velocity information from the virtual vehicle design $éction 4.1.1 can be utilized
in the design of a coordination controller for the followerhicle #5 to follow the virtual
vehicle ¥y in Figure 4.1. Note that the body-fixed velocity is now known through the
definition of the control law (4.6), and the velocity of the virtual vehicle in the NED
frame can be obtained through the kinematic relationship) (4~urthermore, due to the
virtual vehicle controller design, an expression for theederation of the virtual vehicle
will be partially available for control purposes. The vélies available from the virtual
vehicle design to the coordination controller are

Xy = J(xy)Ww=—-Lie,—Lyz (4.15)
% = —Li&—Loey = (LZ—Ls)e +Liloz+L1d (Xm) Vs (4.16)

We define the coordination errors as

Using the sliding surface from Slotine and Li (1284As a passive filtering of the virtual
vehicle states, we can design a virtual reference trajgetor

S/v == ).(V - Ae (4.18)
Vv = Xv—Ae (4.19)

whereA > 0 is a positive definite design matrix. Let us denote
V= (L2—Lj)e,+Liloz—Ae (4.20)
and thus
Yv = Yy +L1J (Xm) vr (4.21)
wherey,, is available for control design. Defining
s=x—yy=e+Ae (4.22)
as a measure of tracking gives the following dynamic modetife follower from (2.27)

M (X)§= —C(X,X)S— D (X,X)S+T—M (X) ¥y, — C(X,X) ¥y — D (X,X) }y— g (X) (4.23)
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To coordinate the motion of the follower vehicle to the vaituehicle, we propose a coor-
dination control law for the follower vehicle
T=M (X)¥,+ C(X,X) ¥y + D (X,X) Y}y + g (X) — Kgs— K pe (4.24)
whereK , andK 4 are symmetric positive gain matrices. This gives the cldseg errors
M (X) 5+ C (x,X) S+ D (X,X) 5+ Kgs+ Kpe= —M (X) L1J (Xm) Vs (4.25)

Theorem 4.2 The closed-loop error dynamics (4.25) of system (2.27) thigrcontrol law
(4.24) are uniformly globally practically asymptoticabyable.

Sketch of proof: Consider the following Lyapunov function candidate
1+ 15
Ve(e, s) = 55 M (x) s+ € Kpe (4.26)

Differentiating along the closed-loop trajectories we get

Ve(e,s) = —s' [D(x,X)+Kgls—e'ATKpe—s"M (x)L1J (xm)vr  (4.27)

Let & be any given positive constant. Then, it holds that, fofiell + ||s||* > &2,

. 1 1
Ve(e, s) < — DintKam—55M MLLM} 8] {AmK pm— g MmL 1w lel? (4.28)
Proceeding as in the proof of Theorem 4.1 in Section 4.1.10lGoy 2.1 can be invoked
by observing that the choice &y n andK p m can be made as affine functions ¢f to
conclude uniform global practical asymptotic stabiliw.

4.2.2 Stability analysis of the overall system

The control law of the follower coordinates the follower i@ to the virtual vehicle based
on a computed virtual reference velocity from the virtuahiege controller. The virtual
vehicle is in turn stabilized to the reference vehicle gdat#b the leader vehicle. Thus, we
must analyse the stability of the overall system from thifeér to the leader to conclude
any stability properties for the coordination control stiee

Theorem 4.3 Consider the vehicle model (2.27) satisfying ProperBdsP4, the virtual
vehicle control law (4.6) and the coordination controller.24). Under Assumptions 2.1
and 2.2, the overall closed-loop system is uniformly glhbptactically asymptotically
stable.

Sketch of proof: Take as a positive definite Lyapunov function candidate

1
V(n)=3n"PA (4.29)
where
{ Kp 0 0 0 w
| 0o Mx o0 o
P=l 0 0 L, 5 (4.30)
[ o 0o i 1 J
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is a composition of the Lyapunov functions (4.9) and (4.26%ection 4.1.1 and 4.2.1.
Differentiating along the closed-loop trajectories we get

V() = -n'Qn+B(s e,z ) (4.31)
where
ATKp 0 0 0
0 DXxX)+Kg O 0
Q= (%) +Kqg 1 1 (4.32)
0 0 Lo il
0 0 zL1 Li—3l
and
1
B(s &,z v)=—SM (X)L (Xm) vy — ézTJ (Xm) Vr — €13 (Xm) vr (4.33)

Let d be any given positive constant such that

~ Vi z|? 2
=5 = IBseaz w)g%(MMLLMHs%%N%). (4.34)

Consequently, in view of the proofs of Theorem 4.1 and 4.8 rapeating a similar reason-
ing as for (4.11) and (4.28) while choosing the minimum eigdure of the gain matrices
Kp, Kg, L1 andL large enough, it holds that

v <—al*, VA= e. (4.35)

Since the dependency on the bound¢and on the gain matrices) iry & is again affine,
uniform global practical asymptotic stability follows froCorollary 2.1.m

4.2.3 Simulation study

The virtual vehicle coordination approach with only pasitimeasurements of the leader
vehicle, but with state information of the follower vehiclkeas simulated in the simulation
setup of Appendix E with initial states and gains as givenahl& 4.1. In the simulations,
the leader ship tracks a sine wave reference trajectofyainwith frequencyw = 1/15
with heading angle/y, along the tangent line.

Table 4.1: Initial states and gains for the state feedbatkalivehicle scheme

Initial states and filter gain Controller gains
xm= | 2 4 0 |'|Kp=diagl 70 140 70 |
Xx = [ 0 0 0 ]"|Kgq=dag 100 100 50 ]
= [ 1 05 T ]"|L; =dag] 08 16 16 |
A =diagl 03 03 03 | |Ly =diag 055 055 055 |

Figure 4.2 shows stability of the trajectories of the foleavto the reference vehicle in
the upper plot, and axy-plot of the vehicles during the simulation in the lower pletgure
4.3 shows the control errors during the simulation.
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From Figure 4.3 we see that the virtual vehicle control erepe= xy — X, the synchro-
nization errorg= X — xy and the overall control erroxs— x; are practically asymptotically
stable. We observe small oscillations, especially in theaity errors, due to the unknown
velocity of the leader ship. However, due to the practicalbiity property of the closed-
loop system, the magnitude of these oscillations can bérarity reduced within control
saturation limits by enlarging the control gains.

4.3 Output reference coordination design with output feedlck

To account for situations where only position measuremangsvailable for the follower
vehicle, the control scheme of Section 4.2 is in this sectmdified to remove the ne-
cessity of measuring. The results of this section are based on Kyrkjebg and Better
(20060).

4.3.1 Follower vehicle design

This section considers the case when the velocity of thevi@t is unknown, and use a
filtered estimate as introduced by Kelly (1993) to providesatimate ofx to the control
law. The filtered estimates preserves the cascaded steuntttine virtual vehicle scheme,
and thus allow the virtual vehicle and the follower vehiaebe tuned separately. The
variables available from the virtual vehicle design to tlercination controller are,
from (4.16) andk, from (4.16) as in Section 4.2.

We define the synchronization errors as

and denote
%, = (Li—Lo)ey+Liloz (4.37)
such that

whereX|, is available for control design. Using the relationskig €+ X, we can rewrite
(2.27) as
M (x)&é=—C(x,X)e—d (X,X)+T—M (X) Xy—C (X,X) Xy—g (X) (4.39)

To coordinate the follower to the virtual vehicle based omyoutput feedback from the
follower, we propose a coordination control law inspiredtbg tracking control law of
Wen and Bayard (1988), but modified with a filtered estimatef e from Kelly (1993)
and Loria and Ortega (1995))

T=M (X) X,4C (X, Xv) Xy+d (X, %) +g (X) —K g9 —K pe (4.40)

whereK , andKy are symmetric positive definite gain matrices. The filterstiheate is
defined as
5= diag{ﬂ}e (4.41)
p+&

wherep denotes the differential operator, and

A :=diag{a}, B :=diag{bi} (4.42)
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such that _
9 =—AJ +Be (4.43)

Although (4.43) has the form of a differential equation drivby the unknown inpug, it
can be implemented using an internal filter statas

Xc = —A (Xc+ Be) (4.44)

to obtaind through
2 =X.+Be (4.45)

Using the Mean Value Theorem (cf. Khalil (2002)), we can gvés in Paulsen and Egeland
(1995)

d(x,%) —d(x,%y) = %))(/y) - e=De (4.46)
whereé is on the line segment betwegmndx,. Note that
E=0%x+(1—-0)ky =0e+%, 0<O6<1 (4.47)
Assumption 2.2 suggests
(x50 - dx ] < || 220 y E‘ el <Bal€DIE]  (@.48)

To investigate the stability of the dissipative terms, w# inithis section restrict the dissi-
pative forces to linear and quadratic terms as in Assum&idio give

Ba (1€11) < ko1 +koz (/€] + %] (4.49)
through (4.47). Using ProperB2, the error dynamics can be written
M(x)é=-C(x,x)e— C(X,Xy)e— %);,y) e—Kgd —Kpe—M (X)L1JI (Xm) Vr
y=¢
(4.50)

To investigate the stability of error-dynamics of the falker vehicle design, we formulate
the Lyapunov function candidate

. 1. .1 1 . .
Ve(e,g,9) = EeTM (x)e+ EeTerJr EﬁTKdB*W +ee"™M (x)e—e9™M (x)e (4.51)

The Lyapunov functioV (e, e, 9 ) can be shown to be positive definite through partitioning
V asV =W +Ws (cf. Loria and Ortega (1995)) where

1. .1 1 .
Wi =_e"M (x)e+ Ze'K e+ ZSTKdB*W +ee'M (x)e—ed ™™ (x)e

‘1‘ ‘1‘ 1 (4.52)
T : T T -1
—Z&'M ~e'Kpet+ Z9TK4B
W 7€ (x)e+4e pe+4z9 B 39
Writing Wy in matrix form as
P1 P2
—_——
wollel' [ Ko 2mM[e] 17 e]'[ 3mM —2M ][ e
'T"ale| |2eM im ||e|Ta[ 9 —2eM KgB 1|9
(4.53)



OUTPUT REFERENCE COORDINATION DESIGN WITH OUTPUT FEEDBACK

we see that\j is positive definite if

- = £ — _— £l 4.54
2Vomw 8 2V 2BuMy (4.54)

andWs is trivially positive definite. Note that the constants not used in the controller,
but only in the stability proof. Differentiating along thosed-loop trajectories, we get

Ve(e,e,8) =—9TK4B A8 —e'C(x,%,)e— e De—&"M (x)L1J (Xm) Vs
+ele'M(x)e—e"B™M (x)e—e'Kpe+9TKy8 — (e—9)" De—e'Kgd
+9TKpe+ 9TATM (x) &+ (e—9)" (CT (X, %) — C (X, %) +C(x,&)) é}
(4.55)

To further investigate the stability properties of the wattvehicle design using only output
feedback from the follower vehicle as presented in thisisectve will combine the Lya-
punov function of the virtual vehicle in (4.9) and the follemvehicle (4.51) and investigate
the overall stability of the system.

4.3.2 Stability analysis of the overall system

In this section, we will show that the follower synchroniteshe virtual vehicle based on
a computed virtual reference velocity from the virtual \@éj and that the virtual vehicle
is in turn stabilized to the reference vehicle parallel to ldader vessel.

Theorem 4.4 Consider the model (2.27), the virtual vehicle control lal6(, the coordi-
nation control law (4.40) and the velocity filter (4.43). WrdAssumptions 2.1 and 2.3 and
with gains satisfying (4.54), the closed-loop errors

n=le.zeed] (4.56)
are uniformly semi-globally practically asymptoticallgble.

Details of the proof of Theorem 4.4 can be found in AppendX £.
Sketch of proof: Combining the Lyapunov functions of (4.9) and (4.51) as

V() =W(z,ey) +Ve(e,&9) (4.57)
gives a region to which the solutions converge
11| = 6 = max{d, + &} (4.58)

Note thatd; can be designed through the choice of minimum eigenvalueth&gain
matriced.; andL, as

343 0 2MmtV, Vi
o mtVm M
Lim=———", Lom=2+(-+—F—)Lim+3+ 4.59
1m 1—_2M mg\% 2,m <4 51 ) Im 51 ( )
andd, can be designed through a proper choicBgfin
b—vb?—4ac
»= > (4.60)
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where

£

a:=Cyv(Lym+Lam), b= 3

3
BIMm+ky, c:= (MMLLM—FE)VM (4.61)

Through the dependence of the gains in the radjidgsdnd by invoking Corollary 2.1, the
closed-loop errors can be shown to be uniformly practicallymptotically stable. The
region of attraction contains the set

_ . a
7] <A =min{Ay+ A2} /O{—1 (4.62)
2
where
Aq —min BnMm — M , (4.63)
6 (kp2+Cwm+ (5ko2+Cv) (Lym+Lam))
Kd_]mAm*ZEKd_’MBM Kp’m }
€Bm (kp2+2Cv) (Lim+Lom) (ko2 +2Cv) (Lim+Lom)
and
b+ b2 —4ac
o= —F—— (4.64)
The positive constants; anda, are given by
1. K, 1
a; = me{Mm,B—Mm,Kp,m, Z,Lgm} (4.65)
and
1 £ 1 1 Kdam 1
= Zm “Mpm + =K ZleMy 4+ —21 1, [L =
(e )] [ ] 2 fome 522 1 -2
(4.66)

We can enlarge the region of attraction by increadirirough a suitable choice &fp m,
Kd,m Am andBm, and can conclude with semiglobal stability. Thus, theetb®op errors
n as defined in (4.56) are uniformly semiglobally practicalsymptotically stablem

4.3.3 Simulations and experiments

The virtual vehicle coordination approach with only pasitimeasurements of both the
leader and the follower was simulated in the simulationsetfuAppendix E with initial
states and gains as given in Table 4.2. In the simulatioegjliftance between the leader
and the reference vehicle was givendy- 2m with yy, = 7, and the leader ship tracked
a sine wave reference trajectory &wt) with frequencyw = 1/15 rad/s with heading
angleyn, along the tangent line. From Figure 4.4 we see that the cllmsgalerrorsn
are practically asymptotically stable. Small oscillaBaare observed in the plots due to
the unknown velocities of the leader and the follower shipie@o the practical stability
property of the closed-loop system, the magnitude of thes#lations can be arbitrarily
reduced by enlarging the gains within control saturationgs.
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Figure 4.4: Simulation errops— X, (row 1), virtual vehicle control errors, — X; (row 2),
synchronization errors — Xy (row 3), in positions (left) and velocities (right). The lew
plots showxy-plot of the vehicles on the left with special marks at iligtates, and the
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Table 4.2: Initial states and gains for the output feedbaérti4al vehicle scheme

Initial states and filter gains Controller gains
Xm = [ 2 4 0 ]'[Kp=diagfi 9 24 6 |
Xy = [ 1 05 T |'|Kg=dag 4 16 32 |
A = diagg 2 2 5 ] |L;=dag 08 16 16 ]
B = diag 6 6 6 | |L,=dag 055 055 055 ]

Experiments with two physical ships

To verify the theoretical simulation results presentediguFe 4.4, the virtual vehicle co-
ordination scheme with only position measurements wasrerpatally tested with two
model ships in the experimental setup of Appendix E withiahistates and gains given
in Table 4.3. The distance between the leader and the refererhicle was chosen as 2
m with ym = Z, and Figure 4.5 illustrates the experimental results. Eaelér ship was
manually steered with a joystick in a curved path with a vigyoaf approximately 0lm/s.
Note that due to the presence of two model ships in the expetsnthe quality of
the measurement data was poor (see Remark E.1). Frequeétidrpdssses prohibited
the collection of long time-series of data, and the perforoesof the coordination scheme
could not be investigated except for the convergence ofalf@ier to the reference vehicle
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Table 4.3: Initial states and gains for the output feedbadkal vehicle scheme in experi-
ments with two model ships

Initial states and filter gains Controller gains
X = [ -4 4 -I ' |Kp=diagg 5 5 05 |
Xy = [ 4 4 -T ]7|Kgq=dag 15 15 10 |
A = dagf 2 2 2 | |L;=dag 08 08 08 ]
B = diagi 6 6 6 | |Ly=dag 1 1 1 ]

alongside the leader. No quantitative results could beddaafter convergence due to loss
of measurement data.

The loss of data was mainly due to the principle of measuré&raetive infrared mark-
ers on each model ship are detected through a camera systém@n e two ships are
aligned in the basin, the markers can in some situationdayy&etween ships from the
camera perspective, and cause an ambiguity in the posikies fior the two ships. Thus,
position measurements of the ships are unavailable oriéhi@l periods of time. Increas-
ing the distance between the ships gives increases stability of measureparitrenders
little room for manoeuvring in the basin. Furthermore, fiosimeasurements through the
camera system are also influence by the detection of “falsekers; reflections of markers
in the water that are identified as real markers by the canystars.

The experimental results presented here are thus onlyustrdtion of the convergence
of the virtual vehicle coordination scheme when applieddo@erway replenishment prob-
lem with two model ships in a basin. No conclusion on the penfnce of the scheme can
be made from the experimental results due to the poor qualityeasurements, and thus a
back-to-back comparison with simulations under ideal @b to validate the theoretical
results was not feasible.
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4.4 A virtual manipulator design

The virtual vehicle approach was illustrated for motiontcohin the plane using a three-
degree-of-freedom fully actuated vehicle in Section 4ut jbnot limited to mobile vehicle
control in a two-dimensional plane. This sections shows ti@wirtual vehicle, or virtual
manipulator, approach can be applied to contrdegree-of-freedom robot manipulators.
The results presented in this section are based on Kyrkjeth@attersen (20®y.

In practice, robot manipulators are often equipped witthipgecision position sensors
such as encoders, but velocity or acceleration measursrasnnot so readily available,
and are often contaminated with noise when obtained fromduouality tachometers or
through numerical differentiation techniques. Modeldzhabservers utilize the nonlinear
dynamic model of the manipulator to reconstruct velocitg acceleration information,
and may produce estimates less contaminated by noise tmgtesilifferentiation tech-
niques. However, the dynamic model of a robot manipulateroisalways known, and
thus alternative approaches to model-based observershawenployed to estimate the
velocity and acceleration of the manipulator. Differetitin and model-based estimation
approaches to the problem of output trajectory control bbtananipulators can be found
extensively in literature (cf. Kelly (1993), Loria and Qyte(1995), De Queiroet al.
(1997), Loria and Melhem (2002)).

In this section, we propose to utilize the known kinematitsa deader manipulator
with unknown dynamics to estimate the unknown states ofgaddr manipulator. The es-
timates are constructed using a virtual manipulator thstabilized to the leader manipu-
lator through a kinematic control procedure. Hence, thdaha information (kinematics)
is utilized to estimate the unknown states of the leaderenthe requirement of knowing
the parameters of the more complex dynamic model is lifted.

This section considers leader-follower coordination oalribr fully actuated robot ma-
nipulators withn < 6 joints, where the only available measurement from thedeadthe
position vector. The leader robot is driven by an input tergy that is designed to drive
the operational space coordinateg xm € R™ to a desired trajectoryy,Xq € R™. The
input torque as well as the dynamical model and its parameter considered unknown
for the leader, and thus a model-based observer for theréadet readily constructed.
There is no guarantee that the leader follows the desirgettoay perfectly, and thus the
follower can not simply track the desired trajectogy Xq, but mustsynchronizets states
X, X to the leader statesn, Xm to achieve coordination.

The relationship between joint anglgsand operational space coordinakes known
through the direct kinematics equation. The direct kinéorefuation of (2.41)

x =1(q) (4.67)

is assumed known for both manipulators. The nonlinear fandt-) allows computation
of the operational space variables from knowledge of th& gpace variables.

Note that the proposed virtual manipulator design of thisise coordinates two robot
manipulators in the operational space, and not in the jgats as in Rodriguez-Angeles
and Nijmeijer (2001) and Bondhuet al. (2004). Hence, we formulate the coordination
scheme in the task space of the robot manipulator, which i® switable to applications
where the robot manipulators should follow a geometricgfiigcified motion, or in appli-
cations where two robots should manipulate large rigidcstmes. Thus, we inherently
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Figure 4.6: Leader, follower and virtual manipulator

assume that the image of the forward kinematics of the leaest be contained within
the image of the forward kinematics of the follower. Notenalsat if measurements of the
operational space position variableandx, are available, the virtual manipulator design
does not require that the direct kinematic functi¢r) is known explicitly.

In this section, the dynamic model of the leader manipulatith mass and inertia
parameters is considered unknown, as well as the velocdyaaneleration of the leader
manipulator. The position and orientation of the leaderimaatorgm, is known and mea-
sured, and the kinematic equatixyn= f, (qm) and the differential kinematics relationship
through the Jacobian matri, (qm) is considered known. No knowledge of the desired
trajectory of the leader is assumed.

The parameters of the dynamic model of the follower mantpulare considered
known, as well as its position and orientation veator The proposed virtual manipu-
lator design in this section is done in the framework of Qec#.2 and Definition 2.7,
assuming that the velocity vectqr the kinematic relationshifq) and differential kine-
matic relationship through the Jacobian mattix) in (2.42) are known for the follower
manipulator. In practice, this relates to the problem ofcéyonizing a known robot ma-
nipulator to an unknown robot manipulator where only thgtarand type of the joints are
known, and where only the joint position and orientationteeq, is measured. However,
the virtual manipulator approach is easily adopted to thegmeof Section 4.3 to solve
the problem of Definition 2.8 where the restriction of knog/the velocity of the follower
manipulator is lifted.

4.4.1 Virtual manipulator

The virtual manipulator design is based on replacing theeephof a virtual vehicle in

Section 4.1 with a virtual manipulator that stabilizes lit$e the leader manipulator as
illustrated in Figure 4.6. This virtual manipulator is bdsmn the differential kinematic
relationship of the leader through the Jacobian relatipnsh

Xv = Jm(qv) Qv (4.68)
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and uses the virtual joint velocity, as a control input. The control objective is to coordi-
nate the follower manipulator to the leader manipulatongis virtual manipulator as an
state estimator for the leader. In the discussion of this@gove adopt the leader manipu-
lator as a motion reference for the follower manipulatod #us the two manipulators will
perform the same movement in the operational space. SeerRe@rbdor a discussion on
problems where the motion of the manipulators should notdaetty copied, but instead
defined through a reference manipulator.

4.4.2 Virtual manipulator design

The only measurement available from the leader is the jobsitipn vectorqy, which
translates directly into the position and orientation weat, through the relationship in
(2.41). The virtual manipulator is designed as an interatediontrolled manipulator that
is stabilized to the leader manipulator based on positioasmeement only. The virtual
manipulator is thus a state estimator for the leader.

As in Section 4.1.1, the first step considers the velagijtgf the virtual manipulator as
the control input to ensure convergence of the virtual ttajges to the leader trajectories.
Thus, the trajectories, and velocities), can be considered as estimatescgfand g,
and the virtual manipulator becomes a kinematic estimdttrenleader states through the
position feedback loop.

The virtual manipulator is defined by its differential kinatic model in (4.68), and in
this section we adopt assumptions on the states of the |sadiar to the ones defined in
Assumption 2.1 as

sypHQmH =Wm <o (4.69)

SymmmH::AM<<w (4.70)

We define the virtual manipulator errors in the operatiopate as

& = Xv—Xm = fm(av) — fm(Qm) (4.71)
and
& =Xy —Xm = Jm(av) Gv — Im(Am) Am (4.72)
To stabilize the virtual vehicle to the leader, we proposavintual control law
v =—Jn" (av) L1ev— Iyt (av) L 22 (4.73)

wherelL ; andL , are symmetric positive gain matrices, and
z=8& (4.74)
Thus, we can write (4.72) as
&v=—L16y—L2Z— Im(dm) am (4.75)

The closed-loop errors (4.74 - 4.75) are now in the form of (#4.8), and we can adopt
Theorem 4.1 of Section 4.1.1 to show that the virtual maifgulcontrol scheme is uni-
formly practically asymptotically stable.
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4.4.3 Follower manipulator design

The velocity information from the virtual manipulator dgsiof Section 4.4.2 can now be
used in a coordination controller for the follower manigatao follow the virtual manipu-
lator of (4.68) as in Section 4.3.1. Note that the joint védoq, is now known through the
definition of the control law of (4.73), and through the di#fatial kinematic relationship
of (4.68) we can obtain the velocity, of the virtual manipulator. Furthermore, due to
the design of the virtual controller (4.73), an expressirtlie acceleration of the virtual
manipulator will be partially available for control purpess The variables available from
the virtual manipulator design to the coordination corgncdre

%y =—L18,—Loey = (L§— L) ey +L1L2z+L1Im(Om) Gm (4.77)

Recognizing that (4.76 - 4.77) are in the form of (4.15 - 4,18) can adopt Theorem 4.2
of Section 4.2.1 to show that the coordination closed-lowpre are uniformly globally
practically asymptotically stable. Furthermore, we caopd heorem 4.3 of Section 4.3
to show that the overall closed-loop system is uniformlypglty practically asymptotically
stable.

4.4.4 Simulation study

The operational space synchronization scheme with vivielakity estimates was tested in
a simulation environmentin MATLAB using a two-link manigibr structure from Sciav-
icco and Siciliano (1996). The leader manipulator trackedgerational space rectilinear
path fromxg (0) = [0.2,0.2]" to x4 (t¢) = [0.1,—0.6]" with a trapezoidal velocity profile
and a trajectory duration of = 25 s. The maximum velocity was restricted to 1 m/s, and
an inverse dynamic trajectory tracking scheme in the omeraltspace was employed for
the leader manipulator.

The leader robot parameters were taken from (Sciavicco arnléaBo, 1996, Section
6.7)asay =a;=1m,ly =1, =05m,m, =m, =50kg,l;, =, = 10 kgm?, k, =
kr, = 100, My, = My, = 5 kg, andlm, = Im, = 0.001 kgm?. Data for the two equal joint
actuators were chosen &g, = Fn, = 0.001 Nm-s/rad,Rs, = Ra, = 10 ohmkg, =k, =2
N-m/A, andk,, = ky, = 2 V-s/rad. The control gains of the leader trajectory tracking
controller wereK , = 2001 andK g4 = 150I.

The follower parameters were chosen equal to the leademgdess, apart froma; =
a; = 1.2 m. The control gains were choserlas= 11, L, = 11 for the virtual manipulator,
andKp = 7001, Ky = 4501 for the follower manipulator using a sliding surface gain of
A = 0.11. Plots of the errors are shown in Figure 4.7, and the initetes were chosen as
x(0) = [0.5, 0.5]" for the follower,x, (0) = [0.9, 0.0]" for the virtual manipulator and as
xm(0) = [0.7, 0.2]" for the leader to illustrate convergence.

The virtual manipulator control erroks, = X, — X, the coordination control errors
e = X — Xy and the overall control errors— x; are seen in Figure 4.7 to be practically
asymptotically stable. Small oscillations in the virtualacity errors are observed due to
the unknown velocity of the leader manipulator, but due ®ghactical stability property
of the closed-loop system the magnitude of these osciflatan be arbitrarily reduced
within control saturation limits by enlarging the contraligs.
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Figure 4.7: The total errors — x, in the upper row, the virtual manipulator control er-
rors Xy — Xm in the middle row, and the coordination errors- Xy in the lower row, with
positions[m] on the left and velocitiegn/g on the right.

4.5 Dynamic synchronization

Leader-follower coordination control of vehicles in a fation requires that the follow-
ers maintain a fixed static position relative to the leadeoweler, in the phase when
the followers are approaching or changing their desiredtiposin a formation, the be-
haviour of the follower is dynamic relative to the leader.isTis also the case in docking
operations when the target is moving, which can be congideispecial dynamic case of
leader-follower coordination control. The behaviour darthis approach phase is usually
specified through the tuning of static control gains, andrdeoto minimize overshoot or
uncontrolled motions which could possibly lead to colligpthe control gains are often
chosen conservatively low. This may severely limit the perfance of the control scheme
at the same time as it does not guarantee a safe approachiagjdoe for different initial
conditions.

A dynamic surface control (DSC) scheme is utilized in Swareb al. (2000) and
Girard and Hedrick (2001) to avoid the explosion of term®aisged with integrator back-
stepping techniques and the model differentiation requiinea multiple sliding surface
control approach. In Swaroag al. (2000), the regulation and tracking problem in a for-
mation is addressed, but no special care is taken to spé@firansient behaviour of the
vessels when they are approaching or changing their ppsitia formation, or when dock-
ing to a moving vessel. In Girard and Hedrick (2001), thedition between manoeuvres
from a communication protocol view is addressed, but no dyo&éehaviour that guaran-
tees the followers a stable approach to the leader is prdpose

The concept of dynamical synchronization is defined in Efif05) as when the
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synchronization error obeys oscillatory differential atjons, and is used in an adaptive
scheme to synchronize two Lurie systems in oscillatory amotin this section, we utilize
the idea of Efimov (2005) in the conceptaynamic synchronizationvhere the synchro-
nization error is designed to satisfpmedifferential equation, not necessarily oscillatory.
Reference models have been used extensively througholitdtegure to filter step
inputs. However, the reference model approach is not ieagplicable to systems where
the reference input is dynamic rather than a step input. Timuthis section we pro-
pose a dynamic synchronization scheme to specify the betagf the follower during
the transient phase of approaching, or changing positelative to a leader. To specify
the dynamic synchronization behaviour, a smooth referemogel-based on a first-order
filter in cascade with a stable second-order mass-springpdasystem is used to filter
the synchronizatioerror of the closed-loop system. This imposes a controlled dyoami
synchronization behaviour on the follower relative to thader in the approach phase.

4.5.1 The dynamic synchronization design

The synchronization problem of coordinating a follower tleader suggests that the re-
lationship between of the follower and the leader will be ayic in the transient phase.
Thus, in this section we propose to describe this dynamaticgiship in the form of a
differential equation

e="fe(g) (4.78)

to control the behaviour of the follower while changing piosi relative to the leader. Note
that dynamic synchronization is particularly suited forckimg operations to a moving
leader.

In this section, we restrict the coordination referencetierfollower to a motion paral-
lel to the motion of the leader (see Section 2.2.5) to simpiié presentation. Furthermore,
the dynamic synchronization scheme is presented utiligtate feedback of the follower
and state measurements of the leader to focus on the corfaptamic synchronization
rather than on state estimation.

In the presentation of this section, we will utilize the cepts of a reference and a vir-
tual vehicle as defined in Figure 4.1 of Section 4.1. We defiaelyynamic synchronization
errors

EZXV7X|', é:).(vf).(r, SZXV7X|' (479)
wherex; is the position of the reference vehicle, andthe position of a virtual vehicle
that will be used as a motion reference for the follower. This dynamic synchroniza-
tion errore defines the desired dynamic behaviour of the follower netatd the leader.
We propose a 1st order low-pass filter cascaded with a stads-alamper-spring system

(which is used as a reference filter in Fossen (2002)) to défimelynamic behaviour in
the dynamic synchronization scheme

e® 4+ (20 +1)QE+ (2A+1)Q% + Q% = Q3¢ (4.80)
for designed filter constanfs> 0 andQ > 0, and where; is the desired value far since

tIiHngog(t) =& (4.81)



DYNAMIC SYNCHRONIZATION

Note that (4.80) guarantees that (4.79) are smooth sigaatsthat (4.80) can be written

as a linear time invariant system

E=Af+Bs, e=[¢ & E]
where
0 | 0
A=| 0 0 |
-Q% (2A+1)Q% —(2A+1)Q
and

B=[0 0 @]
We define the synchronization control errors as
e=X—Xy, e=X— Xy, e=X—Xy
where the states of the virtual vehicle are given from (4.79)
Xy = X + &, Xy = X + &, Xy =X + &
Using the definition of the measure of tracking (3.4) of Set8.1.1
s=x—-y=eée+Ae

where

allows us to write the dynamics of (2.27)
M (x)§=—-C(X,X)S—D(X,X)5+T—M (X)y — C(X,X)y — D (X,X)y — g(X)
Proposing the state feedback coordination control law
T=M(X)y+C(X,X)y+D(X,X)y+9(x) —Kgs—Kpe

and constructing a Lyapunov function

1 1
V(t) = EsTM (X)s+ 5eTer, Kp=Kj>0

we get the derivative along the closed-loop trajectories

V(t) = —s" (D(x,X) +Kq)s—e"ATK pe

SinceV (t) is positive definite, an¥ (t) is negative definite it follows that the equilibrium
(e,s) = (0,0) is uniformly globally exponentially stable (UGES), andrficonvergence

of s— 0 ande — 0 thate — 0.
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Figure 4.8: Position erroms(top left), velocity errore (top right), dynamic synchroniza-
tion reference (t) (bottom left),xy-plot of the followerx and leadex, (bottom right)

Table 4.4: Initial states and gains for the dynamic syncizaiion scheme

Initial states and sliding surface gain Controller and reference filter gains
Xm = [ 4 7 0 ] |Kp, = diagi 50 150 50 |
X = [ 0 0 I |"|Kyg = dag 14 14 14 |

A = diag 077 Q77 Q77 |
08 08 08 | |Q = dag 02 02 02 |

A = diag|

4.5.2 Simulation study

The dynamic synchronization approach was simulated inithelation setup of Appendix
E for a docking situation where the follower is docking to aving leader vessel. In
this situation, the reference positign coincides with the leader positiog,, and control
objective is thus to synchronize the follower stateendx to the leader states,, andxy.
Initial states and gains for the simulation are given in @ahl, and the simulation results
are shown in Figure 4.8.

In the simulations, the leader ship tracks a sine wave nefergajectory sii t) with
frequencyw = 1/45 with heading anglely, along the tangent line. We see in Figure
4.8 that the synchronization closed-loop erremndé converges smoothly to the origin
through to the design of the dynamic reference systéthas smooth signals.
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4.6 Concluding remarks

This chapter proposed a virtual vehicle approach to theanatoordination problems de-
fined in Definition 2.7 and 2.8. The coordination approachased on the design of a vir-
tual vehicle that estimated the unknown states of a leadeytban position measurements
only. The closed-loop errors were shown to be globally pcatty asymptotically stable
for the situation where the velocity of the follower was d&hle in the control design.
For situations where the velocity of the follower was unknoa stable first-order velocity
filter was used to estimate the unknown states of the follpened semiglobal practical
asymptotic stability of the closed-loop errors was conetlidSimulations were presented
for both approaches, and for the situation with unknown eiéiks for the follower, ex-
perimental results illustrated the convergence of the @sed coordination scheme. The
motion coordination scheme was furthermore applied to tralemipulators in a separate
section to illustrate the application of the virtual vebiepproach to manipulating struc-
tures. The stability results, simulation results and eixpental results presented in this
chapter suggest that the proposed virtual vehicle motiandioation approach is suitable
for practical applications. Furthermore, a dynamic synoiration scheme was proposed
to impose a smooth behaviour on the follower when changisdipa relative to the leader.
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Chapter 5

Comparison of the observer-controller
and virtual vehicle schemes

This chapter presents a discussion on the proposed obsemeoller coordination scheme
of Chapter 3 and the virtual vehicle coordination schemelwder 4. The schemes are
compared in terms of estimation principle; the approacknak estimate the unknown
states of the leader through the use of an observer or a dedtrartual vehicle, and in
terms of performance and robustness; the ability to supptissurbances, modelling er-
rors, measurement noise and the practical bounds to whicéctiemes converge.

5.1 Estimation principle

The estimation principles of the observer-controller sab@nd the virtual vehicle scheme
are based on the notion of estimating the unknown stateg ¢é#tder through a system that
mimics (or simulates) the behaviour of the leader. In theegirvehicle scheme, this system
is avirtual system; a virtual vehicle that is constructed to stabilzehte output of the
leader, and which in turn provides estimates of the statésedeader to the follower. For
the observer-controller scheme, the mimicking systemasfofiower itself, and through
the observers and controller the follower becomphysicalobserver of the leader.

The information constraints imposed on the proposed coatitin schemes by al-
lowing the parameters of the mathematical model of the letalbe unknown, and also
through the fact that only the position is available from lgs&der as output, suggest that
the coordination schemes will not make the closed-loopreiconverge to an equilibrium
point at the origin, but rather to a bounded or practicaliypkt solution close to the origin.
In particular, the presence of non-vanishing perturbatidue to the unknown states ren-
ders the schemes at best ultimately bounded or practidalbyes The results proposed in
this thesis are presented on the premise that for many agiphs this is sufficient. Physi-
cal limitations such as measurement noise and the resolotimeasurement instruments
may suggest that an equilibrium point at the origin can nostaeilized, or energy con-
siderations on the actuators may suggest that the systems strould not be controlled
to exactly zero, but rather to a sufficiently small neighlimad around zero. Friction or
external disturbances may perturb the systems so thatzarounattainable equilibrium,
or neglected high-order nonlinearities in the model mayseahe system to deviate from
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an ideal reference. In these situations it is often enougmsaire that the region to which
the solutions converge is sufficiently small to meet theqgenince demands.

Imposing in addition information constraints on the folkwn situations where the
velocity of the follower is unknown broadens the range ofli@ations that is suitable for
the motion coordination schemes of Chapters 3 and 4. In mgsigrss, velocity sensors
are expensive, not easily fitted to the application or coimatad with noise, and thus co-
ordination schemes must be designed that do not rely onaecuelocity measurements.
In addition, coordination schemes that can maintain theldumental stability properties
with a reduced set of measurements during temporary loseaturements or in case of
permanent measurement failure have an increased robsistvesrds failures. The lack
of velocity measurements of a system typically reducesilgiabesults from global to
semiglobal when using static control gains, and thus theneaf attraction for the coordi-
nation schemes is reduced from global to a region that canrtsgltthrough control gains.
The region of attraction can, however, be increased as naidesired, and thus for most
applications this presents no practical drawback in regtrgherformance. Note also that
a global solution to the observer design problem for Eulegriange systems has recently
been presented in Bgrhaug and Pettersen (2006) using &meyg control gains, which
suggests that the global region of attraction can be maiedaéven for systems without
velocity measurements.

5.1.1 The observer-controller principle

The observer-controller coordination approach of Chaptelies on a nonlinear observer
constructed from the known mathematical model of the follote provide estimates of the
unknown states of the leader. The nonlinear observer igdedito estimate the evolution
of the coordinatiorerror rather than the leader states, since there is no informafitre
parameters of the mathematical model of the leader to allendesign of a model-based
observer that estimates the leader states directly.

Luenberger (1971) suggests that “Almost any System is aei®es'. If the available
outputs of a system are used as inputs to drive another sysitereecond system will al-
most always serve as an observer of the first system in thstiitiss will tend to track the
states of the first system. Conceptually, in the observetrolier approach of Chapter 3,
the leader is the first system with only output informatioheTollower is the second sys-
tem driven by the outputs of the leader, and beconpds/aicalobserver tracking the states
of the leader. The correction terms used as feedback in eredr are the estimation error
e and the control input, which is based on the estimated states of the leader. Imtis
the coordination error is filtered through the nonlinearaiyics of the follower, and the
follower thus becomes a nonlinear model-based observeedéader states.

5.1.2 The virtual vehicle principle

The virtual vehicle coordination approach of Chapter 4etin a virtual vehicle that is sta-
bilized to the output of the leader through a virtual contaol. The virtual vehicle is based
on the kinematics of the follower and disregards any dynanfarmation of the states,
and thus the design of the virtual vehicle and the followériele control schemes can be
separated. Through the stabilization, the states of thealivehicle become estimates of
the states of the leader, and can be used as feedback in tleénadimn control law of the
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follower. Note that there is an inherent attenuation of $§fovarying disturbances in the
virtual vehicle scheme through the integral term presettiérkinematic control law. The
virtual vehicle is based on a kinematic control law, and thesomes a kinematic observer
of the states of the leader.

5.1.3 Discussion

In the observer-controller approach of Chapter 3, the elynamics of the observer and of
the coordination controller are closely interconnectegltdithe interplay between the error
observer and the coordination (error) controller. The ysialof the stability properties
of the observer-controller scheme is involved due to theplings between the observer
and the controller, and gain tuning is a complex and tediask tvhere observer gains
influence controller performance, and vice versa. Addingcasd nonlinear state observer
to estimate the velocity of the follower adds further comjiie but preserves the principles
of the stability analysis and the gain tuning procedure.

The virtual vehicle approach of Chapter 4 is based on a caslcstducture; the virtual
vehicle controller and the follower coordination conteolare designed separately, and
stability of each of the systems can to some extent be artheggarately. Only the per-
turbation term from the design of the virtual vehicle is @through the dynamics of the
follower, and must be ensured to be bounded to concluddistatfithe overall system.
Thus, gain tuning is a design task for the virtual vehicle gecify the performance of
the kinematic observer, while gain tuning of the coordimattontrol law of the follower
is done utilizing information about the gains from the véatwehicle design. Removing
the velocity measurements of the follower and utilizing #eféd estimate of the coordina-
tion velocity error in the coordination control law of thdlfaver complicates the stability
analysis, but the cascaded structure of the overall desikegt in the gain tuning process.

The estimator in the virtual vehicle approach is a designiedrkatic vehicle; a filter
based on the kinematics of the follower, but utilizing no dymc model information of the
follower. Thus, it is possible to tune the gains of the vitteeghicle to achieve performance
that is not consistent with the system dynamics of the faiowCare should thus be taken
in tuning the virtual vehicle so that the reference trajgctor the coordination control
law of the follower does not exceed any limitations of theuatdrs of the follower. Thus,
the challenge faced when tuning the virtual vehicle is gimib the one of designing a
reference trajectory; the tracking problem must be feasibl

The error observer in the observer-controller scheme isas the dynamic model of
the follower, and thus the model-based observer guaratitatthe estimates of the states
are consistent with the dynamics of the follower. The obsemvay thus be tuned to max-
imize performance, and energy considerations in regartgattuators of the follower
should be optimized through the tuning of controller gaidete, however, that maximiz-
ing the performance of the observer to follow any transiéats some negative effects on
noise sensitivity in systems experiencing measuremesenoi

In the observer-controller approach where the velocityheffollower is unknown, a
second nonlinear model-based state observer is employestitnate the velocity of the
leader. This nonlinear state observer augments the err@ndigs of the system, but the
principles of the stability analysis are preserved, anch ganing can be simplified by
assuming that the observer gains are equal for the errortatelabserver. In the virtual
vehicle approach, a filtered estimate of the coordinatidociy error is used instead of a
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nonlinear model-based state observer. Hence, the castaded process in the approach
is preserved.

Note that the coordination approach of Chapter 3 leads tmumiultimate bounded-
ness of the closed-loop errors, while Chapter 4 yields alchsymptotic stability of the
closed-loop errors. In this lies the difference that in theeyver-controller schemes, the
region of attraction is linked to the size of the ultimate bdu The size of the ultimate
bound can thus not be reduciediependentlyrom the size of the region of attraction by
tuning some parameter, and thus the closed-loop error dgsarfithe observer-controller
scheme are uniformly ultimately bounded rather practjcaflymptotically stable as dis-
cussed in Section 2.1. Note also that uniform practical gégtit stability guarantees that
the transient behaviour of the closed-loop system remaiithénva small neighbourhood of
the origin at all time, which is a property that can not alwbgsguaranteed for uniformly
ultimately bounded systems. For most practical applicatiand for the application used
as a motion coordination example in this thesis (Sectior},.these differences present
no practical implications in terms of performance.

5.2 Performance comparison

To investigate the performance of the proposed coordinaiproaches of Chapter 3 and 4,
the two schemes were applied to the simulation setup of Agigeh The velocity of the
follower was assumed known in the simulations to focus oretamation principles for
estimating the leader states, rather than the model-basdhear state observer of Sec-
tion 3.3 and the filtered estimate of Section 4.3. In the sitiomhs, the leader tracks a sine
wave reference trajectory dimt) with frequencyw = 1/10 rad/s with heading anglgy
along the tangent line. Initial values are chosen equal édih kchemes and are found in
Table 5.1 and 5.2. The reference vehicle is chosen at a destbs 1 m and at an angle
Yn= — g relative to the leader for the simulations.

The leader controller is tuned poorly, and tracking perfamnce in thexy-plot of Fig-
ure5.1and 5.2 is seen to be poor. This is done deliberatdlystrate that the follower has
no knowledge of the desired trajectory for the leader, bordimates to the leader using
only the available output information; position. Thus, mtination between the follower
and the leader is independent of the tracking performantteedeader.

The plots of Figures 5.1 and 5.2 are constructed to comparenth schemes subfig-
ure by subfigure, except for the plot on the bottom left whikbvgs information that is
not readily compared between the two schemes. In the topdive, rthe plots show the
transient behaviour on the left, and the behaviour aftelirsgn the right.

The topmost plots show the total coordination errors in timsix — x;, and the sec-
ond row shows the total coordination control errors in vislog — X;. The third row in
Figure 5.1 shows the estimation er@e e — € due to the nature of the error observer
employed, while the third row in Figure 5.2 shows the diffexee — g, as the estimation
error for the virtual vehicle approach. Row four in Figuré Shows the observer stade
for the observer-controller scheme, while row four in Fggr2 shows the virtual error
e, = Xy — Xr. The fifth row in both figures shows the control forceapplied to the fol-
lower in the simulations. Amxy-plot is shown at the bottom right in both schemes, while
the bottom left subfigure shows the observer velocity &ioFigure 5.1, and the follower
control errore = x — Xy in Figure 5.2.
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A quantitative comparison between two different contrblesoes is difficult due to the
fact that choosing optimal gains for both schemes requidsaly specified optimality
criterion that may not exist. Weighting the control perfamae in terms of control errors
against the energy consumption of the actuators may digshghe two control schemes,
but in critical coordination operations, such as the undgrmeplenishment scheme, energy
considerations are insignificant to the concern of ensuairsgfe operation in terms of
safety of personnel, safety margins in the equipment (@@nsjs) and smooth behaviour.

In the comparison between the control schemes of Chaptet 8,dhe gains are tuned
such that the schemes converge to a bounded region aboutdhread approximately the
same size. This region is chosen to be small enough for thensehto be suitable for
practical operations, while adhering to the limitationgtod measurement system in the
experimental setup described in Appendix E. Note, howedhat, no control saturations
are imposed on the control forces in the transient phasedithulations shown in Figures
5.1 and 5.2 to illustrate the difference in the applied ferdaring the simulations. The
settling time of the two approaches is chosen fast enough that the reference motion
provided by the virtual vehicle to the follower is challengifor the follower during the
transient phase. Hence, large control forces may be derddrala the follower during
the transient phase to coordinate to the leader. The cosgmapresented in this section
is thus only a qualitative comparison between differeneatpof the two control schemes
proposed in this thesis in simulations.

5.2.1 Observer-controller performance

The performance of the observer-controller scheme prapws€hapter 3 is shown in
Figure 5.1 with initial states and gains given in Table 5.the Tonvergence of the scheme
to a bounded region about the origin is seen in the top rowgniifei 5.1, where the control
errors are well below @5 m after the settling phase of the simulations. The trasie
behaviour for in both position and heading converges radbtifast to a bounded region
for the fully actuated model ship. The coordination errarsélocity given in row two
show again the boundedness of the scheme, and the velaiédeept smooth during
the transient phase. This is partly due to the use of a narlim®adel-based filter in the
observer. The observer errors in row three are also smalinded and smooth, as is
reflected in the observer estimate of the error in row foud,iarthe observer velocity error
in the bottom left subfigure.

Table 5.1: Initial states and gains for the observer-cdietrecheme

Initial states for leader, follower and obs Observer and controller gains
Xm = [0 0 0 ]"|K, = diagfl 20 50 20 |
X = [ -2 2 T JT|Kgq = diag 10 20 20 |
X = [ —21 19 - T |L; = diagf 4 4 2 |
A = diagf 01 01 01 | |Lp, = diag 41 41 21 |

The control forces are seen to be high in the transient pHake simulations as shown
in row five, and this suggests that gains are tuned a bit toceagiyely to be suitable for
a practical applications. The control gains are in the satas presented in this chap-
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Figure 5.1: Observer-controller simulation errars x; (top row),x — X, (second row)g
(third row), € (fourth row), control forceg (fifth row) ands (bottom left) and anxy-plot
of the simulations (bottom right) with the follower (solidhd reference vehicle (dotted) in
the upper part, and the leader (dashed) and its desiredttvajédotted) in the lower part.
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Figure 5.2: Virtual vehicle simulation erroxs— x; (top row),X — X, (second row)e— e,
(third row), xy (fourth row), control forces (fifth row) ande, (bottom left) and axy-plot
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ter chosen large to clearly illustrate the difference inliemgpcontrol forces between the
observer-controller scheme and the virtual vehicle schéoge, however, that the control
forces are low and suitable for practical experiments dlfterinitial transient phase. This
suggests that the use of excessive control forces duringahsient phase may be avoided
by imposing a smooth transient behaviour through e.g. timaayc synchronization ap-
proach proposed in Section 4.5.

The observer-controller scheme performs well in the sitiera, and the performance
of the scheme can be tuned through adjusting the contradiisgalthough this comes
with the added price of needing to adjust the observer gainged.

5.2.2 Virtual vehicle performance

The performance of the virtual vehicle scheme proposed ap@r 4 is shown in Figure 5.2
with initial states and gains givenin Table 5.2. The conearg of the scheme to a bounded
region about the origin is seen in the top row of Figure 5.2emgththe control errors are
well below Q05 m after the settling phase of the simulations. The tramsiehaviour
converges relatively fast for both position and headinge @dordination errors in velocity
given in row two show again convergence to a bounded regibilevthe velocities are
less smooth during the transient phase than for the obseoveroller scheme. This is
partly because the virtual vehicle scheme uses only thenfaties, and no smoothing
second-order dynamics, of the virtual vehicle to estimageunknown leader states. The
estimation errors in row three are small, bounded and smaathslightly larger than those
of the observer-controller scheme, although they are raatinecompared directly due to
the difference in the estimation approach and the tuningefwo schemes. The behaviour
of the virtual vehicle control errors in row four are desidrierough the gain tuning, and
thus show a smooth and bounded behaviour.

Table 5.2: Initial states and gains for the virtual vehideeme

Initial states for leader, follower and virf. Controller gains

Xn= | O 0 0 |' |Kp=diag 140 280 70 |
x = [ -2 2 I ' | Kg=dag 100 100 50 |
xw = [ —21 19 -3 T |L;=dag 1 2 2
A =diagl 01 01 01 | L, = diagf/ 055 055 055 |

The control forces are seen to be very high in the transieas@lof the simulations
as shown in row five, and this clearly illustrate the diffexenn applied control forces
between the observer-controller scheme and the virtuéthetcheme. The virtual vehicle
is designed to provide a smooth and bounded, but challenggfeyence to the follower,
and since the behaviour of the kinematic estimator is netét through a dynamic model,
large control forces are demanded in the follower to co@idito the virtual vehicle. Note,
however, that the control forces are low and suitable foctral experiments after the
initial transient phase, and comparable to the controldememanded when employing
the observer-controller scheme.

The performance of the control scheme of the follower is shawthe bottom left
subfigure, and illustrates that the follower is able to trémekvirtual vehicle.
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5.2.3 Discussion

The observer-controller scheme of Chapter 3 and the vivtelaicle scheme of Chapter 4
are simulated in a scenario using the same initial conditiohhe performance of both
schemes has been tuned to show similar coordination peafuze; and thus the control
errors are seen to be comparable in size after the initidingephase.

Most of the difference between the two schemes lies withéir tthansient behaviour
and control efforts in that the observer-controller schgives a smoother behaviour due to
the inherent model-based filter which is based on the systerardics, and thus provides
smoother estimates that are used in the control scheme. \dowihe convergence time
of the observer is difficult to specify explicitly, and is itently strongly coupled with the
controller performance. Tuning the observer gains is limlezd with tuning the controller
gains, and thus the gain tuning process is somewhat tedimligrae-consuming.

The virtual vehicle approach is easily tuned through theadsd design, where the
performance and transient behaviour of the estimator, ittheaV vehicle, can be designed
independently of the coordination controller of the folEmwHowever, care should be taken
to design the kinematic control law of the virtual vehiclehim the control limitations of
the follower.

5.3 Robustness in practical applications

The comparison between the observer-controller scheméapt€r 3 and the virtual ve-
hicle scheme of Chapter 4 in this chapter has focused on aomgp&ie two schemes in
terms of principle and performance in an ideal simulatioriremment as described in Ap-
pendix E. However, in a practical application, a number sfudbances and limitations
are introduced to the coordination control schemes thataiffagt the performance of the
schemes differently due to the difference in estimationgpile. In this section, we will
focus on the impact of external disturbances, measurenoése,ractuator limitations and
modelling errors to the coordination control schemes prteskin Chapters 3 and 4.

Note that in addition to being robust to disturbances, ktindns and modelling errors,
a practical implementation of an automatic control systethrequire additional system
components to be implemented. Error-handling systemé#-tiderance within the sys-
tems, power-management systems (PMS), thrust allocatgiarss, redundant sensor sys-
tems and often trained personnel operating designatedimpstations are instrumental in
ensuring safe and reliable operation of an automatic cbsystem within a wide range of
operating conditions.

5.3.1 Disturbances and actuator limitations

In this section, we will focus our treatment of the disturb@sand limitations introduced to
the control system in a surface application for marine dessedescribed in Section 1.1.2.
Disturbances and limitations to a specific application aigular in nature, and thus an
impact analysis for each application should be carried dwerwimplementing the coor-
dination control schemes proposed in this thesis. Howalisturbances and limitations
enter the mathematical model of an Euler-Lagrange syste2if)2

M (X)X+C (X, X)X+d(X,X)+g(X) =T (5.1)
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in similar ways for many different applications, and thumgogeneral comments regard-
ing the sensitivity of the proposed motion coordinationesoks to external disturbances
and actuator limitations may be made. The disturbancesianit@tions addressed in this

section enter the model (5.1) through

M (:),C(:),d(:), g(-) - model parameter errors in the mathematical model of thiesys

x - disturbances that affect the position input to the mathmalamodel of the system.
Typically, measurement noise from the position measurésystems and wave dis-
turbances are included in this term in a surface vesselegijan.

x - disturbances that affect the velocity input to the mathiabmodel of the system.
Typically, currents that increase or decrease the vessialive velocity to the sur-
rounding fluid are included in this term in a surface vesspliaation.

T - disturbances and limitations affecting the force inputh® mathematical model. The
force vector can be divided into the applied control forcgsubject to actuator
limitations and the sum of external forcesrepresenting the impact from wind,
waves and possibly currents as= 1. +w for a surface vessel application. Note
that disturbances through the force vectomay viewed as a perturbation in the
acceleratiork of the system through the inertia mathk(x).

The external forces affecting the performance of an autisrnantrol system for a sur-
face vessel are mainly due to wind, waves and ocean currfeossén (2002)). Wind is
the movement of air relative to the surface, and can be cosaped for in extreme condi-
tions by utilizing filtered estimates of the wind speed anddndirection from wind sensors.
Note that due to the large inertia of surface vessels, wirstiscare usually not compensated
for in control systems (Fossen (2002)). Wind-induced dixnces are usually described
as a generalized force vectoying.

Waves are caused by tidal effects or the wind generating leisven the ocean sur-
face, and can be separated into a low-frequency part (LFpavale-frequency part (WF)
(Strand (1999)). The LF part can be utilized in the feedbamktol design, while the
WEF part should not be compensated for by the thrusters talawonecessary wear and
tear of the propulsion system. Wave-induced LF disturbsrace usually simulated by
introducing a generalized force vectafaye (Fossen (2002)).

Note that the position measurements will include contrdng from WF wave motions,
and thus we may define the position measurement equation

wherex,, is the contribution from WF wave motions amgconsists of measurement noise.
Ocean currents are generated by gravity, wind friction aatkwdensity variations
in the system of ocean waters, and affects the hydrodynasme$ experienced by the
vessel due to a change of relative velocity between the seixfassel and the surrounding
fluid (Fossen (2002)). Different models for describing th#iuence of ocean currents
to a surface vessel can be found in the literature, and tferelift approaches are usually
distinguished by how the disturbance is introduced to théneraatical model of the vessel.
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The model of a marine vessel in the body-fixed reference fi@#&) can be separated
into a rigid-body part and a hydrodynamic part as

rigid-body terms hydrodynamic terms

MRggV + Crg(V)V+MaV+Ca (V) Ve +D (V) vy = Ty (5.3)

wherev, = v — v, and where the current velocity vectey is introduced to distinguish
the hydrodynamic terms depending on the velocity of theelassative to the fluid as in
Fossen (2002). Note that the teMnV assumes that the contribution from the derivative
of the current velocity (usually modelled as a 1st-order $3aMarkov process) is small
and negligible ¥ ~ 0) (Fossen (2002)), and thus the influence of ocean currentseon
mathematical model of the surface vessel is only throughyleodynamic terms depend-
ing on the velocity vectov,. This modelling approach have been utilized by Skjethal.
(2004p) and Refsnest al. (2006), while Sgrensen (2002) accounted for the effects fro
Ve through a hydrodynamic force vector in the body-fixed frame

TH = —MaVr —Ca(vr) vy —d (V) (5.4)

Note that the disturbances due to ocean currents can nowrbdiiced to the mathematical
model through a force vector rather than through a pertimbat the relative velocity of

the vessel. Thus, we can collect the unmodelled externaéfofrom wind, waves and
ocean currents together in a slowly varying bias term asriangt(1999)

b= qu + Wwind + Wwave (5.5)

wherert)] is the representation of (5.4) in the NED frame.

Thus, external disturbances, measurement noise andaditatations enter the model
(5.1) as perturbations on the position inguthe velocity inpui or the force vector (and
thus the acceleratiay), while model parameter errors in the model matrices of){®illin
general affect observer and controller performance throagidual terms in the feedback
linearization designs.

5.3.2 Simulation study

The observer-controller scheme of Chapter 3 and the vivelaicle scheme of Chapter 4
utilize two different estimation techniques to estimate timknown states of the leader. In
this section, we present a discussion on how robust the teqmgsied coordination schemes
are to model parameter errors, disturbances, actuatdatioris and measurement noise.

Simulation results are presented using the simulationpsefuSection 5.2, and we
distinguish between two different mathematical modelsluseghe simulations. The sim-
ulation model is a mathematical representation of the sarf@ssel used to simulate the
behaviour of the surface vessel, while the control moddélésathematical model utilized
in the controllers and observers of the coordination cdstbemes. Typically, model pa-
rameter errors are introduced to the control model to inyatg the effect of modelling
errors, while disturbances are added to the simulation hrtodevestigate the robustness
of the control schemes under the influence of external diatwes and actuator limitations.
Measurement noise is added to the control model to reduaputhidy of measurements as
seen by the control system.

Note that all gains and initial conditions are kept as in &Il and 5.2 to allow a
direct comparison with the results in Figure 5.1 and 5.2.
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Model parameter errors  Synchronization approaches utilizing tracking or manoegy
controllers for all participants in a group requires thafpalrticipants have knowledge of
the parameters of the mathematical model to employ nonlimealel-based controllers.
In the coordination schemes presented in Chapter 3 andytlanfollower is responsible
for the control action necessary to coordinate the systamd,thus only errors in the
parameters of the mathematical model of the follower wilketf the performance of the
control schemes in practical operations.

To investigate the robustness of the proposed schemesois @rrthe model parame-
ters, we increase the parameters of the control model obtleer ship in (E.1) and (E.2)
by 50%, while the parameters of the simulation model are angld. Furthermore, to ad-
dress the fact that the most uncertain term in the matheahatiodel of a surface vessel
is the damping term, we restrict the damping in the contradiehto linear damping (E.3),
and thus disregard the nonlinear damping term (E.4). Netgpleed of the vehicle is nom-
inally approximately @ m/s along the path, with peaks of up t&@n/s in unconstrained
motion during the transient phase. Thus, the assumptionlgflmear damping imposed
on the control model represents a significant differencegards to the simulation model.

The performance of the two proposed coordination schemtisituation of model
parameter errors and a linear damping assumption for theatomodel is shown in Figure
5.3. The performance is seen to be similar to the performafiféigures 5.1 and 5.2, except
for a small increase in the velocity errors during the transphase for the virtual vehicle
scheme, which suggests that the proposed coordinatiorotsohemes are robust towards
model parameter errors. This is also supported by the pedakperiments presented in
Chapter 3 and 4.
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Figure 5.3: Performance of the observer-controller sch@gogerows) and virtual vehicle
scheme (bottom rows) under model parameter errors.
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External velocity disturbances To investigate the robustness of the coordination control
schemes towards external disturbances in the velocitystemmintroduce a slowly varying
ocean current? in the inertial frame with nominal speed2m/s from the starboard side
of the surface vessel

0 0.1
v=—1]02]|-] 01 |sin0.1t) (5.6)
0 0.1

in the simulation model of the surface vessel. The contraliehof the follower has no
knowledge of this external velocity disturbanees v;. The nominal speed of the follower
vessel is approximately.® m/s in surge, and the external disturbance from oceanrasrre
is thus chosen large in the simulations compared to the redrspeed of the vessel. This
choice is made to emphasize the effect of the velocity distuce to better illustrate the
impact on the coordination control schemes.

The performance of the observer-controller scheme andithel/vehicle scheme is
shown in Figure 5.4. We see that the performance of the Vivelfaicle scheme is sim-
ilar to that of the ideal simulations in Figures 5.1 and 5.Bjlevthe performance of the
observer-controller scheme is slightly worse than in threaliccase. This is mainly due
to the performance of the model-based observer in the obseontroller scheme that
performs worse when the behaviour of the simulation moddilfferent than that of the
control model, and thus the estimates of the unknown stétbe deader are less accurate.
Note that the performance of the observer-controller sehesn be improved through gain
tuning to achieve similar performance as for the virtualislehscheme.
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External force disturbances External force disturbances may influence the coordination
control scheme through a hydrodynamic force vector as difimg5.4), or through a
slowly varying bias term as defined in (5.5). To investig&te &ffect of external force
disturbances, we will utilize a bias term inspired by SkgtR005) and Strand (1999) as

0 0.05
w=| 01 |+| 005 |sin0.1t)+w, (5.7)
0 0.05

with the additional zero-mean Gaussian bounded distudbaactorw, with a standard
deviation of 005 N. The performance of the coordination control schemeshasvn in
Figure 5.5, and we see that the performance of the virtuatiespproach is slightly worse
than in the ideal case of Figures 5.1 and 5.2, while the oks@wntroller performance is
more severely affected in terms of performance.

Any external force disturbances are seen by the observeretier coordination scheme
as an unknown perturbation in acceleration, and appeat®ierror dynamics of the er-
ror observer (3.10) in the same way as the unknown leadetesation termXq,. Thus,
unmodelled force disturbances directly influence the sfzbebound on the closed-loop
errors, as is clearly seen in Figure 5.5. Note, however ttiesized of this bound can be
reduced through gain tuning to yield similar performanctmathe virtual vehicle scheme.
Note also that the definition of the virtual vehicle contral(4.6) introduces an integral
term in the estimation scheme, and thus the influence fromlglearying external dis-
turbances are partly attenuated by the kinematic contwlrehe virtual vehicle control
scheme.
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Measurement noise To investigate the effect of measurement noise and smalinber
tions caused by external disturbances such as WF motioresated by waves, we intro-
duce noise and small periodic disturbances for both thevi@t and the leader vessel in
the measurement equation (5.2)

0.01
y=x+ | 0.01 |sin(t)+vy (5.8)
0.01

where the zero-mean Gaussian disturbance vegtoas a standard deviation of02 m.

The performance of the coordination control schemes is shawFigure 5.6 when
reducing the quality of the position measurements. Bothotheerver-controller scheme
and the virtual vehicle scheme reflects the reduced qudlityeomeasurements, and most
notably is the increased velocity errors in the virtual eéhischeme. This is due to the
estimation principle of the virtual vehicle scheme thatslonet employ any model-based
filter based on the mathematical model of the surface vessdlthus there is no inherent
noise filtering in the virtual vehicle scheme.

Measurement noise directly adds to the size of the boundgdréo which the coor-
dination schemes converge. The size of this bounded regéynba reduced through gain
tuning or by introducing a band-limited filter (wave filter) the control scheme. Note,
however, that there is a lower limit to the size of this bouhdsgion that will depend on
the size of the measurement noise and non-vanishing pattonis present in the closed-
loop system.
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Actuator limitations Limitations on the available control force from the actuatare
one of the limiting factors in terms of transient performenand may also be the deter-
mining factor in how robust automatic control systems aveatals external disturbances.
In practical applications, there must be sufficient corfinotes available to both meet the
performance demands of the operation, while at the samergahgce the impact from
external disturbances. To investigate the effect of cdsaturations, we employ force sat-
urations on the available control force from the actuatéts® follower surface vessel of
2 N in surge, 15 N in sway and 5 Nm in yaw as determined by the physical model ship
described in Appendix E.

The performance of the coordination control scheme undeagar limitations is shown
in Figure 5.7. Note the change in the length of the time veuitaited in the transient phase
and after settling. We see that the force saturations dgneoeeases the length of the tran-
sient phase due to the limited amount of force available]enthie performance after the
transient phase is similar to the performance shown in Egbtl and 5.2. Note that in
the simulations presented in this section and in Sectiorttselemanded control forces to
coordinate the follower to the leader are close to the fdro#dtions due to the definition
of the desired trajectory for the leader. Thus, the increéésegth of the transient phase is
expected when limitations are imposed on the availablerobiairces of the follower.
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5.3.3 Discussion

Both the observer-controller scheme of Chapter 3 and thealivehicle scheme of Chap-
ter 4 show robustness towards model parameter errors atralled in Figure 5.3. The
effect of model parameter errors in the control model do¢sigmificantly influence the
performance of the schemes after the initial transient @hasd thus the coordination
schemes may be suited for practical implementation in systgith model uncertainties.

External velocity disturbances affect the performancéefrnodel-based observer in
the observer-controller scheme due to the unexpected lmelmanf the system which is
not reflected in the control model utilized in the observehe Effect of disturbances in
velocity is less visible in the virtual vehicle scheme sittoe kinematic observer does not
depend on the velocity of the system. Note, however, thagxkernal velocity disturbance
introduced to the simulations shown in Figure 5.4 is largergphasize the effect of the
disturbance, and can be attenuated by using a different ebserver and control gains in
the observer-controller scheme. In all, the coordinatresnes show robustness towards
external velocity disturbances.

External force disturbances add to the non-vanishing peation term in the observer-
controller scheme, and thus directly influence the size ®bibunded region to which the
solutions converge as seen in Figure 5.5. The size of thindboan be reduced by tuning
the control gains, or by redesigning the control system ttugte an integral term or an
adaptive bias estimation algorithm to counteract slowlyivey disturbances appearing as
external forces to the control system. The performancesf¥ittiual vehicle scheme is less
affected by the introduction of a slowly varying disturbariorce term due to the integral
action provided through the definition of the kinematic cohfiaw.

The observer-controller scheme utilizes a model-basedrebsto provide estimates
of the errors used in the control scheme. Under the influehogeasurement noise, the
measurements are filtered through this second-order filterdynamic model of the fol-
lower), and thus wild-points and noisy measurements aemadtted intrinsically in the
observer-controller scheme. The observer is a separatelrhaded dynamic system that
provides estimates of the unknown states of the leader whitis updated with measure-
ments or not, and thus provides some robustness towardsireegnt noise in practical
applications.

The virtual vehicle scheme utilizes a virtual kinematic tohlaw to estimate the un-
known states of the leader. Under the influence of measuremoése on the leader posi-
tion measurements, there is no model-based filter to filenteasurements, and thus the
scheme is more sensitive to fast transients in the measutesigaals, which is confirmed
in the experiment presented in Section 4.3.3 and in the iglerrors of Figure 5.6. Note
that this issue can be addressed by designing a separatédiflemove wild-points and
band-limit the measurement signal to reduce the influencesafsurement noise.

The overall performance of the coordination control schemmeshown in Figure 5.8,
where the model parameter errors, the velocity and fordentiances and the measure-
ment noise defined in this section are imposed on the follgmeultaneously. We see that
the impact from the external disturbances influences thipeance of the coordination
control schemes similarly, although the observer-colgralcheme suffers from the in-
creased size of the non-vanishing perturbation due to ttoe fdisturbances using control
gains of Table 5.1. Note that the performance of the obseetroller scheme can be
improved to show a level of performance similar to that of virtual vehicle scheme by
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tuning the control gains. Note also that the combined distnce vector imposed on the
follower in Figure 5.8 is larger than the available contimides from the actuators of the
model surface vessel, and thus no force limitations are gagon the control schemes in
Figure 5.8.
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Figure 5.8: Performance of the observer-controller sch@gogerows) and virtual vehicle
scheme (bottom rows) under model parameter errors, vgldisturbances, force distur-
bances and measurement noise.

In all, both the observer-controller scheme and the vinehicle scheme are shown to
exhibit robustness towards external disturbances, meamnt noise and actuator limita-
tions. The performance of both schemes is sensitive to tiferpgance of the estimation
schemes, and thus care should be taken in tuning the cotiadirntrol schemes. The
observer-controller scheme is sensitive to the tuning@bihserver, and a choice between
the convergence rate and the sensitivity towards distudsanas to be made. In the virtual
vehicle scheme, care should be taken in designing the Viverdacle kinematic velocity
such that it only demands velocities and accelerationsinvitie range of the actuators
of the follower, and hence provides a reference trajectoay tomplies with the system
dynamics of the follower.

Note that although the discussion on robustness in thisoseis carried out in the
framework of the application presented in Section 1.1.8gilie simulation setup of Ap-
pendix E, the results are an indication of the robustnedssod¢hemes in different applica-
tions within the Euler-Lagrange framework. Note also thatsimulation study presented
in this section does not necessarily reflect the true magdaitind nature of disturbances
encountered in a full-scale operation, and should thus parded as a indication of the
impact of external disturbances only. A full-scale fed#ibstudy should be carried out
for each practical implementation.
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5.4 Concluding remarks

The observer-controller scheme of Chapter 3 and the vivtelaicle scheme of Chapter 4
are both suited to provide motion coordination for mechalnsgstems, and are solutions
to the problems defined in Definitions 2.7 and 2.8. They bdihs@lely on position output
information of the leader, and thus for applications whhesgarameters of the mathemati-
cal model of the leader are unknown, and the velocity andie@tén are unavailable, the
follower can still follow the motion of the leader using theoposed motion coordination
schemes. Furthermore, for applications where the velosggsurements of the follower
are unavailable or unreliable, the proposed coordinatibeses maintain the fundamental
stability properties within a semiglobal region of attiant Both schemes show a level of
performance that is suitable for practical applicatiomsl are distinguished rather by con-
cept than by performance. The observer-controller schemabust and reliable, although
it is tedious and time-consuming to tune, while the virtuglicle scheme is cascaded in
nature and provides an easy gain-tuning process, althamgéwhat sensitive to measure-
ment noise without additional filtering.
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Chapter 6

Conclusions

This thesis has presented two motion coordination appesatdr mechanical systems
within the Euler-Lagrange system framework. The proposedér-follower coordina-
tion schemes rely only on position measurements from theeleand thus do not require
knowledge of predefined paths, model parameters, confratsror velocity and accelera-
tion measurements of the leader. The leader system is freanoeuvre independently of
the follower, and the follower is responsible for the cohérction necessary to coordinate
to the leader. Both of the proposed coordination schemes wgplied using both state
feedback and output feedback from the follower to increhseausefulness of the schemes
in practical applications, and to provide robustness td&&rss or poor quality of velocity
measurements.

The proposed observer-controller scheme was based ondlgmad a nonlinear model-
based observer that estimated the coordination errorsgogether with state information
of the follower, the unknown states of the leader could bemstructed. The observer-
controller scheme used the coordination controller asgfdine correction term in the error
observer, and thus the follower became a physical obsefikedeader. The closed-loop
errors of the proposed observer-controller scheme werersho be uniformly globally
ultimately bounded when utilizing state feedback from tbiéofver. Furthermore, for the
output feedback design, a second nonlinear model-baseah@nsvas designed to esti-
mate the velocity of the follower, and the closed-loop esnoere shown to be uniformly
semi-globally ultimately bounded.

The proposed virtual vehicle scheme was based on the défsagrirtermediate virtual
system that was stabilized to the leader. Thus, throughebkigd of a virtual control law,
estimates of the unknown states of the leader were availaliie coordination controller
of the follower. The virtual vehicle coordination contrah&me was based on a cascaded
design, and thus the virtual control law and the coordimationtrol law of the follower
could be tuned separately. The closed-loop errors of thpgsed virtual vehicle con-
trol scheme were shown to be uniformly globally practicalymptotically stable when
utilizing state feedback from the follower. Furthermorey, fhe output feedback design,
a first-order velocity filter was designed to estimate th@eiy of the follower, and the
closed-loop errors were shown to be uniformly semi-glgbphactically asymptotically
stable.
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The proposed coordination schemes are distinguished kattomncept than by perfor-
mance. The observer-controller scheme is model-baseckttiatle, although it is tedious
and time-consuming to tune, while the virtual vehicle schéscascaded in nature and
provides an easy gain-tuning process, although somewhsitise to measurement noise
without additional filtering.

The proposed coordination approaches were applied to tberway replenishment
problem to verify the theoretical results in simulationd @nactical experiments. The pro-
posed control schemes performed well in simulations urttksaliconditions, and clearly
illustrated the theoretical stability results through wengence of the closed-loop errors
to a bounded region about the origin. In practical expertmavith model ships in a
closed basin, the theoretical results were confirmed thraagvergence of the closed-
loop errors. However, the experimental setup was not wakduo experiments with two
physical model ships simultaneously, and thus only a catalé estimate of the bounded
region about the origin could be obtained through expertsiem all, both through the
simulations and practical experiments, the proposed doatidn schemes were seen to be
suitable for practical applications.
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Appendix A

Mathematical tools and definitions

This appendix summarizes some of the preliminaries vitatdter to understand the math-
ematics involved in some of the chapters in this thesis. Boia is merely a summary
of other people’s ideas, definitions, theorems and coieiadhat can mostly be found in
standard textbooks, but are nevertheless included to rhakéeésis more self-contained.

A.1 Notation and terminology

This section defines the notation of sets, functions andgersed frequently throughout
the thesis. It is worth mentioning thatRroposition (statement which is to be proved)
that has been proved throughPeoof (rigorous mathematical argument) is calledtze-
orem (statement that can be demonstrated to be true), sometisies aLemma(short
theorem used in proving a larger theorem)CArollary is an immediate consequence of
a result already proved, and usually state more complidhsatems in a language sim-
pler to use and apply. This is different from Axiomor Postulate(proposition regarded
as self-evidently true without proof) @onjectureandHypothesigpropositions which are
consistent with known data, but have neither been verifiedimown to be false) (cf. Weis-
stein (2006)). ADefinitionis the creation of a new mathematical object, whileraperty
is used to characterize and distinguish between objects.

The system considered in this appendix is

x=f(t,x), X(tp) =Xo. (A1)
Definition A.1 (Lipschitz Condition)The Lipschitz condition is
£ (t.%) — F(ty)]] < Lu lx -yl (A.2)
for all (t,x) and(t,y) in some neighbourhood ¢y, xo) for any norm||-||.

This guaranteesxistencenduniquenessf solutions of Equation (A.1), and that the sys-
tem has a bounded derivati¥é& the slope of the functioff is limited byLy. Lipschitz is
stronger tharcontinuity, but weaker thagontinuous differentiability

Definition A.2 A class &, or smooth function has continuous partial derivatives up to
and including order k; a € function is a continuous function. If defined for all k, theisi
C>.
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Thus, the following relation holds
CloL=CP (A.3)
wherelL is a Lipschitz system.

Definition A.3 (Analytic) Ananalyticfunction inZ is expandable in a power series in its
arguments about each point## (Nijmeijer and der Schaft (1990)); in effect, the complex
function iscomplex differentiableat every point inZ, and thus infinitely differentiable in
Z (Weisstein (2006)).

This is a stronger result than smooth@>).

Definition A.4 A class.%#” continuousfunctiona : [0,a) — [0,) is strictly increasing
anda (0) =0.

Definition A.5 A class.%, continuousfunctiona : [0,) — [0, ) is strictly increasing
anda (0) =0, anda (t) — 0 ast— oo,

Definition A.6 A class.#.% continuous function 3 : [0,a) x [0,00) — [0,) is strictly
increasing (class .#") for each fixed t> 0, and decreasing for each fixed> 0, and
B(x,t) > 0ast— oo.

A class.# function f starts in zero, and increases forever with> 0. The gain function
y of Teel (1996) is only continuous and nondecreasing, ansl@liaws for the identically
zero function oty (s) = min{s,1} for s> 0. A classx is defined for all positive values of
t, and is unbounded. A clasg_Z function is strictly increasing (clasg” for each fixed t,
and decreasing for eashwhile lim;_., 8 (x,t) = 0 (Khalil (2002)).

Definition A.7 (Supremum)The supremunsupS is theleast upper boundof a set S,
defined as ainique quantity M such that no member of the set exceeds M, lsusifiny
positive quantity, however small, there is a member thaeeds M- €.

Supremum is the least upper bound of a set; that is, the ugitargest value contained in
a set. Note that suf does not exist. Conversely, infimum is the greatest lowendai a
set; denoted in# which neither exists.

Definition A.8 (Autonomous)An autonomous or time invariant system does not depend
on timeexplicitly, and is invariant to time shifts in the time origin, since ogang the
time variable from t tor =t — a does not change the right-hand sidexof f (x) (Khalil
(2002)). If the system is not autonomous, it is said tod@@autonomour time varying.

Note that a system that exhibits influence from a time varyingnown or known signal
is also time varying. If a disturbance depends on time, eayew, or the reference for the
system changes with time, the system is nonautonomous Siadeader position variable
Xm(t) in this thesis depends on time, the leader system is nonawous or time varying.

Definition A.9 (Affine system)A input-linear or affine system is described as
m
X(t) = f(x(t)) +_Zgi (x(t))ui (t) (A4)
i=

together with some output relation only depending on thiestehe functions f and gre
smooth (Nijmeijer and der Schaft (1990)).



NORMS AND INEQUALITIES

The distinctive feature is that the contnok (up,uy,...,um) appeardinearly (or better,
affine) in the differential equation. Also, a homogeneousatign is e.g.Gu = 0, while

a non-homogeneous equatiorGsi+ b = 0, where a system of non-homogeneous linear
equations is said to be affine.

Definition A.10 (Exogenous variablef prescribed know control function (Nijmeijer and
der Schaft (1990)).

Definition A.11 (Manifold) A manifold is a Euclidean (Cartesian) topological spacei@A/e
stein (2006)).

This can be compared to seeing the Earth as flat, although gpere. A manifold is
an object which is nearly "flat" on small scales.

Definition A.12 (Diffeomorphism)A diffeomorphism is a map between manifolds which
is differentiable and has a differentiable inverse (Weiss(2006)); bothp and ¢! are
smooth maps (Marino and Tomei (1995)), api a diffeomorphism if it is smooth and its
inverseg ! exists and is smooth.

Definition A.13 (Vector field) A vector field f in UC R is a function which assigns to
each point p= U a vector § (Marino and Tomei (1995)).

One can think of this as a vectb(x) emanating from every point x (Slotine and Li (1991)).

Definition A.14 (Lie derivatives)f f is a vector field on U and h is a smooth function on
U, then f(h) is a smooth function on U defined as

tm =3 400 (5 ) 0 (A5)

and called thelie derivativeof the function h along the vector field f, and denoteti L
(Marino and Tomei (1995)).

A.2 Norms and inequalities

Or rather tips and tricks? While linear control is often gfhaforward and — in lack of a
better word — linear, nonlinear control is all about the @l tricks one learns through
experience and practice, and through reading other pesopiark. We state here some
of the "tools-of-the-trade" that have proven themselvesfulsn the topic of nonlinear
control. We begin with the definition of anner product

Definition A.15 (Naylor and Sell (1982))Let X be a vector (linear) space, complex or
real. An inner product on X is a mapping that associates witbhepair of vectors¢,y a
number, real or complex, denoted pyy), that satisfies

X+Yy,2) = (X,2) + (Y,2); (Additivity) (A.6)
(AX,y)=A (x,_y); (Homogenity) (A.7)
(x.y)=(xy);  (Symmetry) (A.8)

(X,X) > 0,whenx # 0. (Positive Definiteness) (A.9)

121



A. MATHEMATICAL TOOLS AND DEFINITIONS

122

The abstract inner produgt,y) has its definition for vectors iR" asxy.

Definition A.16 (Young (1988)) The norm||-|| of a vectorx in an inner product space X
is defined to be

NI

X[} = (%,%)2 = /(%,%) (A.10)

Definition A.17 (Young (1988)) An inner product space (or pre-Hilbert space) is a pair
(X,(-,+)), where X is a vector space afid-) is an inner product on X.

An importantinequality was stated by the German matheraatlderman Amadeus Schwartz
(1843-1921) as

Theorem A.1 (Schwartz Inequality (Naylor and Sell (1982)))Let(x,y) be an inner prod-
uct on a vector space X. Then, figx|| and|ly|| as defined in (A.10),

[OY)< IX[IyI (A.11)

with equality iffx andy are linearly independent. This is sometimes known as thel@au
Schwartz inequality (Young (1988)) or the Buniakowsky Uiadity, and is a special case
of the Holder Inequality (Naylor and Sell (1982)) with=pq = 2.

Remark A.1 It follows from Schwartz Inequality in Theorem A.1 that (Maynd Sell
(1982)) , ,
Xyl < (X[ + Dyl (A12)

and also that

2
X?
0 (x— Ay,x—Ay) = x|2— Y (A13)
1yl
Theorem A.2 (Parallelogram Law (Young (1988)))For vectorsx andy in an inner prod-
uct space X
I+ Y112+ lx =yl = 2[|x]| + 2] ly]|* (A.14)

Theorem A.3 (Triangle Inequality (Weisstein (2006)))For vectorsx andy in an inner
product space X
XI =1yl < [Ix+ylF < lIx) -+ [yl (A.15)

Theorem A.4 (Young’s Inequality (Weisstein (2006)))For x andy and any real p> 1,
we have

1 -1 b
Iyl < < P+ 2=y o (A16)
p p
Corollary A.1 It follows from Young'’s Inequality in Theorem A.4 that for[2

Iyl < HXII +5 ||y|| (A.17)

We can state the following proposition very useful in Lyapuanalysis

Proposition A.1 Forx,y > 0,A > 0and p> 1, > Owe have

ypq

xP~1ya <)\xp+ — (A.18)
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Note also that we have

Proposition A.2 For A >0,
Xy < A X2—|— 2
y = 2 22 y

or as norms

A 1
Iyl < 5 IXI2+ 5 Iyl

which agrees with Corollary A.1 fot = 1.

(A.19)

(A.20)
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Appendix B

Reference kinematics

Areference vehicle at a position relative to the leader sgieed to provide a reference for
the leader-follower coordinated synchronization confmal of the follower. The position
of the reference vehicle is uniquely determined by the msiénd heading of the leader
vehicle through (2.56) as

Xr = Xm+J (Xm) df" (B.1)

In this section, we develop the differential kinematicsdaeneral reference vehicle model
with an arbitrary heading assignment, i.e. the headingeaofjthe reference vehiclgy,
can be different from the heading angle of the leader veggel

y'

Figure B.1: The reference vehictg at the distance and angles, from the leader/y,.

The differential kinematic model of the leader vehi¢lg with the position/heading vector
Xm can be written as

Xm = J (Xm) Vm (B.2)
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and for a fully actuated 3DOF vehicle takes the form

Um = Tm

Let d (= const) be the desired (required) distance between therleaukthe follower
vessel, angm (= const) the angle between the bodwxis of the leader and the vecidy
positive counterclockwise, as shown in Figure B.1. We cdoutate the "position’y of

the leader in the body framef the leader

XM =T (Xm) Xm (B.4)

Superscripts denote the reference frames, and subscepttelwhich vehicle position
and heading vector that is described. We will ys® denote position/heading in the body
frames with no immediate physical interpretation, aras the position/heading of vehicles
in the NED frame. Thussm is the position vector of the leader vehiotén the NED frame,
while x/1' is the position vector of the leader vehicle in its own bodynie. We have that
the position vector of the reference vehicle in the NED fraxvaue be written as

Xr =3 (%) X (B.5)

The position vector of the reference vehicle in the body garhthe leader can be written
as

X" = Xm+d" (B.6)
where
dcosym
d"= | dsinym (B.7)
o

with the distancel and rotationa separating the two frames. The anglas the desired
difference in heading between the leader vessel and theerefe vehicle, and defined in
the body frame. Expressed in the NED frame, (B.6) becomes

Xr =J (Xm) X" = Xm~+J (Xm) df" (B.8)

Taking the time derivative through

3 (Xm) = J (Xm) S(Fm) (B.9)

whereS(ry) is the skew-symmetric matrix

0O —-rm O
0O 0 O
we get .

INote that the position of the vehicle in the body-frame dasshave any immediate physical interpretation
as the integrayé vPdt, but its mathematical representation is still valid.



In component form this is equivalent to

Xr = Um COSWm — Vm SiNWnm — drm COSym SiNWm — drm Sinym CoSPn (B.12a)
Yr = UmSiNWm+ Vm COSWm + drm COSYm COSWm — dim Sinym Sinm (B.12b)
By investigating (B.12a) more closely, we can rewrite tlis a
Xr = COSWm (Um — drmSinym) — SiNWnm (Vi + drm COSYm)
= \/(um— drmsinym)? + (Vin+ drmCosym)? (cosymeosa —singmsina)  (B.13)
where we have
cosar = Um — dfmSiNYin (B.14)
\/(um — drmsinym)? + (Vim+ drmCosym)?
sina = Vim — Afm COSYin (B.15)
\/(um — drmsinym)? + (Vim+ drmCosym)?
Similarly, we can rewrite (B.12b) as
Yr = SinWm (Um — drmSinym) 4+ COSWm (Vm + drm COSym)
= \/(um— drmsinym)2 + (Vm+ drmcosym)2 (sinymcosa + cosPmsina)  (B.16)
and by using that . .
tang — sina Um — drmSinym (B.17)
COSO  Vp+drmCoSym
we get
P (Um—df mSinym) (Vm+drm coSym) — (Um—drmSinym) (Vm+df mCOSym) coda (B.18)

(Vin+ drmCOSym)?

The differential kinematic relationship for the referewedicle can thus be written as

Xr = \/(um— drmSinym)% + (Vi drmCOSym)? cos(Pm + a)

Vi = \/(um—drmsinym)2+ (Vi + dmCOSYim) 2 sin (Y + o)
'J»’r = 'J»’m+ a

(B.19)
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Appendix C

Details of Proofs

C.1 The Observer-controller approach

C.1.1 Proof of Theorem 3.1

Consider the Lyapunov function candidate
_ 14 g, =
Vi(s.€) = 55 M (x)s+e Kpe (C.1)
and differentiate along the closed-loop trajectories &/hiing (3.18) and (3.19) to get
V1(5€) =S (D(x,X) +Kq)S— e ATKpe+5"M (x)Le+ e LIK pe (C.2)
Furthermore, consider the Lyapunov function candidate
i
Vs (S,€) = ES Pis+ Ee L,e—¢e' P,s (C.3)

whereP; , are positive definite constants to be defined. Equation (€ {3)sitive definite
for

Pimlam > Piu (C.4)

Differentiating along the closed-loop trajectories anthg$3.14) yields

Vo (58) = -8 Ps—e Ly(A+Ly)e+e (L2+ (NLp)T P2)§+ (3P —&"P,)s

(C.5)
Combining (C.1) and (C.3) in
V(5658 = %?M (x)s+e'Kpe+ %ET PiS+ %’éTLz'éféT P,S (C.6)
and defining the shorthand
Ls:=A+Ly (C.7)
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the derivative along the closed-loop trajectories becomes

Q1
_ 1[s]"[DXX)+Kg O 3
V(S’e’s’ai{é] { e Ak, || &
Q2
1737 2P, —(L2+L§P2)H§]
_2|s ; >
21 e] [ —(L2+L3P2) 2L g -
Q3
17577 [DxX)+Kg ~M(X)L2 ][ §
2| €] M (X)L, Ellolg || €
Qa4
C17e]"[ A'K, LIk, ][ e B0
2| €] | -LIKp ElLoLs || @

where the constant parameger 1 is not used in the controller, but only as a parameter in

the stability proof. The perturbation terf-) is given as
B()=(EPL-EP)5S (C.9)

The termQ1 is positive definite trivially with symmetric positive defie gainsA, K, and
K4, and the conditions for positive definiteness@yandQ, are

&1 (Dm+Kpm)La,
Q>0 < £ GEAszh;.m | (C.10)
EINTL, WL
Q>0 ELZ’“—SJ“MS’”">1 (C.11)
LM,

To analyze positive definiteness @b, we must first analyse the perturbing tef-) of
(C.9). We recognize that

S=y-y (C.12)
and use (3.3b) to write )
B()=(8P.—€"Py) (meitm) (C.13)
Choosing the estimation update law as
= — (ML (0K p+L,)E (C.14)
and using (3.16) so that
Y=~ Ae= — (ML () K p+ L) &~ A(B—Ae+L9) (C.15)

Inserting this in the observer (3.15) as

~ o~

J-y=5-5= (M 1 (x)Kp+Lp)€ (C.16)
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gives the velocity and acceleration estimates used in theater as

~

X3 (C.17)
~A(B—Né+L8) (C.18)

y
y =
The perturbation term can now be written using (C.14) as

B()=-8P (M (x)Kp+L2)e+e P> (M 1 (x)Kp+Lp)&— (8P —€"Py) %m
(C.19)
Remark C.1 Note that the acceleration of the leadir, is present in (C.19) as non-
vanishing disturbance, and thus the origin of the closemplerror space is no longer
an equilibrium.

Equation (C.19) can be written as

B()=Ba()+Bn() (C.20)
where
Bo(-) =8P (M E(X)Kp+Lo)8+8 P, (M L (X)Kp+Lo)& (C.21)
and
B () =— (8TP1—€"Py) Xm (C.22)

The terms of3g (-) can be incorporated iQ; to give a new matrixQ, g defined as

Qg 2P, P1(M 1 (X)Kp—L2) — (L2+LIPp)
2P Pr(M 1 (x)Kp—Lp) = (La+LIPy)  ZLoLz— P (M1 (x)Kp+Ly)
(C.23)

Choosing for simplicity?; = I, and we have thad, g is positive definite for the choice of
P, =L, when

%Lz,mLs,m* L%,M (MnKpm+Lawm)

Q 0
2p >V [(M mK oM — LE,levm)]z

>1 (C.24)

where the positive definiteness can be ensured throughgidiménfilter gainA of (3.2) in
(C.7).
The perturbing term of (3.26) can thus be bounded as
B () < (ISl +Lam[€l]) Am (C.25)

with the ultimate bound in Definition 2.1 as

5=1/1+LimvAu (C.26)
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C.1.2 Proof of Theorem 3.2

By inserting the controller (3.33) into the model (2.27) and\ssumption 3.1, and by
subtractingVl (x) Xm+ C (X, X) Xm+ D (X) Xm on each side, the closed-loop error dynamics
of the controller becomes

M (x)&+C (xi) e+D(x)e+Kge+Kpe=M (x) (im_ xm) (€.27)
+C (xi) X — C (%, X) Xm + D (X) Xm — D (X) Xm — K g (E_'e)

The Coriolis and Centripetal terms can be collected as

c (x&) R — C (X, %) %m = C (X, %) ('Nef 2%) +C (x&) (’5Z+ é—E) (C.28)
from PropertyP2, and due to
Xm— Xm = €—X, Xm — Xm = i (e—x) (C.29)
the resulting error dynamics from (C.27) is
M (x)&+C (x&) e+ D (x)e+Kge+Kpe=M (X) % ('Ne—i) (C.30)

+C(x,X) (’g, Zi) +C (x&) (§+ éfE) +D(x) (’éfi) +Kqe
From the observers of (3.34) and (3.36), the estimatior elgoamics becomes
d -

%'E: M (x) "t [c (x,%)i_zc (X,%) X — D (X)X — 2K pé] +LoX—2L6—%n (C.31b)
and
X Lax (C.32a)
a — A~ Lkxi .
a= M (X) {C (x,x)x—ZC (x,x)x—D(x)x—er} —Loe (C.32b)

By defining a new set of coordinates
e=e—Xm Xm=€—X
e=&—Xm Xm=&—X—L1%m (€39
the synchronization closed-loop error dynamics of (C.20) loe rewritten as
M (X) &+ C (X,X) €+ D (X)e+Kge+Kpe =M (X)L1Xm+D(X)LiXm— K,  (C.34)
—C (%) (X+La(R—%Xm) ) +C (X X+ LX) (8= Lakm) +Kg (XL 1 (X+ X)) X
and the estimation closed-loop error dynamics of (C.31)(&n82) as
Xim=—M (X) 2K p (X4 Xm) — L 1Xm — L oXm — Xm (C.35)
X=—M (X) "Kp(X+%Xm) — L1X— L2 (X+Xm)

M0 [C ()X LK) ~20 (i D00 (ke LaR)
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Stability analysis

Consider the vectof € R®" as defined in (3.45) and take the Lyapunov function
1+
V(§)=350PQ)y (C.37)

whereP () =P (Z)" is given by

M (x) AoM (X)
€ AoM (X) K p + MoKy 0 0
| p (Xa)!
P(()= 0 - 0
Q) HE) L
I y(X)|
0 0 -
{ y(x)I  Lo» }
(C.38)
wherel € R™" is the identity matrixgo, Ag, Ho, Yo € R are positive constants
Ao >0, Lo > 0, Yo > 0, &>0 (C.39)
to be determined, and (Xq) andy(X) are defined by
~ Ho o~ Yo
Xd) = —, X) = — C.40
Sufficient conditions for positive definitenesshf() are
Kdm > AoMm, Lom > max{ g, ¢} (C.41)

whereMy is the largest eigenvalue ™. By choosing the minimum eigenvalues of the
gain matrices. 1 m, L2 m, K pm, Kgm to satisfy a set of lower bounds, and together with the
boundedness qf (Xy) andy(X), this implies that there exists constaRtg andPy such
that

1 1
SPmlld* <V () < SPuld? (C.42)
The time derivative of (3.47) along the error dynamics of(3- 3.42) yields
V(§) =—-¢"Q() ¢ +B(E X %m) (C.43)

where

B (Z,%%m) =& [€" +Ac€"| C (x,'ﬂ Lli) [€— L1Xm] — £0A0@' C (x,X) €

— & [€" +A0e"| C(x,X) ['ﬂ Ly (i—im)} — & [€ + A0’ | D(X) [e— L 1Xm)

. . . (C.44)
+ [iT + yﬂ M1 (x) [c (x,?+ Lli) —2C(x,X)— D (x)} [m Llﬂ
+ 80T M (X) &+ VXTX+ [IX X — ['i; n I,&H S
andQ () = Q()" is given by
Qu Q2 Qis
Q=| Q, Qx Q (C.45)
QIs Q-£3 Q33
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with the block matrices

[ Km=2AM 0
Qu= 80[ 0 MoK } (C.46)
=2 c.47
Q12 z[AOM(x)Ll Ao (K p—Kml1) (C.47)
750 —Km —Kml1
Q13E{—A0Km —)\oKle] (C.48)
[ L1— Hol F(ME(x)Kp+pLy) }
- C.49
Q2= | A ML Kp L) (MK L) (€49
[ 0 IMT(x)Kp ]
= C.50
Qa3 | (M7 Kp+L2) 3 ((u+y)MKp+yLo) (C-30)
Ly—yl F (ML (x)Kp+yL1) }
= C.51
Qa2 L LM 10Kp+yL1)"  y(M T (X)Kp+Lo) (€51
From the definition in (3.49) it follows that
T Y (. e A €52
e 1T+ Rl )™ " '
VXX = —y XX \eTo o VOH'XHZ (C.53)
1+ x| - '

wherepp andyp are upper bounds om (Xq) andy(X), respectively. The definition of the
inertia matrixM (x) implies that

~ 9= a'\g—ix)x (C.54)

and since < M < [|[M (x)|| < Mm and the fact thax only appears as an argument of
trigonometric functions iM (x) it can be concluded that

M pm1X]] < M ()| < M pu ] (C.55)

Using Properties P3 and P4, and introducing the vefias

a8 = (8], 1@ ||| 1%t %] . 0] (C.56)
an upper bound for (C.43) is
V(@) < llanl (a0~ Quanllgnll + az 1an]1) (C.57)

whereQn m is the minimum eigenvalue of the mat@y = Q[ given by

Qi1 Qizy Qusy
Qv=| Qf; Q Qa3

(C.58)
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where
Kgm+Dm—AoMm Q12 }
=& ’ C.59
Q11 |: 012 MoK B ( )
& | —MmLim —DmLlim  Kpm—Kgmblim —CmVim
& : , : mbz C.60
Quay =3 { —AoMmL 1M 024 ] (C.60)
& CuVm —Kgm CuWmbim —Kgmblim
=20 ! : ML, c.61
Quay 2 { Ao (CmVm —Kgm) Ao (CuVmLim —Kgmlim) (C.61)
[ L1im— 2o 2 (MK pm + HoL 1m) ]
= ) ’ ' C.62
Qzay L % (MrTle p,MJFUOLl,M) Ho (M %1K p,m+ I-2.,m) ( )
0 MK pm ]
_ b C.63
Qza L 3 (MatKpm+Lam) 3 ((Ho+yo)MytKpm+ Yol am) (C.63)
Qaz = [ Lim—2y0+2M;'CrViv +M;'Du Os6 } (C.64)
L Os6 Oes
1
Q2= 5/\0 (CmVM — MMV + D) (C.65)
O2a = Ao (Kpm —KgmL1m —CmVv —DmLl im) (C.66)
1
Gs6 = 5 (MK pm+ oL im) +Mp'CuVin (Lim + 6) + My "D (Lm + ¥o) (C.67)
o6 = Yo (M K pm+Lom+2M ;'CuVmL 1m+M "Dl 1m) (C.68)
andag anda, are positive scalars given by
o = (1++/Ho) v/Am (C.69)

az =1/ 8 Mm'CuAm (\/%—F \/E) +1/&Cwm <1+ \//\_o) (Ll,M +2\/E)
+ & (\/@ (1+2y/Eim) + /2o Mpu +CM)> (C.70)
+ v &Ao (2\/(:_|v| (1+ \/Ll,M) + \/M pM JrCM)

+MplCu (5+ Yo+2Lim+ \/VOLl.M +LiM +w+Limvo+4/8 VoLl,M)

Choosing the gain& p,Kq,L1,L> and the constantsy, Ag, Lo, Yo such thatQy is posi-
tive definite suggests that the coordination observerrotlet scheme can be treated as
a perturbed system. Equation (3.47) together with (3.5@)Rmoposition 2.1 allows the
conclusion of local uniform ultimate boundednesgefand consequently af. Through
the coordinate transformation defined by (3.46) it follohatithe original statg in (3.44)

is locally uniformly ultimately bounded. Moreover, sinag depends explicitly o1y,

y» in Proposition 2.1 can be made arbitrarily small by a propeice ofL 1 1, and thus the
ultimate bound for] can be made arbitrarily small. Also note that the region hation

is given by
A= {x R | x| < H%\/Pmlm} (C.71)
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Since the size of the region of attractiiis proportional to/, this region can be expanded
by increasingy,. Thus the closed-loop errorg are semiglobally uniformly ultimately
bounded.

The ultimate boundedness result is due to the non-vanishigtgrbance from leader
acceleratiorkm. Under the assumption of constant velocity of the legdar=0), the
derivative of the Lyapunov function (3.51) is reduced to

V() < [IZn]* (—Qnm+ a2]|dn])) < —k (12Nl (C.72)

since (C.71) guarantees th@g m > a2 ||{n||. Semiglobal exponential convergence to zero
of the closed-loop errorg = T for leader acceleratioiky, = 0 follows directly from
(C.72).

C.2 The Virtual vehicle approach

C.2.1 Proof of Theorem 4.1

Consider the Lyapunov function candidate

1 1
7 L,z+Z7"e, (C.73)

1
VV(Za e\/)zie:lre\/'i_z 2

which is positive definite fok» , > 1/4. Differentiating along the closed-loop trajectories

. 1 1 1 1
W (z 8) =€ (Llil) o 22"l 2 Lie - (eHEZT) Iom)ve  (C.74)

It follows through Proposition A.2 that

1 1/A , 1 5
- <Z(= S )
52 Llivs s (2'-1.,M levll® = 5y Lam 2] (C.75)

and the relation using (4.2)

(17 1 3Vm Ta, T
(4377 ) 30mve < (Il + 31D ) o < 5 (e D) (€76

that (C.73) can be rewritten as

. 1 A 3Vm
W L —L
)< (L5 Gl gy ) e

1 1 3Vm
3 (Lam gm0 2 c17)

since||J (x)|| < 1. Designing the gain matricés, andL, asLim </¢Lim, i € {1,2}, for
somel > 0, it follows throughA = 2/¢ andd, as any given positive constant that the choice
1 A 3Wv

Lim—zs—=Lim—5577—=—=1 C.78
2T AN T 2 (e, 2)] (7



THE VIRTUAL VEHICLE APPROACH

gives

2 1 3 4, 3Wm
<14—€€)L17m§ﬁ1 = L1.,m—3+5v (C.79)

and the choice

1 1 Vi >

(Lom— mclim— oM ) g C.80

2< 2 A 2] (€89)
gives
1 ¢ 3V 302 2\ 3V
§<L2,m—ZL1,m—TM)=1 = L2,m=2+7+<1+Z)TM (C.81)

The choices of (C.78) and (C.80) generates the followingidaf the derivative oY

lel?+l2?>& = Wze)<—leal®—|2. (C.82)

C.2.2 Proof of Theorem 4.4

Sketch of proof: We can combine the Lyapunov functions as
V(N)=W(ze)+Ve(eed) (C.83)

and write the derivative of (C.83) by bounding the terms as

Q1
- T l
Lo E e} {—K m ko1 He}
V < — = . 2P . C.84
M==31 el | | Tkor 18TMm || le] (C.84)
Q2
ARE H IKpm  —Kam—Kpm H e ]
2| 171l —Kam—Kpm  2KamBy'Am (Al
Q3
g[8l H AKamBy'Am kot ~AfiMu } { 19] ]
ARE] “kor—AlMy 1BTMp, le|

2 2 ~i12 2 2
—Ne, [[&v]|” = Az [|Z]|” — (Ner + Ae2) [|€]1° = Nelel]” — eNs |||

137



C. DETAILS OF PROOFS

where
() (MmL1m+3) Vi
Mo, =Lim—=— Loy — M
ST ez
1 1 (MmLav+3) Vi
A== Lom— =Lim— M7
; 2(2‘“ 2 M ez,
1 . .
/\'elng—rll—qu*MM*sz(HeH+H19||)*|(D2||XvH*CM(He”‘i’Hﬁ”)*ZCV”XvH
€7 . (MmL1m +3) Vi
Neop ==B M+ kg — Cv [|Xy|| — —
e2 3 m'Vim kd VH VH ||[e\/,2,e]||
1 1 . .
Ae =K pm— Skoz %]~ Cv 1%
l 1 & . .
Ny :EKd,mBM Am—€eKgm — Ekozllva —&Cy x|
(C.85)
through

MmLim +3)Vm
I[ev. . €|

. 1 .
(Mo o+ 5 121 < (P + 217 + &%) (c.86)

Positive definiteness requires

Q1> 0=KpmBmMm > 6k3;

Q>0& KpmKdmAm >¢
4Bu [K pm+Kam]” (C.87)
Qs S0 Kd.,mAmBm'\/I m

6Bwm [Kor + AnuMw]?

Through the definition oky in (4.16) constants are positive for

BnMm— 3M -
Aoy >0& T M >
6 (kpo+Cnm+(3kp2+Cv ) (Lim+Lam))
KdmAm— 26K g mBwm .
Ng >0& . . > C.88
? €Bm (kp2+2Cv) (Lim+Lam) Inl ( )
Kom -
Ne>0s P. >
¢ (kp2+2Cv) (L1im+Lom) Inl
where
BmnMm—3M
A =min mem SMu , (C.89)
6 (kp2+Cwm+ (3ko2+Cv) (Lym +Lawm))
Kd.,mAm_ZSKd,MBM Kp,m }
€Bm (kp2+2Cv) (Lim+Lom) (ko2 +2Cv) (Lim+Lom)
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Choose the minimum eigenvalues of the gain matriceandL » large enough using the
same reasoning as in Section 4.1.1, and satisfying

343 ¢ 2MmV Vi
[ mtVm M
Lim=—2+—, =2+ -4+ —FF— )Lim+3—=— C.90
RETVT 2m (4 5, ) LTS (C.90)
ensures thahg, and/\; are positive as
Al >01=Ne, =Nz=1 (C.91)

The regiond; to which the solutions converge can be reduced by enlatgingandL 2 m.
Defining constants

> 3
a:=Cyv(Lym+L2am), bi:gBLMm-de’ c:= (MMLLM-FE)VM (C.92)

the termAg; is positive wherb > 2,/ac, and the two distinct roots are

b+ /b2 —4ac b—+/b?—4ac
Dy = —>a &= B a— (C.93)
such that
Lo > ||| > & (C.94)

The lower bound, can be decreased and the upper baindan be increased by increas-
ing the gainB, in b, and

lim Ap = oo, lim & =0 (C.95)

Bm—o Bm—

The region to which the solutions converge is tlius max{d; + &}. Through the de-
pendence of the gains in the radiusdland by Corollary 2.1 the closed-loop errors are
uniformly practically asymptotically stable.

To investigate the region of attraction there exists pasitionstantsr; and a, such
that

~2 ~ ~2
a[[nf|”<V(t,n) < az|n]| (C.96)
since from (4.54)
1

V=g Mm|[élf* + K pm|e]® + ||19H +Lomlizl®+ [lev]? (C.97)

and thus . K .

. d,

ay = me{Mm BMm Kp,m,4 Lzﬁm} (C.98)

Similarly, an upper bound ov is

1 1 Ky
V< (6+3) Mo 12+ [Shaaes a3 et S22 |9 22 Lo 5122
(C.99)
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and thus
B 1 € 1 1 Kam 1
azmax{ {(EJr 2) MM} , {ZMMJF ZKP’M} '3 {SMM + B, } 1, {LZM#L 2]}
(C.100)
The region of attraction thus contains the set
~ . ai
Nl gA:m|n{A1+Az}1/a— (C.101)
2

The region of attraction can be enlarged by increaAitigrough a suitable choice &fp m,
Kd,m Am andBp, and thus suggest semiglobal stability. The closed-looprgiof (4.7-
4.8), (4.43) and (4.50) are uniformly semiglobally praalig asymptotically stablem



Appendix D

Additional background

This appendix presents an overview of the single-objectianatontrol schemes used
throughout the literature. These control schemes have thedasis for the development
of a large class of multi-object coordination schemes, hedthemes are compared to the
motion coordination schemes proposed in this thesis.

D.1 Tracking approaches

This section presents and classifies a number of trackingbappes. Many of the defi-
nitions are used interchangeably in literature among whffeauthors, and an attempt is
made to give an overview of the different approaches. Thii@eis based on Kyrkjebg
and Pettersen (200h

The definition of tracking can be stated in compliance witedem (2002) as

Definition D.1 When the objective is to force the system outgtit g R™ to track a de-
sired ideal output y(t) € R™, it will be defined as a tracking problem.

The problem of controlling the output of a system to a refeeecan be viewed with
different applications in mind. One of the approaches ispihiat stabilizationproblem,
or parking problem (Frezza (2000)), that consists of steean object to a desired end
configuration irrespective of the system behaviour betwibeninitial state and the end
configuration. In this problem the referenggis stationary, and it is common to refer to
Yq @s a set point, and to the problem aggulationproblem Khalil (1996).

In the path followingproblem the reference is non-stationary, and the objeive
have the object reach and follow a predefined geometric curvéhe definition of En-
carnacao and Pascoal (2001) the path is stated without enpotal specifications, while
in the definition of Skjetnet al. (2004), Aguiaret al. (2004), Frezza (2000) and Fossen
(2002) the path is parameterized with a continuous pattabbai Using the definition of a
parameterized path from Fossen (2002) as

Definition D.2 A parameterized path is defined as a geometric cyg@) € R™ with
m > 1 parameterized by a continuous path variabBle

the path-following objective for the system can be statedHe desired geometric path

ya(60) € R™: 6 € [0,0) (D.1)
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as driving the path following error

er(t) =y(t)—ya(6(t), t=0. (D.2)

to zero (Aguiaet al.(2004)). Note that there may be constraint¥dhat reflects the phys-
ical limitations in velocity and acceleration of the obgcthe trajectory tracking problem
is a specialization of the path following problem where thththas been parameterized in
terms of time @ (t) =t), and the trajectory tracking error reduces to

er()=y(t)-ya(t), t>0. (D.3)

To further define the motion coordination problem, Skje®@®06) has defined the manoeu-
vring problem inspired by Hauser and Hindman (1995), wheeentanoeuvre is a curve in
the input and state space that is consistent with the sysyeamnaics

Yo ={(xa(6),uqa(6)) €R"xR": 6 € R} (D.4)
for the systemx = f (x,u) with x € R" andu € R" if

dxq (6)
do

The specific parameterization used is unimportant - the maneyy is the curve, and thus
an infinite number of trajectories may give rise to the sameaeavre. The manoeuvring
problem consists of two tasks; the geometric task to foregtth following error to zero

lim [y(®) ~ya(8()[=0,  B(t)€R (D6)

— f(xa(6),us(8)) OER (D.5)

and the dynamic task that takes care of any time, speed oleaaiien assignments con-
sistent with the system dynamics (Skjegtel. (200L)).

Al-Hiddabi and McClamroch (2002) designed a manoeuvrelatigun controller from
a trajectory tracking controller by introducing a suitabtate projection, and applied the
results to the flight control problem, while a recent resuguiaret al.(2004) highlighted
the fundamental difference between manoeuvring and tajetracking by demonstrating
that performance limitations in trajectory tracking dueuttstable zero-dynamics can be
removed in the manoeuvring problem, and that the trajedtacking approach introduces
performance limitations that are not a consequence of thiglgqm to be solved, but rather
of how the problem solution is approached.

Hauser and Hindman (1995) addressed the problem of congerstable tracking law
to a stable manoeuvring law through a projection mapping timt manoeuvre to select
the appropriate trajectory time for feedback linearizatglelinear systems, and applied this
technique in a flight control problem. Skjeteeal. (2004) used the mapping of Hauser
and Hindman (1995) to solve the output manoeuvring probtemmtiltiple vehicles using a
speed assignment as the dynamic task parameterizatioth@mdynchronized the param-
eterization variablé for each vehicle along their reference trajectories. Thigrgntees
that every vehicle is synchronized to the others with reisfzethe path parameterization
variable.

Encarnacao and Pascoal (2001) combined the trajectoringaand path following
problem in coordinated control of an autonomous surfack &C) and an autonomous
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underwater vehicle (AUV) in a leader-follower scheme. Idarto coordinate their be-
haviour despite deviations due to wind, waves and currémgsauthors forced the follower
- the AUV - to track a projection of the leader - the ASC - on a-siimensional nhominal

path. The approach guarantees that the AUV converges tooténal path, and on that
path tracks the projection of the ASC. In this way, the timeapgeterization of the path -
the trajectory - is only available in an implicit manner deg@ig on the actual position of
the ASC through the projection mapping.

Tracking control in terms of path following, trajectory ¢kdng or manoeuvring is suf-
ficient in control applications where the reference is a efie@d curve not subject to any
disturbances. If the reference for tracking control is gatesl by a physical system with
disturbances modelled by

Xg = fq(t,Xg, Ug, Wq) (D.7)
Yd = hq(t,Xd,ud,Wq)

with xg € R" as the statayy € R" as the control inputyg € RS as a disturbance input and
yq € R™ as the output, some sort of feedback from the actual statbs oéference system

must be introduced to account for the effect of these distucbs in order to assure good
tracking behaviour. If the tracking systems with disturtsare modelled similarly as

X f(t,x u,w) (D.8)
y =h(t,xu,w)

themulti-object tracking problersan be stated as

Definition D.3 When the objective is to force the system outgtitayu, w) € R™ to track
a dynamic desired outpugt, xq, Ug,Wq) € R™ to provide a joint motion, it will be defined
as a multi-object tracking problem.

An asymptotic multi-object trackingcheme is feasible in the absence of input disturbance
w andwy, or for certain types of disturbance inputs where it is galsgio achieve asymp-
totic disturbance rejection (Khalil (1996)). The asymmtaonulti-object tracking problem

is thus to drive the tracking error

e(t):y(t,X,U,W)*yd (t,Xd,Ud,Wd) (Dg)
to zero asymptotically as
fim |y (t,x u,W) —ya (t,Xa, Ud, Wa) | = O. (D.10)

For general time-varying disturbance inpuft) andwg (t) it might only be possible to
achieve asymptotic disturbance attenuation, and thusathieat law can only achieve uni-
form ultimate boundedness or practical asymptotic stgbilf the multi-object tracking
errors. Note that local, global or semiglobal results atdithrough the motion control
law refer not only to the size of the initial state, but als¢hte size of the exogenous signals
yq andw (Khalil (1996)).

There is a fundamental difference between a tracking schvemeee the different ob-
jects have individual tracking controllers that contradsle object to predefined paths, and
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a tracking scheme utilizing some sort of feedback to synalaexthe tracking objects to the
actual states of the reference object. Synchronizationlisgresent in the planning phase
for pure trajectory tracking or manoeuvring schemes, wifieemanoeuvring scheme of
Skjetneet al. (2004) and the combined path following and trajectory trackingraach
of Encarnacao and Pascoal (2001) synchronize the planiedioer during the execution
of the scheme. Both the latter approaches synchronize feetstio points on predefined
paths, rather than to arbitrary points in space. In thisishéise objects are synchronized
to the motion (position and velocity) of the reference objeegardless of whether this
follows a predefined path or not. The objects are synchrdniz¢he whole state space,
not only in their forward motion with respect to the predefipaths. This circumvents the
need for any knowledge of planned manoeuvres altogether.



Appendix E

Simulation and experimental
environments

This section provides an overview of the mathematical nedskd in simulations and
practical experiments for the Underway Replenishmentatjmer to validate the proposed
coordination schemes of Chapter 3 and 4. The mathematicdéismare available from
extensive model tests, and can be found in Skjetred. (2004a), Wondergem (2004) and
Knudsen (2004).

E.1 Simulation environment

Simulations of the Underway Replenishment operations werormed in MATLAB us-
ing the mathematical models of the model surface ships Gyietl and Cybership Il of
Section E.3. Simulations serve as an illustration of therbtcal stability properties of
the proposed coordination schemes of Chapter 3 and 4, ardpgeiormed in an ideal en-
vironment with no waves, winds, currents or measuremersendn the simulations, a ref-
erence vehicle (see Section 2.2.5) was designed to provddsieed position and heading
for the follower vessel, and the leader was controlled toktgasine trajectory to illustrate
coordination of the ships for a non-trivial manoeuvre. Tifageictory and the mathematical
model of the leader were unknown to the follower, and onlypbgition and heading of the
leader were available as output. The mathematical modéleofdilower was considered
known in the coordination schemes, and the velocity of tHevier was considered known
in the motion coordination schemes of Sections 3.2 and A®uaknown for Sections 3.3
and 4.3.

E.2 Experimental environment

Experiments were performed in the Marine Cybernetics Latooy (MClab) at NTNU
(see Figure E.1). The MClab is approximately 406145mx 1.5m, and is equipped with a
ProReflex motion capture system that gives 6 DOF positiorosiethtation measurements
for the two surface vessel models. The ProReflex systemsatsridifour infrared cameras,
four or five active markers on each model ship and a computg?@sIPC) which sends the
6DOF measurement position data to the vessels via a wirBtéssnet connection.
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Figure E.1: Pictures of Cybership Il (left) and basin (rightMClab, NTNU.

A limitation in the experimental setup limits the number @&fsgels that can receive
real-time position measurements to only one, and thus fpemments with two physical
models in the basin, only the follower vessel receives mosihformation of the two ships.
In this scenario, the leader is manually controlled usirayatjck based on visual feedback
only. To allow a direct comparison between the theoretieslilts and the performance in
practice, a different experimental setup utilized a nogsjdal virtual model ship running
on a computer, and controlled to track the desired sine wajectory. In this setup,
only the follower vessel manoeuvres in the basin, while #aglér vessel exists only as a
mathematical model with a controller running on a computer.

Remark E.1 Note that the scenario with only one model ship greatly impsithe perfor-
mance of the position measurement system in the basin is t#ravailability of measure-
ments. However, no ship interaction through drag forcesvben the ships, known as the
Venturi-effect (cf. McTaggast al.(2002)), are experienced in this scenario, and only the
follower ship experiences waves and disturbances, andtbalposition measurements of
the follower are contaminated by measurement noise duhiagkperiments.

In the scenario where both the leader and the follower vesasd physical model
ships, both ships experience disturbances, waves, andgdusitions are contaminated
by measurement noise. However, limitations in the cameaseth position measurement
system causes frequent drop-outs of position measurenvbets there are two physical
ships is the basin, which greatly reduces the quality of teasarement. Furthermore, due
to the limitation on the distribution of position measurenss only the follower can receive
position measurements. Thus, the leader must be contmikaalially using a joystick
which renders the comparison between theoretical simutatand practical performance
in experiments difficult.

Measurement errors for a single marker were less than 4 mohwioen the distance
from the camera was increased, or there were two physigas shithe basin with active
markers, an increasing rate of measurement drop-outs vpesierced, and the accuracy
of the measurements decreased.
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Ethemet
Nypospc =

Cybershiplll

Cybershipll

Figure E.2: The MClab experimental setup (Knudsen (2004)).

Each ship has an onboard PC, and communicates with an ags$agiep PC through
a wireless Ethernet link (Figure E.2). The model Cybershipés assigned as the leader
vessel (designated as thminvessel in the underway replenishment scenario) in the exper
iments, and was manually steered by joystick control thhaau§ujitsu-Siemens Lifebook
E with a Pentium M processor and 512 MB RAM running Microsofindéws XP Pro-
fessional. The model ship Cybership Il was assigned as tlosvier vessel (designated as
thesupplyvessel in the underway replenishment scenario), and wadaned using a Dell
Latitude D800 laptop with a 1.6 GHz Intel Pentium M proces542 MB RAM running
Microsoft Windows XP Professional.

A wave maker system consisting of a single flap covering thdthwof the basin was
available for generating waves in the experiments througgnérolled motor which moves
the flap with a predefined wave spectrum. The wave-makerraysges set to give waves
with a JONSWAP (Joint North Sea Wave Project) spectrum duttie designated exper-
iments with waves. The significant wave high was set.@lth and the peak-period to
0.75s.

E.2.1 Cybership Il

The surface ship Cybership Il is a Froude scaled (1:70) msuaigply vessel with length
1.3m and weight 24kg. The ship is actuated through two rpmrotiat screws with two
rudders at the stern, and an rpm-controlled tunnel bow targgigure E.3). The max-
imum actuated forces are 2 N in surge, 1.5 N in sway and 1.5 Nyaiv) and the KPL
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thrust-allocation algorithm of Lindegaard (2003) is enygld for actuation in all degrees of
freedom. The onboard PC is a 300 MHz embedded board compititet®8 MB SDRAM
running QNX Neutrino RTOS.

Figure E.3: Cybership Il thruster configuration (Knudse®02)).

E.2.2 Cybership Il

The surface ship Cybership Il is a Froude scaled (1:30) mofighore vessel primar-
ily built for testing dynamic positioning (DP) systems. dtequipped with two azimuth
thrusters at the stern, and one azimuth thruster and oneltthraster in the bow (Figure
E.4). The onboard PC is a NS GX1-300 MMX with 512 MB SDRAM andsitunning
QNX Neutrino 6.2 RTOS. The overall length is32n and the weight is approx. 75kg.

o
b |

Figure E.4: Cybership Il thruster configuration (Knuds2a@4)).

E.2.3 Control implementation

The software is developed using rapid prototyping and aatmntode generation with
Opal RT-Lab and Matlab/Simulink. Opal RT-Lab builds a dmited model from the
Simulink model and loads this model to the target PC onbdediéssel where it is com-
piled. The experiments are controlled and monitored usihgla/iew interface. Figure
E.5 shows a simplified sketch of the implementation architedn the experimental setup.
The LabView interface controls and monitors the followessa& during experiments, and
allows the user to change the distance between the refevehiele and the leader ship
online, and to reset experiments and logging variablesurBig.6 shows a screenshot of
the LabView interface during experiments. Note that a gieglvisualization tool is also
available for the data collected in the experiments (Daeiggdt al. (2004)).
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Figure E.5: Implementation architecture for control impentation (Knudsen (2004)).
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Figure E.6: LabView interface during experiments (Knud&904)).
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E.3 Mathematical models

The mathematical models of Cybership Il and Cybership k&l @lotained through model
tests using force sensors, and hydrodynamic software ctatigos. The mathematical
models are given in the body reference frame, and body-fiedatities arev = [u,v,r]T

in surge, sway and yaw. Note that for surface ships congidiera 3DOF situation on
the surface with heave, pitch and roll negligible, the gsaand buoyancy vectay(x) of
(2.27) is zero.

E.3.1 Cybershipl

The inertia matriXM ,, Coriolis and centrifugal matri, (v), and the nonlinear damping
matrixDy (v) = D) + Dy (v) of (2.27) for the surface ship model Cybership Il are

(258 0 0
My=| 0 338 10115 (E.2)
| 0 10115 276
i 0 0  —338v-1.011%
Cy(v)= 0 0 258u (E.2)
| 338v+1.0115 —258u 0
(072 0 0
Di=| O 08896 725 (E.3)
| 0 00313 190
[ 1.33Ju| +5.87u? 0 0
Dn (V) = 0 365|v| +0.805r| 0.845v|+3.45]r| (E.4)
i 0 3.96v| —0.130r| —0.080V| +0.75/r|

E.3.2 Cybership llI

The inertia matrixM,, Coriolis and centrifugal matri, (v), and the nonlinear damping
matrixDy (v) = Dy + Dn (v) of (2.27) for the surface ship model Cybership Il are

(769 0 0
My=| 0 769 277 (E.5)
| 0 277 204
I 0 0  —769v+1.07r
Cy(v) = 0 0 0.006u (E.6)
| 769v—107r —0.006u 0
(122 0 0
D=| 0 119 059 (E.7)
0 059 437

Note that the nonlinear damping terms have not been ideshfilieCybership 11, and that
these terms are in general difficult to identify. Due to thenored control with a joystick of
Cybership Il during experiments, the lack of identified hioear damping effects have no
practical significance for the experiments.



