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Abstract

Reports of software a development projects thas mmhedule, exceeds budget and
deliver products with poor quality are abundantha literature. Both researchers and
the industry are seeking methods to counter thhesels and improve software quality.

Software Process Improvement is a systematic apprmaimprove the capabilities and
performance of software organizations. One basa id to assess the organizations’
current practice and improve their software proaasshe basis of the competencies
and experiences of the practitioners working indrganization. A major challenge is to
create strategies and mechanisms for managingarglend updated knowledge about
software development and maintenance. Insights friv@ field of knowledge
management are therefore potentially useful inmsaor process improvement efforts to
facilitate the creation, modification, and sharimj software processes in any
organization.

In the work presented in this thesis, we have nadeverview of empirical studies on
the effect of knowledge management in software reegging. We have categorized
these studies according to a framework and we tdpalings on the major concepts
that have been investigated empirically, as welhasresearch methods applied within
the field. We have also investigated two main egas for knowledge management,
codification and personalization, through the aggilon of four concrete methods in a
software process improvement setting: MentoringtidRal Unified Process, Process
Workshops and Post Mortem Analysis.

We have classified the work in this thesis witltiree main themes:

RT1: Previous research on knowledge management software engineering.

RT2: Application of knowledge management to improvethe software process
through codification of knowledge.

RT3: Application of knowledge management to improvethe software process
through personalization of knowledge.

The main contributions are:

C1l: An overview of the research literature on empiical studies of knowledge
management in software engineering.

C2: A method for tailoring the Rational Unified Process to the development
process of a software consulting company.

C3: Improvements of the Process Wrkshops method by contextualization.

C4: Improvement of the root-cause analysis phase dhe lightweight Post
Mortem Analysis for more effective project retrospetives.

C5: Proposed methods to increase the learning effeof mentor programs in
software engineering.
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1 Introduction

This chapter outlines the context and motivatiartiie research presented in this thesis.
Research questions and claimed contributions aedlybpresented together with a list
of the papers. Finally, a thesis outline is present

1.1 Problem Outline

The research literature is filled with reports ofteare projects missing their schedules,
exceeding their budgets, deliveries of softwardn\pihor quality and in some cases even
wrong functionality. Both researchers and the safewvindustry are seeking methods
counter these trends and improve productivity asftivare quality. One approach to
building better software products is software psscenprovement.

The fundamental belief of software process imprometms that improving the process
will lead to improvements in the final product. Aadic idea is to assess the
organizations’ current practice and improve theitwgare process on the basis of the
competencies and experiences of the practitionerkimg in the organization.

Since an organization’s software development prastiare ultimately based on the
knowledge and competencies of its software devetoped managers, Mathiassen et al.
(2001) argue that software process improvementrteffdepend on the implicit,
individual knowledge of practitioners in an orgatien. To change software
developers practices, the organization should ingrohe practitioners’ existing
knowledge (both theoretical and practical) of itdtware practices. In other words,
knowledge about the new processes should be maddalde on different
organizational levels. A major challenge for softevarocess improvement initiatives is
hence to create strategies and mechanisms for mmgn&gowledge about software
development. Insights from the field of knowledgearmmagement are therefore
potentially useful in software process improvemefiorts to facilitate the creation,
modification, and sharing of software processemiorganization.

Lyytinen and Robey (1999) speaks of a learningufailin the software industry. Not
only do many companies fail to learn and improwarirprevious experience, in time
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they have also learned to expect to fail. Over timay companies have come to expect
and accept poor performance while creating orgéinizal myths that perpetuates short-
term optimization. Lyytinen suggest using knowledg@gnagement as a way to increase
organizational intelligence in order to overcomest problems.

In an introductory chapter in the book Managingt®afe Engineering Knowledge,

Edwards (2003) motivates the need for knowledge agement in software

engineering. He identifies six principal challengdgee categories of solutions, and
two overall strategies that can be employed. Thesethtypes of solutions are
technological-, people-, and process-solutions. The overall strategies are the
codificationandpersonalizatiorstrategies, suggested by Hansen et al. (1999).

In (Wickert, 2001) the authors examine challengasiniy small businesses when
implementing knowledge management efforts. Smalkiriesses are particularly
vulnerable to knowledge erosion, yet they seldokreltibe time and resources needed to
implement the knowledge management programs descrfor larger companies.
However, the authors suggest that small businessedenefit just as much from well
thought out knowledge management efforts.

In the following thesis we have investigated hovowiedge management can be used
to help small and medium sized software compamnngsave their software processes.

1.2 Research Context

The work in this thesis has been carried out as$ plathe SPIKE project. SPIKE,
Software Process Improvement based on Knowledgd=apdrience, is a R&D project
in software process improvement (SPI) and softvearality running in 2003 - 2005.
The main contractor was Abelia, the leading interggoup for knowledge and
technology based companies in Norway. The resepartners were: SINTEF, the
Norwegian University of Science and Technology, #&mel University of Oslo/Simula
Research Laboratory. The Information and CommuiticatTechnology (ICT) industry
was represented through 10 Norwegian companies. iftlestrial partners were
interested in improving their software projectsd amere seeking better and concrete
processes and methods that would help them detigdr quality software faster and
cheaper.

The main goal of the SPIKE project was to defingroved methods to increase
competitive power and add value to Norwegian ICSibesses. Important factors were
knowledge, competence, cooperation in networks, laathing and innovation, both
national and international. More specifically thisuld be achieved through:

* Empirical studies to assess the results of revisednovel methods and
techniques in industrial software projects.

« Common projects across companies to harvest, rafidereuse experiences and
knowledge. Innovation of new knowledge on methoadd gechniques and the
interaction between technology, organization andketa
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» Dissemination of results of acquired knowledge exypkrience.

» Active participation in national and internationfara to gather and spread
knowledge and experience.

» PhD scholarships linked to the participating unsuess.

SPIKE continued effort on similar themes in itsg@eessors the PROFIT project, in
2000-2002, and the SPIQ project in 1997-1999. Haltamore than 70 individual

industrial studies in 30 different companies hawerb carried out through these
projects. The results from the SPIKE project whigh to completion during the work
in this thesis, was published as a book in (Conradd6). The EVISOFT follow-up

project to SPIKE, has already started and has geeried funding in 2006 to 2010.

1.3 Research Questions
The overall perspective for all studies carriedasipart of this thesis was:

How can Knowledge Management (KM) be applied taw#oé Engineering (SE) in
order to foster Software Process Improvement (SPI)?

In order to go from our overall topic and goal pesific studies and research questions,
we have formulated the following questions:

What are we studying?

* We studied different approaches to software proeegsovement (in particular how
new process knowledge is created and spread thoougim organization) from a
knowledge management perspective in small and medsized software
companies.

Why are we interested in it?

» Because an organization’s software practices aimmately based on the knowledge
and skills of their software developers, we warttefind out how general theories
on knowledge creation and knowledge transfer cbeldpplied in the SE domain.
Particularly in an SPI setting, where the key @rale is to change practices.

Why would this be of any interest to anyone else?

* This benefits both the research community who gdesper insight in how the
general KM theory applies to a specialized settiaugg practitioners who gains
insight into how they can improve SPI initiativesdctively applying KM theories.

The thesis presents five studies where softwareegsimprovement initiatives were
studied from a knowledge management perspective. ddoperative nature of the
research meant that the companies involved hadjea impact of what technologies and
methods we studied. Based on the researchers ptvspen knowledge management
and the companies needs to improve their procesgsesagreed on four specific
methods that both satisfied the researchers’ gaat$ the goals of the industrial
partners: Mentoring, tailoring of the Rational Ued Process (RUP), Process
Workshops (PWS) and Post Mortem Analysis (PMA). Wéve formulated research
guestions that explore each of these technologiéshave grouped them into three
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main themes for this thesis. Our first researciméheoncerns mapping out the field and
investigating what has previously been done, oworseé and third research theme
relates to the two major strategies for managingwtedge mentioned in section 1.1.
We present the overall themes and questions biieftilis section, we give a rationale
for choosing each question in chapter 3.

RT1: Previous research on knowledge management in s@&teragineering.

RQ1.1: What concepts have been investigated empirieathin the field of
knowledge management in software engineering?

RQ1.2: What are the research methods used in studyingwledge
management in software engineering?

RT2: Application of knowledge management to improvestifevare process through
codification of knowledge.

RQ2.1: What do developers want from a knowletigeirsy tool?

RQ2.2: What are the limitations, benefits, prensges and cost of tailoring
and introducing the Rational Unified Process?

RQ2.3: How do available information, company eomitand goals affect the
result of process workshops?.

RT3: Application of knowledge management to improvestifevare process through
personalization of knowledge.

RQ3.1: How can knowledge transfer through a memtogram be improved?

RQ3.2: How do available information, company esmhtand goals affect the
learning effects during execution of process waooksi?

RQ3.3: How can sharing of project experience tigtoyroject retrospectives
be improved?

1.4 Research Design

The study of software engineering has always beemptex; the complexity arises from
both technical issues, human issues in developamhthe interface between humans
and systems. As the field of software engineeriagunes, there is an increased demand
for empirically validated results not just the cept analysis and proof of concepts,
which seems to have dominated the field so far4§12004). A recent trend in software
engineering is an increased focus on empirical &wdence-Based Software
Engineering, EBSE (Dyba, 2005). The SPIKE projettich the work of this thesis was
carried out in, also placed the demand that owltseshould be based on empirical
studies and observations.

Empirical studies may be performed quantitativglyalitatively or in combination. The
choice of approach affects data collection, datalyss and threats to validity.
Comparing quantitative and qualitative researcboitld be argued that human behavior
is one of the few phenomena that warrant a quiaiahethod.
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Generally it could be argued that quantitative rodthand statistics only show a
correlation between a treatment and an outcomethker words they only describeéhat
happens in a specific case or a specific contaxbrder to map these results to a cause
and effect construct you need a certain degreaialitgtive methods to understanthy

the two items correlate.

Given our setting within the SPIKE project, whenght cooperation with the
participating companies were both expected andredsthe often short term goals of
the companies, and our focus on the more humarctzspieknowledge, we decided that
a qualitative approach was more suited than a gaawe approach. Through close
cooperation over an extended period with the ppeting companies we were able to
get a good picture of how the companies were wgrkirhe positive side of this was
that we get a very good insight into how our conpsmvere functioning. The trade-off
we had to make for this was the lack of generaliiitglto other companies. We tried to
remedy this by comparing our results to the reflstudies in other SPIKE companies
and other studies in the literature, and we treedxplain our results through theoretical
frameworks.

Figure 1 shows the studies performed and theitioels to papers and contributions.
The papers are listed in section 1.5 and the dnritans are described in section 1.6.

As the figure shows, the thesis is built aroune finain studies. An early study of reuse
of COTS is not included in the thesis, since itnst inside our final scope. Our

contribution in study 0 was mainly data collectidiable 1 provides an overview of the
technologies, contexts and research methods applibeé different studies.

Table 1: Overview of Studies

Study Focus Research Method | Context
Study 0 COTS Survey with13 Norwegian ICT]
focused interviews | companies

Study 1 Mentoring Action Research Medium  software
consulting company

Study 2 RUP Action Research Medium sized
software consulting
company

Study 3 Process Workshops Action Research Small edsiz
software consulting
company

Study 4 Post Mortem Controlled 142 4" year mastef

Analysis Experiment students

Study 5 KM in SE Systematic Review  Main electrohic
databases of the SE
field
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Study 5
(Systematic

Study 1

(Mentoring, C1

domain
knowledge) o~ / Legend
~ / I
~
~ - |
/ ~
/ ]\ S
P& ’ Study 4
(PMA) o
Study 2 Contribution
(RUP ’
tailoring) c2 ,
| Paper
~ p1 P4 B&——>®
~
~ Study 3 Results of study A used to
~ (process strengthen study B
description,
PWS)
= @ —»®
Experience of conducting
study A influenced the
execution of study B
Study Y
Study Z Studies conducted in SPIKE,
Study X SPIKE not involving the author of the
thesis, but where data was
available.
Figure 1: Studies and their contribution

This section gives a short summary of the 7 paipefsded in this thesis. Together they
describe the five main studies we build our reswoits We briefly describe their

relevance to the thesis and identify my contributidhe full papers can be found in
Appendix A. In addition to describing the 7 incladdgapers, we include the

bibliography of 7 other papers also produced dutimg work on this thesis. The

abstract of these papers can be found in appendbh8 papers included in the thesis
have the designation P#, the secondary papers velnemot included are designated
SP#.

P1 Finn Olav Bjgrnson and Tor Stalhanéiafvesting Knowledge through a
Method Framework in an Electronic Process Gujderoc. 7th International
Workshop on Learning Software Organizations (LS@Jaiserslautern,
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P2

P3

P4

Germany, 2005, 107-111 (Post conference proceedimgged in Springer
LNAI 3782, 2005, 86-90)

Relevance to this thesisThis paper presents our initial findings in studyad
details how they envisioned their knowledge shaprmgject. It describes a tool
based on the preferences of the developers antfigmo the research literature.
The paper answers research question RQ2.1 and ibegasy towards
contribution C3 and to some degree C2. The studyribuites to a small degree
towards research theme RT2.

My contribution: This paper is the result of a cooperation in SPIKE.
performed half of the interviews during the datséhgang and was responsible
for performing the analysis of the qualitative ddtavas the leading author of
this paper.

Geir K. Hanssen, Hans Westerheim, and Finn Bjiaknson: Tailoring RUP to

a defined project type: A case stlidyroc. 6th International Conference on
Product Focused Software Process Improvement, ®uitand, Springer LNCS
3547, 2005, 314-327

Relevance to this thesisThis paper presents our initial findings from stujyt
details the work with selecting a tailoring stratefpr the Rational Unified
Process and the work done in order to arrive aivendcaled version which was
presented in a wiki web. The paper answers resequestion RQ2.2 and
contributes towards C2. The study contributes tnesdegree towards research
theme RT2.

My contribution: This work is the result of a cooperation in SPIKEvo
researchers were already involved with the comparhen | joined. |
participated in the data gathering and analysik®fproject, | was also involved
with creating the workshop strategy to define thgiocess framework. In
addition | was heavily involved with choosing tlesearch strategy.

Finn Olav Bjgrnson and Torgeir Dings@yk: study of a Mentoring Program for
Knowledge Transfer in a Small Software Comparroc. 6th International
Conference on Product Focused Software Proceswament, Oulo, Finland,
Springer LNCS 3547, 2005, 245-256

Relevance to this thesisThis paper presents findings from study 1. It dessr
our work to improve their mentor program of a comp&ased on input from
the developers and the research literature. It arswesearch question RQ3.1
and is the foundation of contribution C5. The stadyntributes to some degree
towards research theme RT3.

My contribution: This work is the result of a cooperation in SPIKEhe
workload for data collection and company meetings whared equally between
me and the coauthor. In addition | performed therditure survey of mentoring
in organizational science, performed the majority tbe analysis of the
gualitative data, and | was the leading authohtf paper.

Finn Olav Bjgrnson, Tor Stalhane, Nils Brede Mard Torgeir Dingsayr:
"Defining Software Processes Through Process Wopssh Multicase Study
Proc. Of the 8th International Conference on Pcbdbocused Software
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PS5

P6

P7

Development and Process Improvement (PROFES'200I0S 4589, Springer
Verlag, 2007, 132-146.

Relevance to this thesisThis paper presents the application of a method for
defining software processes, called the Procesk$Wops method. The results
from applying the method in two different conteate reported and discussed to
provide contextualization for the method. The papeswers research question
RQ2.3 and RQ3.2 and is the foundation of contrdutiC3. The study
contributes to some degree to theme RT2 and irge ldegree to research theme
RT3.

My contribution: This work is the result of a large cooperation RIKE. One
case was observed by me and another researchey &ian Figure 1) the other
case was observed by two other SPIKE researchéudy(Z in Figure 1). In
addition to being heavily involved with one of tb@ses | was the leading author
of this paper and coordinated the analysis andngritetween the two groups.

Geir Kjetil Hanssen, Finn Olav Bjgrnson and Hafesterheim:Tailoring and
introduction of the Rational Unified ProcessProc. of EuroSPI 2007, LNCS
4764, Springer Verlag, 2007, 7-18.

Relevance to this thesis:This paper extends the results of paper P2 by
combining it with two other SPIKE cases (Study Xdar in Figure 1) and a
literature study. It answers research question BR@&d contributes towards C2.
The study is a major contribution to research th&mna.

My contribution: This work is the result of a large cooperation RKE. | was
involved with one of the three main case studidsre | performed the majority
of data collection and analysis. | was also resipmdor about half of the
literature study and conducting an analysis acatigke cases and the literature.

Finn Olav Bjgrnson, Alf Inge Wang and Erik Agéin: “Improving the
Effectiveness of Root Cause Analysis in a Retradspeblethod: a Controlled
Experimernit Submitted Journal of Information and Software frealogy.25p
Relevance to this thesisThis paper presents our findings from study 4, it
outlines improvements to a retrospective methoceheoiting project experience
from software developers. The improvements wasedesind validated in a
controlled experiment. The paper answers reseanelstipn RQ3.3 and is the
foundation for contribution C4. The study is a magontribution to research
theme RT3.

My contribution: | proposed the changes to the method and planned th
experiment. | participated in the experiment as @inine lecturers and observed
the implementation of it. | was also responsibletfe qualitative analysis and
was the leading author of the paper.

Finn Olav Bjgrnson and Torgeir DingsgykKnowledge Management in
Software Engineering: A Systematic Review of Sdu@iencepts and Research
Methods Used”Submitted Journal of Information and Software Textbgy.
35p.

Relevance to this thesisThis paper presents our findings from study 5: an
overview of empirical evidence in the field of knledge management in
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software engineering. It gives the answer to reteauestions RQ1.1 and
RQ1.2 and is the foundation for contribution Cl.eTktudy is the major
contribution to research theme RT1.

My contribution: This paper is one of the main contributions towattuis
thesis with me as leading author. | was respondimeconducting the initial
search and exclusions. After we had narrowed oarchedown to the major
papers, | conducted the synthesis of 2/3 of thecsad papers.

The remaining papers were seen to be outside tpegaf this thesis, so we will not go
into details of their relevance and my contributidiine abstracts of the papers are
included in appendix B.

SP1

SP2

SP3

SP4

SP5

SP6

SP7

Jingyue Li, Finn Olav Bjgrnson, and Reidar @dnr'Empirical Study on COTS
Component Classification Proc. International Workshop on COTS
Terminology and Concepts, Redondo Beach, USA, 2004,

Jingyue Li, Finn Olav Bjgrnson, Reidar Conradg Vigdis By KampenesAh
Empirical Study of COTS Component Selection Presess Norwegian IT
companie$ Proc. Of the International Workshop on Modelsl &rocesses for
the Evaluation of COTS Components (MPEC), Edinbufggotland, 2004, 27-
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Introduction

Table 2, gives an overview of how the papers ratawur overall research themes. The
X indicates to which theme the paper belongs, wixjendicates that the paper partly
belongs to the indicated theme.

Table 2: Papers vs. Research Theme

Paper| RT1 | RT2 | RT3 | Comment
P1 X Initial results from an attempt to createkmowledge
sharing tool.
P2 X Results from adapting RUP to the softwarmecess of a
medium sized company.
P3 X | Results from improving a mentor program imadium
sized company.
P4 (x) X | Results from two companies using the psscworkshop
approach to define their software process.
P5 X Results from five companies adapting the RUP
P6 X | Results from a controlled experiment to sstadaptation
of the PMA.
P7 X Results from a systematic review of theditere.
SP1 (x) Results from a pre-study on COTS basedldement.
SP2 (x) Results from an initial explorative stusly COTS based
development.
SP3 (x) Main results from the study reported2n P
SP4 (x) | Suggestion of a method for eliciting domenowledge,
using open space technology.
SP5 (x) | Adaptation of SP4 as part of a largerepagn future
directions for learning software organizations.
SP6 (x) The use of the rational unified procesan SME
SP7 (x) SP3 adapted for publication in an intéonal journal.
1.6 Contributions
The main contributions of this thesis are listetblve
C1l An overview of the research literature on empical studies of knowledge
management in software engineering.
Through a systematic review we created an overvietlie research literature to
identify what had been investigated and where tieshin the field were. We
believe this work is a good building block to editba complete and systematic
overview of the scientific studies within the field
C2 A method for tailoring the Rational Unified Process to the development

process of a software consulting company.
Through an action research project we gained imsigto the process of
tailoring the Rational Unified Process to the depehent process of a medium
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C3

C4

C5

sized software company. Our results were contraatetlstrengthened by two
other case studies and a systematic literature stud

Improvements of the Process Workshops method lopntextualization.
Through two action research project where the RWéorkshops method was
applied to define the software process for two cammgs, we gained deeper
understanding of how the company context affedtedrésults and execution of
this method.

Improvement of the root-cause analysis phase dhe lightweight Post
Mortem Analysis for more effective project retrospetives.

We proposed changes to the post mortem analysishwive tested in a
controlled experiment. The result was a more atfeanethod that discovered
deeper and more explicit causes for project probleie also discovered that
the revised method was less dependent on profeddamilitators.

Proposal of methods to increase the learning efft of mentor programs in
software engineering.

Through an action research project in a mediumdssdtware company, we
gained deeper insight into how knowledge was sher@admentor program, and
we proposed several modifications to the prograet ttould increase the
learning effect.

Table 3shows the connection between research questiopergpand contributions.

Table 3: Research questions vs. Papers and Contribians

Research Questiong Contributions Papers Focus

RQ1.1 C1l P7 KM in SE
RQ1.2 C1 P7 KM in SE
RQ2.1 C2,C3 P1 EPG

RQ2.2 Cc2 P2, P5 RUP

RQ2.3 C3 P4 PWS

RQ3.1 C5 P3 Mentoring
RQ3.2 C3 P4 PWS

RQ3.3 C4 P6 Retrospectives

1.7 Thesis Structure

The structure of the rest of the thesis is as failo

Chapter 2: In this chapter we briefly present the field oftaafre engineering and the
role of software process improvement. We focusi@adrly on the use of knowledge
management in software engineering, or the learsaftyvare organization as it is also
known. We also give an overview of research methodsoftware engineering, and a
detailed description of the research methods usé#us thesis.
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Chapter 3: Here we present the research method we have usedrfdifferent studies
with arguments for why this is suited for our cadd'e explore our research themes and
our chosen research questions. We also descrilskfteeent contexts of our studies.

Chapter 4: We present the main results of our studies. Thetehdirst explores all the
individual studies. We then sum up our contribusion

Chapter 5: We discuss our findings within our three majoregsh themes. Comparing
them with our contributions and the state-of-thie-ar

Chapter 6: We sum up the main findings from the discussiord auatline possible
further work in the field of knowledge managemensoftware process improvement.

Appendix A: We present the seven papers that have been setroittpublished that
contain material this thesis is based upon.

Appendix B: We present abstracts of the seven papers thatomaiteed from the final
thesis.
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2 State of the Art

In order to provide an overview of the context wa/dr been working in, we briefly
present some definitions of what software engimeers. We then move closer to our
focus area by looking at previous work in softwprecess improvement and previous
work in knowledge management. To contextualizentrrive present some key theories
from organizational learning before taking a cldsek at how knowledge management
has been applied in software engineering. Finallypresent an overview of previous
research on the methods we have tested duringesaarch, and present overviews on
the research methods we have applied with theingths and weaknesses.

2.1 Software Engineering

Finkelstein and Krame2000) describesoftware engineerings the branch of system
engineering concerned with the development of langeg complex software intensive
systems. It is concerned with the processes, msttaol tools for the development of
software intensive systems in an economic and yimehnner. Fenton and Pfleeger
(1997) define that software engineering activities phases include managing,
estimating, planning, modeling, analyzing, speaidyidesigning, implementing, testing,
and maintaining.

Philippe Kruchten (2001) discusses why softwareirezeging differs from structural,
mechanical, and electrical engineering due to tifie Isut unkind nature of software. He
suggests four key differentiating characteristics:

» Absence of fundamental theories or at least prabtiapplicable theories makes is
difficult to reason about software without buildiitg

» Ease of change encourages changes in softwarie idbard to predict the impact.

* Rapid evolution of technology does not allow propssessment, and makes it
difficult to maintain and evolve legacy systems.

» Very low manufacturing costs combined with easel@nge have led the software
industry into a fairly complex mess.

The term “software engineering” was brought intancoon use at the 1968 NATO
conference on software engineering (Naur, 1969¢nBwefore the conference, back in
the days of the punching cards, the developmentsaifware was regarded as
problematic, and a trend for commercial and govemtal systems to be delivered late,
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over budget and lacking functionality was becomaggparent. The term software
engineering was chosen deliberately for the confaren order to be provocative. With
the negative trends becoming apparent, the fielditfevas necessary for software
development to be performed with the rigor and iglsee associated with other
branches of engineering (Edwards, 2003).

Fast forward 40 years, reading the monthly “IndRieks” in Communication of the

ACM (CACM, 2007), not much seem to have changednganmies are still reporting

that systems are delivered late, over budget aridni@ functionality. Edwards (2003)

states that if the general expectation within safevengineering is that software will
not work properly and a crisis-filled environmente areasonable indications, then
software engineering is indeed a profession inrdigoing state of crisis.

2.2 Software Process Improvement

That is not to say, however, that nothing has bé@me to improve matters. Many
systematic attempts have been made to produceaeftihat is more reliable and of
higher quality. Starting in the early 1990’s a m&st of ideas on how to improve quality
and productivity within software engineering wasnigedeveloped under the notion of
Software Process Improvement (SPI). Today, SPIdsome one of the dominant
approaches to improve quality and productivity aftware engineering (Aaen, 2001).
SPI is an applied academic field drawing on itstgsdn both the software engineering
and information systems disciplines. The field sakemanagerial approach rather than
dealing directly with the techniques used to widtale, and it deals primarily with
managing software firms to improve their practigaiisen, 2004).

Glass (1999) provides an overview of seven initggifor improved quality in software
engineering in an article in Communications of #@M: structured techniques, fourth
generation programming languages, computer aiddtiva® engineering, formal
methods, cleanroom methodologies, process modelsobject-oriented technology.
Common for most of these initiatives, or technadsgas Glass calls them is that they
show promising results, but there is a lack of aes® and more studies are needed to
properly determine how they work in practice andatvine actual benefits are. For the
field of SPI, our interest is on what Glass terims tprocess models”. These are the
techniques that have the greatest relevance tamidugagement aspects of software
engineering as opposed to the pure technical aspéf believe that if improvements
focus purely on the technical aspects, what vkillf be achieved is at best “islands of
knowledge”, which is a widely recognized problenkimowledge management.

The process models can be used to divide the figta two approaches. The first
approach tries to improve the process through ataliwhtion, examples here are the
Capability Maturity Model (CMM) (Humphrey, 1989; &k, 1993; Paulk, 1995), the
ISO 9000 standard (Braa, 1994; Hoyle, 2001), aedSbftware Process Improvement
and Capability dEtermination, or SPICE (SPICE, 200An alternative to
standardization is a more bottom up approach inmglthe developers in defining their
own processes. This approach has its roots in tial Quality Management (TQM)
line of though (Pascale, 1991; Deming, 2000), ankhiown in software engineering is

14



State of the Art

the Quality Improvement Program (QIP) which was npered at the Software
Engineering Laboratory at NASA’s Goddard Spacelfli@enter (Basili, 1992; Basili,
1995)

An attempt at establishing an overview of the Seldfis described in (Aaen, 2001).
Aaen et al. describes a survey of the state-oath&nhowledge on SPI, and position SPI
in the landscape of strategies aimed at maturifigvace organizations. They identify
three fundamental concerns in SPI, the principkedito Manage the intervention, the
Approach taken to guide the intervention, and tleespectives used to focus the
intervention on the target (MAP for short). Coneeghthe management of the
intervention they identify three key factors: thrganization, how it is planned, and the
feedback on the effort. Within the approach, kegtdes are: the evolution of the
intervention, the norms followed, and the commitim@employees. The perspective is
guided by processes, competence and context. Thegngto classify current SPI
literature within this MAP framework. One finding that the literature on SPI seems to
focus primarily on aspects related to norms fosgifecation, and compliance to these
norms. Areas that have not received adequate iattebyy the research community
include: the organizational context, managementroitment, the intervention process,
and the building of competence.

Conradi and Fuggetta (2002) posits that softwacgss improvement efforts are
characterized by two dichotomies: discipline veative work and procurer risk vs. user
satisfaction. They define discipline as the intrcithn and adherence to more structured
work processes, and creativity as emphasizing sbtitvare development relies on a
collaborative design process known as participatteyelopment. They also state that
“software work, like other design work, is not likenechanized or disciplined
manufacture. It has a strong creative componemiving human and social interaction
that cannot be totally pre-planned in a standaddé&el detailed process model”.

Another overview of research in the field of softes@rocess improvement is given by
Hansen et al. (2004), they reviewed 322 contrimgtito the SPI literature in order to
establish an overview of research in the field aategorized them according to a
simple framework. Whether the papers were preseeifsuggesting solutions without
validation), descriptive (describing an implemeiotatof a method or technology in
practice), or reflective (reflecting findings fropractice with academic theory). They
conclude that the field is heavily biased towardsspriptive contributions, and that the
field is dominated by the Capability Maturity ModgEMM) approach. They make a
call for more reflective contributions in the figldorder to strengthen it.

The finding that field is biased toward prescriptmontributions is mirrored by Glass et
al. (2004), who presents an overview of the liten@in the whole software engineering
field. Their finding is that in software engineeagjrformulative and descriptive research
dominates with only 14% of the studies being evalea The research methods most
prominently used are found to be conceptual arabysd concept implementations.
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2.3 Knowledge Management

Knowledge management is a large interdisciplinggidf encompassing anthropology,
social psychology, organization theory, and ecorsri@mong others), and it is beyond
the scope of this thesis to engage in the ongoisgudsion on what knowledge

management “is”. Instead, we will provide some ri&bns in use within the field and
refer to survey articles in the field with their joafindings.

In the first paper in the first number of the fiissue in the Journal of Knowledge
Management, Wiig (1997) claims the foundation ferowledge management was
established and emerged in many organizationsfiareit disguises. His timeline of
knowledge management starts in 1975 when Chapbietl based its internal
organizational structure and corporate strategsely directly on explicit management
of knowledge. Knowledge management slowly gainednem@tum and started growing
rapidly during the 1990’s.

One of the leading authors in the field of knowledganagement, Davenport (1998),
defines knowledge management as "a method thatlifiespthe process of sharing,
distributing, creating, capturing and understandihg company’s knowledge”.

Closely related to knowledge management is the téosnganizational learning”.
Organizational learning differs from individual teeng in two ways according to Stata
(1996). First, it is based on shared insight, kmolge and shared models. Second, it is
also based on institutional mechanisms like pdicstrategies, explicit models and
defined processes in addition to the memory of ghdicipants in the organization.
These mechanisms are often referred to as therewfuan organization and are subject
to change over time.

A widely cited article concerning strategies forolrledge management is (Hansen,
1999) in which the author refers to two main styae for managing knowledge:

» Caodification — to systematize and store information that repress the
knowledge of the company, and make this available the people in the
company.

* Personalization- to support the flow of information in a compdiy example
by storing information about knowledge sourcese kk yellow pages” of who
knows what in a company.

In the introduction to the booKhallenges and Issues in Knowledge Management
(Buono, 2005), in the field of management consgltiBuono and Poulfelt claim that
the field is moving from first to second generatiomowledge management. In first
generation knowledge management, knowledge wasdmed a possession, something
that could be captured, thus knowledge managemastlargely a technical issue on
how to capture and spread the knowledge througls td@® management information
systems, data repositories and mechanistic suppodtures. The second generation of
knowledge management is characterized by knowiragtion. Knowledge is though of
as a socially embedded phenomenon, and solutiore teaconsider complex human
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systems, communities of practice, knowledge zomed,organic support structures. The
change in knowledge management initiatives is geego from a planned change
approach to a more guided changing approach.

Coming from the field of management consulting, iStensen (2005) performed a
literature review focusing on special journal issws knowledge management from
1995-2003. He performed a content analysis of Séhtifled papers focusing on
knowledge management context, knowledge managem#obmes, empirical setting
and the key drivers for knowledge management. Theinfg was that KM writings
seem to focus on how to create knowledge and tessef degree, how to transfer
knowledge. The categories that did not receive aaleqcoverage were integration,
production, measurement, retention and reflectitnsecond finding was that the
drivers for both knowledge creation and knowledgadfer were generic and to a large
degree overlapping. He goes on to explore knowledgeagement in practice through
10 managers from industry and compares his resguttee results of the theoretic study.
The main conclusion is that KM theory does refl@tigeneric terms, the practices that
support KM activities, but the challenge is to alisethis practical application of
generic drivers, which often is difficult to obserin practice.

Another overview on knowledge management, comiognfthe field of information
systems, is given by Alavi and Leidner (2001). Qrighe major challenges in KM
according to them is to facilitate the flow of knedge between individuals so that the
maximum amount of transfer occurs. They also catelthat no single or optimal
solution to organizational knowledge managementhmueveloped. Instead a variety
of approaches and systems needs to be employededb vdth the diversity of
knowledge types. Knowledge management is not a ftbicobut a dynamic and
continuous phenomenon.

Earl (2001) has made a framework for classifyingknio knowledge management (see
Table 4). He defines the different approaches asdas of knowledge management.
The schools are broadly categorized as “technafyatconomic” and “behavioral”.
The technocratic school consists of three schddis:systems school, which focuses on
technology for knowledge sharing, the cartograuicool, which focuses on tools to
enable people to locate people with the right keolge, and finally the engineering
school, which focuses on processes and knowledgss fin organizations.

The economic school focuses on how knowledge asmdtgies to income in
organizations.

The behavioral school consists of three sub-schdtle organizational school focuses
of networks for sharing knowledge, the spatial stliocuses on how office-space can
be designed to promote knowledge-sharing and ¥irta# strategic school focuses on
how knowledge can be seen as the essence of a ngisgirategy.

17



State of the Art

Table 4: Earl's schools of knowledge management.

Technocratic Economic Behavioral
Systems Cartographic Engineering Commergial Omgdional Spatial Strategic
Focus | Technology| Maps Processes| Income Networks ceSpa Mindset
Aim Knowledge | Knowledge Knowledge | Knowledge | Knowledge Knowledge | Knowledge
bases directories flows assets pooling exchange capabilities
Unit Domain Enterprise Activity Know-how | Communiie Place Business

2.4 Theories of Organizational Learning

In cognitive and organization science, we find mangdels on how knowledge is
transferred or learned at an individual and orgational level. We present three
theories that are widely referred to: Nonaka andetliahi’s theory of knowledge
creation, Wenger’'s theory of communities of practend the double-loop learning
theory of Argyris and Schon.

Nonaka and Takeuchi’s (1995) theory on knowledgation is based on the distinction
between explicit and tacit knowledge.

» Explicit knowledgeis knowledge that is transmittable in formal, sysétic
languages. It can be articulated in formal langsagecluding grammatical
statements, mathematical expressions, specificgtioranuals and so forth. It
can be transmitted across individuals formally aaslly.

» Tacit knowledges personal and context-specific, and is thereflifécult to
formalize and communicate. It is personal knowledlgat is embedded in
individual experience and involves intangible fastsuch as personal belief,
perspective, and value system. Tacit knowledgeffisut to communicate and
share in the organization and must thus be cordvent® words or forms of
explicit knowledge.

The very idea in software engineering is to expiicBnowledge in the forms of
programs to be executed on computers. Software l@Bs spend great effort
developing programs, specifications, and modelslevét the same time participating in
close people-to-people interactions as membersfotare teams.

According to Nonaka and Takeuchi organizationahidedge is created during the time
the “conversion” between these forms takes plaee,fiom tacit to explicit and back

again into tacit. Knowledge conversion is a “sdcpbcess between individuals and is
not confined to one individual. Assuming that kneelde is created through interaction
between tacit and explicit knowledge, four diffdrerodes of knowledge conversion are
possible, see Figure 2.

1. From tacit knowledge to tacit knowledge: Sociaimat

2. From tacit knowledge to explicit knowledge: Extdization
3. From explicit knowledge to explicit knowledge: Coimédttion
4. From explicit knowledge to tacit knowledge: Intdination.
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Tacit To  Explicit
Knowledge knowledge
Tacit (Socialisation) (Externalization)
KaC| led Sympathized Conceptual
nowledge Knowledge Knowledge
From
. (Internalization) (Combination)
Explicit Operational Systemic
knowledge Knowledge Knowledge

Figure 2: Four Modes of Knowledge Conversion

According to Nonaka and Takeuchi knowledge paskesugh different modes of
conversion, which makes the knowledge more refireettj also spreads it across
different layers in an organization.

Another theory was proposed by Wenger (1998). “Comities of practice” (CoP) are
defined as “Groups of people who share a concesat af problems, or a passion about
a topic, and who deepen their knowledge and exggeiti this area by interacting on an
ongoing basis” (Wenger, 2002). Knowledge existdiwithese communities in the way
the participants work and act, and is expandedsdéwaged through what Wenger calls
participation and reification. Participation refeéesthe participation in the community,
interaction and active involvement. Reificationersfto the process of creating artifacts
from the community. The communities are often défe from normal business units in
that they are informal and self managed.

Knowledge sharing between communities is refereedas boundary relations. The
theory specifies two types of boundary relationgnf@ct through participation is called
brokering and contact through reification is calbedindary objects.

According to Wenger (1998), a practice can be desdras “shared histories of
learning”. Wenger makes three points in this regdrhd Practice is not stable, but
combines continuity and discontinuity. 2) Learning practice involves three
dimensions; practices are histories of mutual eagent, negotiation of an enterprise,
and development of a shared repertoire. 3) Pradsiceot an object but rather an
emergent structure that persists by being botlugsble and resilient.

The CoP theory separates learning into differevelte the individual, community and

organizational level. For individuals the learnitakes place in engaging in and
contributing to a community. For communities, leagnis defined as refining the
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practice. On the organizational level, learningoisustain interconnected communities
of practice.

In their theory on learning, Argyris and Schon (@P@istinguish between what they
call single and double-loop learning in organizasio In single-loop learning if
consequences of actions aren’t met, you change gadtiwns slightly to achieve the
desired results. It is a feedback-loop from obsgmféects to making some changes or
refinements that influence the effects, see Figure

£ Expectation
Consequence Error

Single-Loop Learning

Governing
values 4

Actions

A 4

A4

Double-Loop Learning

Figure 3: Single and double loop learning

Double loop learning, on the other hand, is when take the time to understand the
factors that influence the effects, and the natiréis influence, which is called the
“governing values” (Argyris, 1990). This could be tnderstand why a process is
usable, that is: Which premises must be satisfaditfto be worthwhile. To make

changes based on this type of understanding withbee thorough.

2.5 Knowledge Management in Software Engineering

A software engineering company who actively useswkadge management is often
referred to in the literature as a “learning sofvarganizations”. An organization that
have to “create a culture that promotes contindeasiing and fosters the exchange of
experience” according to Feldmann and Althoff (2004nother definition, by Dyba
(2001) puts more emphasis on action: “A softwaganization that promoted improved
actions through better knowledge and understandiglvards (2003) claims that
knowledge management in software engineering is esdrat distanced from
mainstream knowledge management, and claims tls@mefar this lack of “visibility”

of software engineering in the wider knowledge nggemaent literature is a tendency for
discussion of such topics to take place only afer@mces for the software engineering
community.

In a systematic review we carried out as part oftesis, we found that from 1999 and
onwards, there has been an increase in publicabonsxperience from knowledge
management efforts in software engineering. 1999 also the year the first workshop
on “learning software organizations” was organizedconjunction with the SEKE

conference. This workshop has been one of the araimas for empirical studies as well
as technological development related to knowledganagement in software

engineering. Other arenas for knowledge managemestftware engineering includes
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a special issue of IEEE Software (Lindvall, 200&)d the book “Managing Software
Engineering Knowledge” (Aybuke, 2003).

There have been some previous attempts at estalgliah overview of works published
on knowledge management in software engineeringg Rual. (2001) present an
overview of knowledge management in software ergging, focusing on motivations
for knowledge management, approaches to knowledggegement and factors that are
important when implementing knowledge managemernttesgjies in software
companies. Lindvall et al. (2001) describe typesaffware tools that are relevant for
knowledge management, ranging from document andenbrmanagement tools to
collaboration tools and tools for competence mamege. Dingsgyr and Conradi
(2002) surveyed the literature for studies of kremigle management initiatives in
software engineering, and found eight lessons é&hreports, which are characterized
after what actions companies took, what the effettthe actions were, what benefits
are reported and what kind of knowledge managestestegies were used.

The subject of previous studies of knowledge mamegg in software engineering is
the focus of our first research theme, and is iteploin greater detail throughout the
thesis. We will just briefly state our main conétuss from our systematic review here
in order to provide a brief overview of the fieldsing the framework of Earl (2001)
described in section 2.3, we conclude that theistudn knowledge management in
software engineering is mainly related to the techatic and behavioral schools with a
large bias towards the technocratic side. Schoitlsparticularly poor coverage include
the economic, spatial and cartographic schoolshiwithe schools that were covered
there was little overlap between the different EsdWe also found that the majority of
papers were reports of lessons learned and noifigdaks scientific studies. From the
papers that could be classified as scientific, nibem half were case studies. For our
complete review see the enclosed paper P7 in appand

2.6 Selected methods and technologies

During the work of this thesis some selections werade with regard to possible

methods and technologies that could be studiediitompanies. These selections were
made in cooperation between the case companiethangsearchers. We strived for a
good compromise that would allow the company toegtvin methods they saw as

beneficial, and the researchers to study methoésamet to our research goals. The
complete rationale for each company and choiceathaod is presented in chapter 3. In
order to follow our discussions and research qoestrelating to these methods, we
will now present a brief introduction to the metBatie have studied during the work of

this thesis. With regards to the codification &gyt we studied the rational unified

process and the process workshops method. Congguensonalization approaches we
studied knowledge created during process workshopstrospective method called the
post mortem analysis, and a mentor program.
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2.6.1 Rational Unified Process

The Unified Process (Jacobson, 1999) and the coaiah@ariant, the Rational Unified
Process, RUP (Krutchen, 2000) are comprehensiveepsoframeworks for software
development projects. RUP defines a software dewedémt project as a set of
disciplines, e.g. requirements handling, implemigmiaetc., running from start to end
trough a set of project phases. A project is peréat by a group of actors, each having
one or more well defined roles. Each role parti@pain one or more activities
producing one or more artifacts. A discipline can in iterations, that is, repetitions
within a phase. Activities, roles and artifacts e basic process elements of RUP. The
concept of role, activity and artifact are centraRUP. Arole performs aractivity to
produce or update artifact.

However, RUP is a comprehensive framework, mearnha it is a more or less
complete set of process elements that has to loeciito each case as no project needs
the complete set of elements. Jacobson, Booch anmb&ugh (1999) says on p.418:
[RUP] is a framework. It has to be tailored to amber of variables: the size of the
system in work, the domain in which that systemo i&inction, the complexity of the
system and the experience, skill or process lef/¢h® project organization and its
people." Further on they say'Actually, to apply it, you need considerable farth
information."” So, it is clear that RUP needs to be tailored, mknaled and specialized
to the context of use.

There exists a set of guidelines for tailoring amdbption of RUP; one book that

specifically targets the issue (Bergstrom, 2003) ane book that covers the issue to
some detail (Kroll, 2003). Additionally there exst guideline documented through a
website. In addition there are some guidance irRU® documentation itself or RUP-

related books, however these guidelines tends guperficial. Despite the existence of
these guidelines we have not been able to findexypgrience reports evaluating their
outcome and suitability.

The process of adapting RUP can possibly take rfamnys. IBM Rational, the provider
of RUP has defined the Process Engineering Prq&dsB). This is a comprehensive
adaptation process requiring a fairly big amountesfources (people and time). This
may very well be appropriate for larger companirs, for the small ones this process
may be too expensive. Adaptation of a frameworkhsas RUP, can take one of (at
least) three approaches. The first is to do it me cstep, for each project, thus
representing a heavy job in each case. This cajudidied for large projects. This
approach may be called situational method engingeas defined by ter Hoefstede and
Verhoef (1997). The second approach is to do aftarg-adaptation producing a subset
of the framework, still being a framework, but ntwwmed to the organizations general
characteristics (technology, customers, domaimiticms etc.). This is the intentional
process of PEP and may be called method engineaxmglefined by Brinkkemper
(1996). The thirds approach is to first identifydaglescribe a set of recurring project
types. Having knowledge of characteristics andedéifices of these types, an adaptation
is done for each type. No matter which approacingeised; in the last step, a final
adaptation is done to each case or project.
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2.6.2 Process Workshops

When companies choose to design their own developprecesses, one option is to
assign the task to a group of expert “process eeggi as described by Becker-
Kornstaedt (2001). One or more process enginegrs @ocess data from interviews,
documents, surveys, e-mails and observation, agl ititerpret this data to produce a
process model. This approach relies heavily orettperience and skill of the process
engineer. Therefore, without any structured metlgoehlity and repeatability cannot be
ensured. It is, however, unlikely that the use ofalijative methods alone can
compensate for experience in process modeling aftare engineering according to
Carvalho (2005).

An alternative to using process engineers is toliresrthe employees more in designing
the process models, for example through workshapsr{en, 2002; Moe, 2005). This
type of work takes up the heritage from employeedi@pation in organizational
development, a part of “Scandinavian work” traditias well as in most work on
improvement, from the Total Quality Management gppies (Deming, 2000) to the
knowledge management tradition in Communities ackce (Wenger, 1998).

In one of the studies reported in this thesis, sedua method called process workshop
(Dingsoyr, 2005), which is a method to define cotrer future processes in a process
guide. The method is designed to involve the usétthe future process in discussing
and defining the processes. It ensures that petigtess how they work — which fosters
learning even before the process guide is availablthe company. It also assures
quality — the process guide is developed by pewie know how to do the work; it
does not describe how external consultants or sestiaff imagine what “ideal”
development processes should look like.

The process workshop method was designed as avégittt method to help facilitate

the development of process guides. Apart from tigir@al introduction of the process

workshop (Dingsoyr, 2005) and a Finnish applicatbthe same method (Pikkarainen,
2005), there is little empirical evidence on thagpical application of this method.

2.6.3 Project Retrospectives

According to Rising et al. (2003), retrospectivalgris as a method for learning from
work experience was identified in 1988 by Josephrdand named "Santayana review”
in homage to the philosopher George Santayanae S$ivem, many organizations have
used many variations of the method and under m#fgreht names. Dingsgyr (2005)
lists the most common names for retrospective aiglyproject retrospectives”, "post
mortem analysis”, ”postproject review”, ”project aysis review”, ’quality
improvement review”, "autopsy review”, "after aatioreview”, and "touch down
meetings”.

Dings@yr (2005) discusses the importance of retcsge analysis as a method for
sharing knowledge in software projects and givesoaerview of the methods of
retrospective analysis that are employed in thdd fief software engineering. In
particular, Dings@yr presents three lightweighthods of retrospective analysis, which
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are presented by Whitten (1995), Collison and Riai2@01), and Birk et al. (2002). He
compares the three methods with respect to: patitp the need for homework, the
type of discussion and the output of the analysis.

Another one comparing the outcomes of retrospextigeDesouzat al. (2005) they
compare two kinds of output from retrospective gsial traditional reports and stories.
They also identified four factors that should affége choice of writing the result of the
PMA as a report or as a story: (1) the nature efpioject, (2) the cost you are willing
to bear, (3) how much organizational impact is ekiand (4) what lessons you wish
to convey.

Myllyaho et al. (2004) conducted an extensive literature reviewhiwithe software
engineering and management literature, with theadineviewing retrospective analysis
as a project-based learning technique. The resuligest that the use of retrospective
analysis is well worth the effort, and that a sirfigdl or 'lightweight’ version of PMA
can be beneficial when time is a factor.

In one of our major contributions to this thesis take our starting point in the method
suggested by Birk et al. (2002). The aim of thisthrod is to bring together project

participants and have them discuss what went wellvehat could be improved, and to
analyze the root causes. The method uses two tgedsiito carry out the PMA. To

discover the positive and negative experiencey, tise a focused brainstorm method
called the KJ-method (Scupin, 1997), resulting fiindy diagrams. To analyze the

causes of these experiences, they perform rooecanslysis using fishbone diagrams
(also known as Ishikawa diagrams, in referencééa inventor Dr. Kaoru Ishikawa, a

Japanese quality control statistician).

264 Mentoring

In one of our studies we investigated mentoring, dieé not find any background
material in the software engineering field, so vesdudl our research on management
theory.

Kram (1985) suggests that existing theory predittd effective mentoring should be
associated with positive career and job attitudlesa literature review, Ragins et al.

(2000) show that empirical studies support thisppsition. They also present results
from a survey that indicate that persons in disgatig or marginally satisfying mentor

relationship express the same or worse attitudas geople not involved in a mentor
relationship at all. One of their conclusions iattit is clear that good mentoring may
lead to positive outcomes, but bad mentoring maydé&ructive and in some cases
worse than no mentoring at all.

What is a mentor and protégé? According to Kram8%)9 mentors are generally
defined as “individuals with advanced experience lamowledge who are committed to
providing upwards mobility and career support teittprotégé”. A protégé literally
means “a person under the patronage, protectioname of someone interested in his
career or welfare” (Webster's, 1989). This is ugual younger employee who lacks
experience in one or more fields.

24



State of the Art

According to a literature review of mentoring bydites et al. (2000), comparisons of
non-mentored and mentored individuals yield thestiant result that individuals with

informal mentors report greater career satisfacticareer commitment and career
mobility than individuals without mentors. Many argzations have attempted to
replicate the benefits of informal mentoring by eleping formal mentor programs. Yet
formal and informal mentoring relationships varyanumber of dimensions:

» Informal mentor relationships often arise througmatual developmental need,
and often spring from mutual identification. Thentae may view the protégé as
a younger version of themselves and the protégévieay the mentor as a role
model. This mutual identification contributes t@laseness and intimacy of the
mentor program which is often cited in mentoringriture (Kram, 1985). An
informal mentor program is often unstructured aragarticipants meet as often
and as long as is desired. Such an informal memdationship usually lasts
between three and six years. The purpose of infonmeaitoring relationships is
often the achievement of long term career goalthiemprotége.

* In contrast, formal mentoring relationships usuaying from a third party
assigning the mentor and protégé to the relatipnskiis may lead to people
entering into these relationships not because ofuahuneed but to meet
organizational standards. Meetings in a formal m@mng relationship are often
sporadic or specified in a contract at the stathefprogram, and their duration
is often from six months to one year, much shatian informal relationships.
Because of this short time span, the purpose ehdbmentoring is often the
achievement of short term career goals.

Kram and Hall (1989) claim that mentor activities &rime and untapped resources in
creating the learning organization”. Allen and EBQ03) claim that mentors as well as
protégés should benefit from a mentoring prograiuging learning about “new
technologies” and receiving updates on issuestardevels of the organization. But
they also report that there is still a need to eitglly examine these issues.

2.7 Research Methods in Software Engineering

Traditionally, software engineering has focused amming up with new tools and

techniques without much validation beyond conceptalysis and concept

implementation. In a review of the field, Glassaét(2004) found that only 13.8% of

the literature on software engineering could besifeed as evaluative, the remaining
papers being mostly formulative or descriptive. Thain research methods employed
within the field was classified as conceptual asiglyand concept implementation,
representing a total of 71.2% of the papers.

In other words, there are a lot of papers and beoits huge amounts of good advice,
among which no one knows which ones are truly g@odl which ones are merely
rituals serving no purpose. In order to remedy #iisation, the field of empirical
software engineering has emerged.
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Empirical research is based on the scientific ggradof observation, reflection and
experimentation as a vehicle for the advancemenkraiwledge (Endres, 2003).
Empirical studies may have different purposes, dpe@xploratory (investigating
parameters or doing a pre-study to decide whetliepaaameters of a study are
foreseen)descriptive(finding distribution of a certain characterisjicer explanatory
(investigating why certain phenomena happen).

There are three types of research paradigms that diferent approaches to empirical
studies (Creswell, 1994; Seaman, 1999; Wohlin, 2@d8swell, 2003):

* Qualitative researchis concerned with studying objects in their natsetting. A
gualitative researcher attempts to interpret a phmamon based on explanations that
people bring to them (Denzin, 1994).

* Quantitative researcls concerned with discovering causes noticed bystigect in
the study, and understanding their view of the lemmbat hand. A quantitative study
is mainly concerned with quantifying a relationship to compare two or more
groups (Creswell, 1994). The quantitative resedscloften conducted through
setting up controlled experiments or collectingadaitough case studies or surveys.

» Themixed-method approads evolved to compensate for limitations and lsaske
the above strategies, seeking convergence acthosisroethods. The combination of
quantitative and qualitative methods is usually enuitful than either in isolation
(Seaman, 1999). How to combine the qualitative qudntitative method in the
design is described by (Basili, 1986) and furthecuakssed in (Seaman, 1999).

Depending on the purpose of the evaluation, whethetechniques, methods, or tools,
and depending on the conditions for the empiricaéstigation, the empirical research
strategies can be classified into different catiegorZelkowitz and Wallace (1998)

summarized 12 technology validation models and geduhese models into categories
according to the data collection methods: obsesmatj historical, and controlled. The

validation models in (Zelkowitz, 1998) include mé&éo examine both the projects

(e.g., case study, project monitoring, and fieledg) and products (e.g., static analysis,
simulation, and dynamic analysis).

According to the framework of Zelkowitz and Wallagee have used research methods
from all three major categories: observational,tdnisal, and controlled. In the
observational category, we followed several casapamies. However, since we were
deeply involved with the companies and their chatenethods for improvement, we
chose not to classify these projects as case stutig rather as individual action
research studies. In the historical category, wéopmed a literature study, but with
added strictness to the method to make it a sysienexiew. In the controlled category
we performed a controlled experiment. We now dbscthe general characteristics of
these research methods. See chapter 3 for a detslscription of how they were
applied in our studies.
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2.7.1 Action Research

According to Baskerville (1999) action researclais established research method in
use in the social and medical sciences since thewantieth century. Towards the end
of the 1990s it began growing in popularity for usescholarly investigations of
information systems.

Avison et al. (1999) states that action researcimigue in the way it associates research
and practice. Research informs practice and pedtforms research synergistically.
Action research combines theory and practice (amkarchers and practitioners)
through change and reflection in an immediate gnolltic situation within a mutually
acceptable ethical framework.

Action research presumes that complex social syste@nnot be reduced for
meaningful study, nor can sociological experimemiger achieve repeatability.
According to Baskerville (1999): "The fundamergahtention of action research is that
a complex social process can be studied best bydimting changes into that process
and observing the effects of these changes". ddfisition fits closely with the goal of
SPIKE to do "empirical studies where methods &ectirtiques are tried out in company
projects”. By introducing changes we fulfill theed of the companies to improve their
processes and according to Baskervilles definitodserving the effect of our changes
enables us to study and understand the complexgsdhat is software development.

Baskerville goes on to say that a clear area obntapce in the ideal domain of action
research is new or changed systems developmenbdutigies. He states that action
research is one of the few valid research appraaittad we can legitimately employ to
study the effects of specific alterations in systéewelopment methodologies in human
organizations.

The most prevalent action research descriptionn{@as 1978) details a five phased,
cyclical process. The approach first requires #taldishment of a cooperation between
practitioners and researchers, called a clienesystinfrastructure or research
environment. Then, five identifiable phases areate: diagnosing, action planning,
action taking, evaluating and specifying learnirijgure 4 illustrates this action

research structural cycle.

Specify Client-System Action
Learning Infrastructure Planning
Action Taking

Figure 4: Action Research
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In order to achieve valid action research Davisbale(2004) suggests following five
principles (Table 5). These principles have forntleel basis for our action research
studies. In order to differentiate the differenidies, we also classified them according
to the three aspects of control structures sugdésté\vison et al. (2001) (Table 6).

Table 5: The five principles of canonical action reearch, by Davison et al.
Principles of canonical action research

The principle of the researcher-client agreement

The principle of cyclical process model.

The principle of theory.

The principle of change through action.

The principle of learning through reflection.

agprLNE

Table 6: Forms and Characteristics of the major ARcontrol structures, by

Avison et al.
Control aspect Forms Characteristics
Initiation Researcher Field experiment
Practitioner Classic action research genesis
Collaborative  Evolves from existing interaction
Authority Practitioner Consultative action warrant
Staged Migration of power
Identity Practitioner and researcher are the gaenson
Formalization  Formal Specific written contract ettér of agreement
Informal Broad, perhaps verbal, agreements
Evolved Informal or formal projects shift into tl@posite
form

Strengths and Weaknesses of Action Research

Action research has long been advocated as a cassathod within the information
systems field see for example (Baskerville, 199¢yih, 1998; Mathiassen, 2002), as
such the software engineering field can benefimfradopting the method in our
research. The major strength of action resear¢heigossibility to work closely with
industry and study a phenomenon in depth in asteaBetting.

Weaknesses are related to lack of control of theremment which can lead to
problems with generalizing the result. In addittbe researchers need to find a balance
their roles as consultants and scientists which aaate ethical dilemmas. Practical
challenges can arise from companies not wantingstientists to access all projects,
leading to selection bias. Industry may want imraggiapplicable results which may
run counter to the goals and practice of research.
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2.7.2 Experiments

An experiment is a formal, rigorous and controliedestigation, where the key factors
are identified and manipulated (Basili, 1996; Wpohl2000). In an experiment, the
objective is usually to distinguish between twougaitons, for example a control
situation (before change) and the situation una\estigation (after change).

The experiment is usually classified as a quantgaiesearch strategy. This means that
the investigation has to measure some factorsvilyathat produces data that can be
reasoned with statistically. This is important hessathe main tool for distinguishing
the effect of a factor comes through hypothesisngswhich is supported by statistical
methods. The more valid the data is, the more wetreest the result of the experiment.
The trustworthiness of the experiment also depemdshe quality of the experiment
design. More uncertainties in the design leadge teliable experiment results.

Experiments are normally done in a laboratory emmment, which provides for a high
level of control. Subjects are randomly assigneddifferent treatments, and the
objective is to manipulate a small number of vdaalwhile all other variables are fixed
(controlled). The effect of the manipulation is me@ed, and based on this a statistical
analysis can be performed. In some cases, thetigagsn environment may prove to
be too complex for the investigation to be calledlug experiment, which leads to the
experiment being known as a quasi-experiment.

Experiments are appropriate to investigate sewdifldrent questions, for instance to
confirm theories, confirm conventional wisdom, exgl relationships, evaluate the
accuracy of models or validate measures.

There are some well-known techniques used whemguiegi experiments. The reason
for employing these is to enhance validity of theestigation and its analysis. The
general design principles are randomization, blogkiand balancing, and most
experiments use some combination of these. Randdioniz means selecting
experiment subjects, objects and test ordering maaner which does not bias the
experiment in a manner that makes generalizatidheofesults wrong. Blocking is used
to systematically eliminate factors that probaldydn an effect on the investigation, but
that we are not interested in. An example of ddimg is to put subjects that have
different characteristics into different blocks axing to this characteristic, if this
characteristic is not under study but could infleeerthe result. Balancing is just to
assign treatments so that each treatment has qaifictequal number of subjects. This
strengthens the statistical analysis of the data.

Experiments can be controlled experiments, or gesseriments. Controlled
experiments are usually performed as a simulatfanreal life situation (in vitro), with
a small object of study and a mix of novice andegtinvolved as subjects. Quasi-
experiments are often run in normal working cowdisi (in vivo), in a large ongoing
project with only experts as subjects.

Experiments can also be characterized by the nuoifeams replicating each project
under study and the number of different projectsleunstudy. If an experiment is
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conducted by having one project carried out by teaen, it is called a single project. If
the project is carried out by more than one teams,dalled a replicated project. If there
are more than one projects being carried out in @kperiment, the single team
experiment is called a multi-project variation, {ehan experiment with several projects
and several teams is called a blocked-subject groje

Strengths and Weaknesses of Experiments

Several studies in software engineering have usedrenent as a research method.
Systematic reviews of the field include (Dyba, 208é&nnay, 2007). The major strength
of a (controlled) experiment is the ability theeaaschers have to keep the influencing
and confounding factors under control. Also of impoce is the ability to design the
experiment so the result is statistically valid.

The major drawback of this method is the artifigatting which can make it harder to

generalize the results. One of the major challsemge¢his approach is thus to design the
experiment so that the setting is realistic, arsd aécruiting a large enough number of
realistic subjects, Sjgberg et al. describe thdsdlanges and their experience with
controlled experiments in (Sjgberg, 2003). Evewefget enough realistic subjects and
set up a realistic development environment, theegrgental setting may contribute to

unrealistic experiment conditions and thus inflieice results. In other words, great
care is needed in designing the experiment in caeet results that are generalizable
to a context outside the experiment setting.

2.7.3 Systematic Review

A systematic review differs from a regular liter&uweview in that it puts increased
weight on thoroughness and replicability. There demmands placed on research
guestions, identification of research, selectiorocpss, appraisal, synthesis and
inferences. Some key features that differentiatessyatematic review from a

conventional literature review are presented bygl@nhham (2004):

» Systematic reviews start by defining a review protdhat specifies the research
guestion being addressed and the methods thatbwilused to perform the
review.

» Systematic reviews are based on a defined seawtiegpt that aims to detect as
much of the relevant literature as possible.

» Systematic reviews document their search strategha readers can access its
rigor and completeness.

» Systematic reviews require explicit inclusion andlesion criteria to assess
each potential primary study.

» Systematic reviews specify the information to beaoted from each primary
study including quality criteria by which to evaleaach primary study.

A systematic review can be divided into three nyaases: planning, conducting and
reporting the review.
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1. Planning:
a. ldentification of the need for a review
b. Development of a review protocol
2. Conducting the review:
a. ldentification of research
b. Selection of primary studies
c. Study quality assessment
d. Data extraction & monitoring
e. Data synthesis
3. Reporting the review

The interest in systematic reviews in software eegiing has increased lately, resulting
in some experience reports from applying the metBvdreton et al. (2007) confirms

that the basic steps in systematic review procppsas to be relevant in conduction
such reviews in software engineering. They do havewte that empirical studies in

software engineering has a lot of shortcomings, sealch facilities lack conformity

which serves as a hindrance to systematic litezawriews in the discipline. Dyba et al.
(2007) reports similar findings that the generatiglines seems to work well within the

software engineering field. They identify the keljallenge to be the inclusion of

evidence from a variety of perspectives and rebeanethods. There are ample
guidelines for including research based on qudv&amethods, but there is a lack of
advice on how to include results of qualitativedsts and studies using mixed-method
approaches.

Strength and Weaknesses of Systematic Reviews

The major advantage of systematic reviews is tihaty tpotentially can provide

information about effects of phenomenon acrossdewange of settings and empirical
methods. Another advantage is that in the casauaitifative studies, it is possible to
combine data through meta-analytic techniques dtitian, since a systematic review
requires a predefined search strategy and docutienta this, the result is replicable
and it is possible for other researchers to agkessompleteness of the search.

The major drawback is that a systematic review iregiconsiderable more effort than a
traditional literature review. In addition studi@s software engineering are rarely
presented in a uniform manner, and thus the cortibmaf results from several studies
can be difficult.

2.8 Validity Threats

A fundamental discussion concerning results olidysts how valid they are. Empirical

research usually uses definitions of validity tisehat originate from statistics and not
all the threats are relevant for all types of ssdiWohlin et al. (2000) define four

categories of validity threats:
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* Internal Validity: Is there a causal relationship between the tre#toteserved and
the outcome, or is the connection caused by faatotsmeasured or otherwise
considered?

» External Validity: Can the results of the study be generalized caitsid scope of
the study? For instance, when evaluating a toot usea project, the external
validity will consider whether the conclusions &gdid in different projects or in the
world in general.

» Construct Validity: This considers the design of the study. If we haviheory
about a new technique being helpful, and we ruregperiment that shows the
technique to be beneficial, the construct validitywcerns whether the experiment is
properly designed to say anything about the theory.

» Conclusion Validity: This concerns the relationship between treatmedt the
outcome. For instance, is the effect observedssitzlly significant?

Different threats have different priorities basead tgpe of research. For example, in
theory testing, internal validity is most importanhile generalization is not usually an
issue. For a case study, Yin (2003) identifiesdlieetics to improve validity:

* Use multiple sources in data collection and hawe ik@ormants to review the
report in composition to improve construct validity

* Perform pattern matching (comparing an empiricddgsed pattern with a
predicted one especially for explanatory studies) address rival explanations
in data analysis to improve internal validity.

» Use theory in research design in single case gtudiemprove external validity.
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3 Research Approach

We will now specify our research goals from the jeon outline given in the
introduction. From these we move on to discussrésearch method we applied, and
details on how the research was carried out.

3.1 Research Goal

Our main focus for this thesis as stated in theduction was:

How can Knowledge Management be applied to Soft&aggneering in order to foster
Software Process Improvement?

This has been the guiding theme for the researebepted in this thesis. Given our
setting where company strategies frequently chanigjguioved invaluable to have the
overall focus of looking at software process imgnment efforts from the perspective
of knowledge management. Having an overall theraosvall us to adapt our research to
the company preferences without deviating too famfour original directions. Given
the results from our five main studies, we havekenothe overall goal down into three
overall themes which allow us to classify our fimgk.

From our overall research goal, we got the viewpfmnour research in the companies.
In cooperation with the participating companies, aggeed on concrete methods and
settings. The research questions for each studg wlesely related to the methodology
we investigated and how it could be improved orliagdn the given setting. In order to
rise above the concrete research questions and dos®r to understand the theories of
knowledge management, we formulated the overathdsethat we will use to bridge
the gap between the overall research goal andxihiei research questions.

RT1: Previous research on knowledge managemeiwitware engineering

This theme emerged from Study 5, the systematiewewof the field. It is an important
theme, since in order to advance the field, we rneesstablish what has already been
covered. Our aim with the study was to establistowarview of the field we chose to
study, and what methods had been applied to imgagstiit. Since the focus of our
research was empirical studies, we chose to limsttheme to studies with results from
actual use in industry. As outlined in chapter 2&me attempts had previously been
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done to establish an overview of the field, butsthelid not cover the field in a
systematic way, and none of them reported resufthdr than 2002. This theme also
served to highlight “holes” in the field, and ifefed a framework in which to place our
own studies. Two concrete research questions wenaufated within this theme.

RQ1.1: What concepts have been investigated emafyri within the field of
knowledge management in software engineering?
In order to identify possible holes in the fielde decided to investigate
what had already been covered in the literatureadtednpt to classify it.
RQ1.2: What are the research methods used in isigdyrowledge management in
software engineering?
In addition to findingwhat had been covered in the research literature, we
also wanted to find odtowit had been covered, since the choice of research
method could have influenced the results reponteth fthe field. Thus we
introduced this research question to cover the oastlised.

For our next two research themes, we chose tohestheories in (Hansen, 1999). They
suggest that there are basically two strategiesnfimmaging knowledge, codification or

personalization. With regards to Nonaka and Takietitl concerns explicit and tacit

knowledge, and the transitions of codification aadialization. In terms of Wenger’s

theories we are looking at reification and parttipn.

RT2: Application of knowledge management to imptbeesoftware process through
codification of knowledge.

This theme concerns the codification strategy.rihepto investigate this strategy, we
chose two companies that wanted to improve thdiwaoe process through different
codification initiatives (Study 2 and 3). Our res#aquestions within this theme relates
to the methods chosen by the two companies. Asurelsers we had some influence in
what methods they used to define their processjrbtlie end it was the companies’
decision on what they wanted to spend their timéd sesources on. The following

concrete research questions were answered inutiestwhich relates to codification.

RQ2.1: What do developers want from a knowledgersiptool?
This research question was formulated early inveornk with the industrial
partners. In order to improve codification it waseresting to know what
artifacts the developers themselves found usefhis Tnformation was
considered useful irrespective of which method used to codify it.

RQ2.2: What are the limitations, benefits, preiisijes and cost of tailoring and
introducing the Rational Unified Process?
One way to improve the software process is to gatih a process model.
A practical framework for codifying such a procesat has gained
widespread use in industry is the Rational Uniffecbcess. Despite its
popularity there was not much published materialtioe challenges of
adapting such a comprehensive framework to a soralinedium sized
setting.
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RQ2.3: How do available information, company caht&nd goals affect the result
of process workshops?
Taking our starting point in a method for elicitisgftware processes from
employees through interaction in workshops, we e@nio expand the
contextuality of the method to find out how diffatecontexts affected the
outcome.

RT3: Application of knowledge management to impiiheesoftware process through
personalization of knowledge.

Our third research theme relates to Hansen's (1988ond strategy, namely
personalization. We do not take the traditionalrapph in software engineering and
study tools that support the flow of information bgnnecting knowledge sources,
instead we study the learning effects and knowletlgesfer that takes place once
knowledge sources (people), have been connectedhailemore difficulties finding
companies that considered using the personalizatiomtegy for their knowledge
sharing. We only found one company in our availabd¢ of companies that was
interested in following this strategy fully. To fher our studies in this theme, we
decided to observe the tacit knowledge sharingttiak place during the workshops of
a codification initiative in another company we eenvolved with. We also planned
and executed a controlled experiment to investigatemprovement to a method for
project retrospectives. Three concrete researclstigne have been answered within
this theme, the first two were to a large degreeseh based on what the companies we
were involved with decided on applying in their teef, the third was chosen
independently of companies and tested in an exgatim

RQ3.1: How can knowledge transfer through a meptogram be improved?
One way to transfer knowledge from person to pelisothe mentoring
approach. We wanted to know how it functioned m ¢bntext of a medium
sized software company, and if we could improvasing theories from the
research field.

RQ3.2: How do available information, company cahtend goals affect the
learning effects during execution of process waoks??
Taking our starting point in a method for elicitisgftware processes from
employees, we wanted to expand the contextualitheimethod to find out
how different contexts influenced the knowledgerstgaduring the process
workshops.

RQ3.3: How can sharing of project experience tigtoyproject retrospectives be
improved?
A way of transferring experience from person to sper is project
retrospectives. We proposed changes to the bramistg in the root cause
analysis phase of one such method and wanted toiftéBis was an
improvement on the method and if so, what that awmpment consisted of.
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3.2 Research Process

The research process for this thesis has beertiveerand a lot of projects have
happened in parallel, mutually influencing eacheotihe work can roughly be divided
into three main directions:

» Three industrial case studies (all using Actiondesh)
0 Studyl: A study of mentoring for transfer of knodge
0 Study2: A study on codifying the software procdssugh an adaptation
of RUP
o0 Study3: A study on reaching an agreement on anifytiogl the software
process through the process workshop
* Study4: A study on using and improving the post tetor analysis to elicit
experience from a finished project. (using a cdledoexperiment)
» Study5: A literature study (using systematic reyiew

3.2.1  Study 1, 2 and 3: Industrial Studies

During the work of this thesis we were involvedlimee industrial settings. Referred to
as study 1, 2 and 3. All these companies were giatie SPIKE project, and as such
close cooperation on scientific and company goaeevexpected. We decided to apply
action research as our research method in ordacHhieve mutual benefits between the
practitioners and researchers. In order to prodadie research we followed the five
principles of canonical action research suggesyeddwison. Due to our involvement
in the SPIKE research project, the first principie Davison was already fulfilled
through a company-researcher improvement and i&sqdan that both parties had
agreed on. Using the categorization of Avison fontool structures in action research,
we categorize the different research projects ésed in Table 7.

Table 7: Categorization of action research controtructures

Studyl Study?2 Study3
Initiation Collaborative Collaborative Collaborative
Authority Staged Staged Client
Company -> researchers Researcher -> company
Formalization | Evolved Formal Informal
Formal -> Informal

We now briefly describe the setting for each comypavhy they were chosen for this

study and what research themes they have beenbuding to. We also provide a brief

outline of the timeline and how their prioritiesactged during the period we were
involved with them. The companies’ priorities irdhced the choice of technologies we
studied. But as mentioned earlier our viewpoint ahagys how we could improve the

software process from a knowledge management petigpe

Study 1: Mentoring

The company in study 1 is a small software coneajtacompany, employing 50
people, 30 at their main office in Trondheim anda2@ branch office, located in Oslo.
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Their main source of income comes from three dffiélactivities: hiring out developers
for pure software development, developing compledéutions for customers and
renting out senior personnel as strategic advigsongroject management. They have
concentrated their customer profile to the domahsealthcare, energy, trade and
industry.

Our reason for looking closer at this company wWes they expressed an interest in
“improving internal knowledge management throughised work processes and

internal training of employees in new processeatti€ular for this company, was that
they were very interested in the human aspectaafviedge sharing, not just codifying

the knowledge. As such it fitted nicely into outeggory for research theme RT3.

The first technology selected by the company wasitomsg of employees. We
performed interviews to assess the attitudes tosverid program in the company and
held workshops on how to improve it. The resulwnfrour initial assessment are
presented in paper P3. Our plan with this resuls veafollow the implementation in
concrete projects, but this turned out to be hatban expected since the company
could not come up with any fitting projects. As were waiting for a suitable project to
come up, we started looking at how the companyetigirements engineering. We also
produced the paper SP4 which suggested an expeahmarthod for improving this
process, but as with the mentoring we did not gstiitable project since the project
managers were skeptical of trying out new meth@dsund this time the company
merged with another company, and our main contatsgn moved to another
company. Some attempts were made at studying tbelkdge sharing in conjunction
with the fusion, but in time the contact betweea tbmpany and researchers ground to
a halt.

Study 2: RUP

The company from study2, is mainly developing safvsystems with heavy back-end
logic and often with a web front-end, typically fs. However, they also develop
lighter solutions with most emphasis on the fromte The company acts as an
independent software supplier, though there arsecleelationships to the biggest
customers. Of the 50 employees today, 35 are wgrkinsoftware developers. Java and
J2EE are used as development platform. The donfaivhizch the company develops
software is mainly for the banking and finance secis well as for public sector. The
company has run 50 development projects withinbiduwek and finance sector the last
twelve years, and about 30-40 projects within thielip sector the last 15 years.

Four employees are certified RUP-mentors actingadeisors in other software-
organizations, in addition to this they run tragnicourses in RUP and related subjects.
The company utilizes their high competence in RU® @ost projects are more or less
inspired by RUP, however, the company’s managersenta need and a possibility to
improve their use of RUP by adapting and codifyingir development process to the
RUP framework. This is what sparked our interegha company since it fitted nicely
with our research theme RT2.
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The company wanted to adapt the rational unifieat@ss to their projects. Our first
intervention was to help the company define themjgrt types. We then held several
workshops trying to adapt RUP from a top down pecipe but it was soon evident
that we had to rethink this strategy. The compamgntheld a series of smaller
workshops where the researchers were just obsermsismore people of the company
were involved. This resulted in an initial versiohtheir downscaled process, and was
reported in paper P2. The use of this process Wwasreed in a project and contrasted
by other companies and research literature in pRpeiVe would have liked to follow
more projects, but as with study 1, the companygratlems delivering concrete cases
and projects we could follow as researchers.

Study 3: Process Workshops

The company in study 3, is a small software comgylcompany with 20 employees.
Their main activities are hiring out consultants developers, developing complete
solutions for customers, and hiring out consultamd project managers as advisors for
selecting technology, strategy or process. Typicalo more than four to five
consultants are at any time working for the sanstazner.

One of the identified stumbling blocks for expedersharing and reuse was the lack of
a common process and a common set of documentdgsapln order to remove, or at
least reduce this problem, the company wanted fimaledocument and implement a
framework that could be used for development, clbascy and operation. The
framework should be easily accessible for all eiygés and should help them to do
their jobs better than today and to show themsedkgea highly competent consultancy
company. Initially the company planned to downstlaéeRUP process.

Originally this company was included because otlitse fit with research theme 2, and
as a possible contrasts case to study2. But gifmogimately six months the company
started to drift away from their original goal afeating a new process and decided
instead to document how they worked now. A shifirprescriptive to descriptive
modeling. This shift leads to the company covehnoth research theme 2 and 3.

We started the research in study 3 much in the seayeas study 2. The company had
the idea to downscale RUP and use it in an electimocess guide. The initial research
was thus focused on the electronic guide and wieadevelopers wanted from such a
tool. This was presented in paper P1. However,idea of downscaling RUP never

quite caught on and after six months the focugeshifowards documenting their actual
process. Inspired by a method developed and usethather SPIKE company, we

decided to apply the same method for this compargontrast it in a different context.

This process was longer than we had anticipatetkdine company was rather small
and had problems setting aside enough time foptbposed workshops. In the end the
process was captured using the proposed methodhanstudy was contrasted to the
study where the original method was tested. This reported in paper P4

3.2.2 Study 4: Controlled Experiment on PMA

This study began quite informally. In our studiés@mpanies in SPIKE, we sometimes
used a method for retrospective analysis, callegtst mortem analysis. The method is
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designed to extract important positive and negagxeeriences from finished projects,
or projects at phase transitions and analyze theciases of these experiences in order
to improve future projects. However, we experientted participation was high during
initial phases and dwindled towards the end. Dudisgussions with other researchers
who used the same method we got the impressiorttitsatvas a recurring trend with
the method. Based on this we came up with an &teréo the method that we hoped
would increase the level of participation.

We tested this new method on a group of studentsiviad in a software architecture
course in the spring of 2005. The previous yearstneents of that year's course had
used the original method to analyze their proj@tten we made a comparison between
the methods used in the two years there was a thifgeence in originality of the ideas.

However, these retrospective sessions were noh@thimtentionally as a research study
and we did not have control of factors that coufea the results (different students,
different introductions to the method etc.). On tiasis of our experiences from the
retrospective sessions in 2004 and 2005, we plamnemntrolled experiment and
performed this in 2006. The motivation for this exment was to limit other factors
that could ruin the experimental results, suchaslomization of subjects, different
introductions to the two PMA methods, and differeviirking conditions and time
limits for the groups. The goal was to get statadtvalid data that would support our
alteration of the method. The results of this ekpent are presented in paper P6.

3.2.3 Study 5: Systematic Literature Review

From the initial studies at the different companiésvas clear that there were many
approaches to managing knowledge in a software aaympAlthough we made
literature studies into the related areas of eadhstrial project, and thus gained insight
into research theme 1, we found that we were lgckine big picture. We were also
unable to find any good survey papers that propmisered the field and that was up to
date. We therefore decided to make a systematiewean knowledge management in
software engineering. The choice of making theewwsystematic rather than a regular
review, was inspired by the trend of Evidence BaSeftware Engineering (Dyba,
2005).

The major reason for choosing systematic review avesgular literature review was
the desire to get results that was replicable hagossibility to assess the completeness
of the search. In order to meet deadlines and Re=pvorkload manageable we needed
to limit our search somewhat. However, these litiutes are clearly described and our
work forms an overview that can serve as a platfdrmasearchers want to expand the
overview of the field.

Our search strategy yielded an initial set of 2J@®ers, we refined our selection
through several steps. In the end, we ended up ®&hpapers on knowledge
management in software engineering in an industntext. These papers where then
categorized in a framework, separating the papagsreing to approach to knowledge
management, and scientific rigor. The papers widdioh approach were then analyzed
with regards to theme and scientific method in otdeanswer our research questions.
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4 Results

We now present the main result from the differentlies. We first give an overview of
each of the studies, and their contributions. Wanthum up the contributions to this
thesis.

4.1 Summary of the individual studies

We sum up the major results from each study, we adtate the study to our papers,
research questions and contributions. For eacly stiedalso present the abstract of the
paper(s) reporting the results.

4.1.1 Study 1: Mentoring

The results from this study was the investigatibraanentor program, presented in
paper P3, and a research proposal presented im §&deand SP5. However, for this
thesis we have chosen to only focus on our studlgeofnentor program.

The study gave rise to and answered our reseame$tign RQ3.1, on how to improve
knowledge transfer through mentor programs. We elaon the lessons learned from
this study on how to improve a mentor program as ohour contributions in this

thesis, C5.

Our main result from this study was that by usimg theories from chapter 2.4 we were
able to identify the learning taking place as mypsihgle looped, and consequently
suggested methods to remedy this. Also of intenese the identification of several
communities of practice where mentoring were takiltage in more unofficial manners.

Paper P3 contains several suggestions for improwesntieat were taken into the revised
company program, including: Clear role definitiopessibility of group mentoring, and

stimulation of discussion by not giving outrightiigtoons but rather examples of how
things had been done.

P3: A study of a Mentoring Program for Knowledge Transfer in a Small Software
Company

Mentor programs are important mechanisms that séuwetions such as career
development as well as knowledge transfer. Manynsexetor programs as an efficient,
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inexpensive, flexible and tailored way of transfegrtechnical knowledge from experts
to less experienced employees. We have investideteda mentor program works in a
small software consultancy company, and proposeé tie learning effect of the
program could be improved by introducing methodmtoease the employees’ level of
reflection.

4.1.2 Study 2: Rational Unified Process Tailoring

This study followed a medium sized consulting conypas they tried to downscale and
tailor the rational unified process for use in th&dftware development projects. The
results are published in paper P2, P5 and SP6.

Our specific research question for our study of thonal unified process was the

research question RQ2.2: What are the limitatidwes\efits, prerequisites and cost of
tailoring and introducing the rational unified pess? And the study is also the source
of our claim C2, tailoring the Rational Unified Ress.

When we started this study, the company alreadyslate experience from using the
rational unified process in a free form, with ngtrigtions or guidelines placed on the
employees, their previous experiences are reportpdper SP6.

Our initial work with the company, reported in Bhpwed us that a top-down approach
was heavily dependent on expertise, and in the ddichot work very well for the
company. A second attempt, using a bottom-up ajgpraad involving as many of the
employees of the company as possible, created a bmetter result. A key factor from
our viewpoint was the focus of the workshop thaptkine discussions on track and
delivered good codifiable results.

In order to extend our results and to achieve betteernal validity, we compared the
results from this study with two other studies ddnethe SPIKE context, also
investigating companies using the rational unifiedcess. We also extended our results
with a systematic review of the research literatililds extension of our original study
was reported in paper P5. The main result heretiasdespite the apparent interest in
the rational unified process, little empirical raggh had been done on implementations
and downscaling. The results, however, confirmedbalief that the process in itself is
too complex, dependent on experts and needs tionpédifged.

P2: Tailoring RUP to a defined project type: A casestudy

The Unified Process is a widely used process fraonefor software development. The

framework is covering many of the roles, activiteesd artifacts needed in a software
development project. However, a tailoring of thenfiework is necessary to fit specific

needs. This tailoring may be accomplished in variaays. In this paper we describe a
concrete attempt to tailor the Rational Unified ¢&iss to a defined project type; a
Mainstream Software Development Project Type. paper has focus on the process
of creating the tailored Rational Unified Processveell as the resulting Rational

Unified Process. The paper makes some conclusindshas a proposition for further

research.
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P5:Tailoring and introduction of the Rational Unified Process

RUP is a comprehensive software development prdcasework that has gained a lot
of interest by the industry. One major challendenig RUP into use is to tailor it to
specific needs. This study presents a review amyséematic assembly of existing
studies. We have found that tailoring RUP is a w@rable challenge by itself and that
tendency is turning from large complete processéaorks towards smaller and more
light-weight processes.

4.1.3 Study 3: Process Workshops

This study followed a small sized software consglitompany. Their original goal was
to create an electronic process guide, but afterestme the focus changed to using
process workshops to define their software process.initial attempts at creating an
electronic process guide is reported in paper Ré,résults from using the process
workshops coupled with the results of using proeesikshops in another SPIKE study
is presented in paper P4.

Our initial work in this study gave rise to resdaguestion RQ2.1: What do developers
want from a knowledge sharing tool? This gave ysuinon what they viewed as
important artifacts for codification, like templatgatterns and process models.

The really interesting results, however, stem fithim later stages of this study, when
the focus changed to defining the software prot¢kssugh process workshops. By
applying a method developed and tested in anotREKES study, we had the chance of
contextualizing and improving the method. This l¢adur research question RQ2.3
which deals with how the context affects the fiagifacts of the method, and RQ 3.2
which deals with how the context affects the execubf the method. Through this
study we make claim C3, that we improved the methodontextualizing it.

We found that the discussions and results of thekstmps were greatly influenced by
the context of the companies, and concluded thextigus process experience was a
major factor influencing the results. We were aste to point out where prescriptive
modeling was better than descriptive modeling. Awvittether to focus on artifacts or
activities. We also confirmed earlier observatithmest the method was a good approach
to company learning, and that user involvement &)dmpact on process uptake and
use.

P1: Harvesting Knowledge through a Method Frameworkin an Electronic Process
Guide

A key leverage for small software consultancy conigs is the collective knowledge
possessed by their consultants. There have bees Stoigies in the literature on how to
harvest and transfer this knowledge, but most studre aimed at large multinational
corporations. In this paper we describe an ongasgarch project, aimed at improving
knowledge sharing in a small software consultanoypngany through the use of a
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method framework in an electronic process guideplsal with an experience
repository.

P4: Defining Software Processes Through Process Wahops: A Multicase Study

We present the application of the process worksmegthod to define revised work

processes in software development companies. Thromg empirical action research

studies, we study the impact of company premisek goals on the execution and
subsequently on the results of the method. We odecthat both premises and goals
will influence the workshops, and suggest how theu$ of the workshops should be
altered to achieve better results depending ordnéext. We also strengthen previous
claims that the process workshops are a good atlesia fosters discussion and

organizational learning, and that involvement ire tivorkshops leads to higher

acceptance and usage of the resulting process.

4.1.4 Study 4: Post Mortem Analysis

This study began quite informally. In our studiés@mpanies in SPIKE, we sometimes
used a method for retrospective analysis, callegptst mortem analysis. The method is
designed to extract important positive and negagxeeriences from finished projects,
or projects at key transition stages and analyeekdly causes of these experiences in
order to improve future projects. We did howevetigethat not all parts of this method
was working equally well.

In order to remedy this, we suggested some imprewsnto the method and tested it
on a group of students. The results were not asateqd, as the new method produced
far fewer causes. However, looking at the dataitgiziely suggested that the causes
were of a higher quality than the causes suggédstele old method.

Seeking to confirm these data, we planned a cdedr@xperiment were we sought to
control the confounding factors. The controlled exxment confirmed our earlier
indications, and is reported in paper P6, whichwems research question RQ3.3,
improving knowledge sharing through project retexdfwes. The study gives rise to
claim C4, improvement of the PMA. The major benefithe revised method is that the
new method is less dependent on a professionditdémi, and as such much better
suited to context where experienced facilitatoesraot readily available.

P6: Improving the Effectiveness of Root Cause Anayys in a Retrospective
Method: a Controlled Experiment

Retrospective analysis is a way to share knowledgjewing the completion of a
project or major milestone. However, in the busykeay of a software project, there is
rarely time for such reviews and there is a needeftective methods that will yield
good results quickly without the need for exterm@bsultants or experts. Building on an
existing method for retrospective analysis and flesoof group involvement, we
propose improvements to the root cause analysisepbfa lightweight retrospective
analysis method known as Post Mortem Analysis (PMA)particular, to facilitate
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brainstorming during the root cause analysis pluisthe PMA, we propose certain
processual changes to facilitate more active iddiai participation and the use of less
rigidly structured diagrams. We conducted a cole@doéxperiment to compare this new
variation of the method with the existing one, @odclude that in our setting of small
software teams with no access to an experiencelitdear, the new variation is more
effective when it comes to identifying possible treauses of problems and successes.
The modified method also produced more specifictista points for improving the
software development process.

4.1.5 Study 5: Systematic Review

This study happened in parallel to the previouslyorted studies, and was an ongoing
research for most of the time of this PhD studye Tésults is reported in paper P7. The
study gives answers to research question RQ1.therthemes of previous research,
and to RQ1.2, about methods applied within thedfidlhe study is the source of our
claim C1, an overview of the field.

Our study reports on previous research on knowleggsagement in software
engineering. A general finding was an increasedrast in the field, picking up from

1999 and onwards. Another general finding was mdtte move from lessons learned
oriented to more systematic empirical studies,Fsgere 5.

16

14

12

10

M Lessons Learned
O Empirical studies

Figure 5: Studies of KM in SE

Using the classification scheme of Glass describesection 2.3 we found the field
leaning heavily towards the technocratic side, witlly some papers published on the
behavioral aspects (see Table 8). Within the tectatic aspects, the focus seemed to
be on the engineering and systems schools. Theostonspatial and cartographic
schools were found underrepresented in the field. ¢o found very little overlap
between the concepts being studied within eachadcho
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Table 8: Categorized papers

& S > Q’b'\
NP L L /
S/ S8 8
YL VEOIECTENILETLEES

Empirical studies 6 1 12 0 3 0 3 25
% distribution, empiricla studies 24 4 48 0 12 0 12 100
Lessons learned reports 2 p L D 41
% distribution, lessons learned reports 49 0 22 0 5 2 22 100

Concerning research methods, the majority of tkatifled papers were lessons learned
reports and not scientific studies. Of the empirgtadies more than half of them were
case studies, but we also found some field studE®n research studies, ethnographic
studies and one laboratory experiment. See Table 9.

Table 9: Research methods for KM in SE

ST
Systems 1 3 1 1 6
Cartographic 1 1
Engineering 1 8 1 2 12
Organizational 3 3
Strategic 1 2 3
Sum 3[ 14 2| 1| 5| 25
% 12] 56 8 4] 20| 100

P7: Knowledge Management in Software Engineering: ASystematic Review of
Studied Concepts and Research Methods Used

Software engineering is knowledge-intensive workd ehow to manage software
engineering knowledge has received much attenfibis systematic review identifies
empirical studies of knowledge management initegivn software engineering, and
discusses the concepts studied and the researbloasaised. Seven hundred and sixty-
two articles were identified, of which 68 were sagdin an industry context. Of these,
29 were empirical studies and 39 reports of lestzarsied.

The majority of empirical studies relate to techmatic and behavioral aspects of
knowledge management, while there are few studikgimg to economic, spatial and
cartographic approaches. More than half of the sogpistudies were case studies.

4.2 Overview of Contributions

The identified contributions as described in chafité relates closely to the studies we
carried out with one major contribution from eaameoWe will briefly describe the
practical details of each contribution here befm@ving on to the discussion part and
linking the contributions with the overall themeslaheories.
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C1:

C2:

C3:

C4:

An overview of the research literature on empical studies of knowledge
management in software engineering.

We identified 29 empirical studies and 39 less@asried reports. These papers
were mainly concentrated within the technocraticosts where the emphasis
was on the engineering and systems school. Wheaeameh methods were
applied this was mainly case studies. For a shwnnsary of the major findings
of this contribution, see Chapter 4.1.5. This dbution is described in detail in
paper P7.

A method for tailoring the Rational Unified Process to the development
process of a software consulting company.

In general it seemed that the adaptation was @ ds a simple, pragmatic
process not as a heavily up-front planned andtlstrmanaged process. Our
approach involved a series of workshops in whiehkifty success factor seemed
to be focus. Focus both through a specific prdjgm, specific process elements
and through phases or disciplines. Another key esgdactor was that a
workshop consisted of persons with the proper egpee with regards to the
focus. The focus on a specific project type seentmve kept the participants on
track throughout the adaptation process. It seetoduave eased the process
since everyone had a clear concept of what shoalddme in that particular
project type. This contribution is described inadlein paper P2 and expanded
upon in paper P5.

Improvements of the Process Workshops method bgontextualization.

We found that the major influencing factor on thee@ution of the workshop
was the developers’ previous process experientlee lEmployees of a company
were used to working according to a process, thé&stop would benefit from a
focus on prescriptive modeling. If, however, noaclprocess existed, the focus
of the workshops should be on reaching an agreeorhe current process
before improvement was suggested, or in other walescriptive modeling. We
also found that the method could improve by foogin the right deliverables.
If the process workshop approach was used to r@aclyreement on the current
process, the main deliverable should be a list rtifaats. However, if the
process workshop approach was used to specifyefyitocesses based on best
practice, the main deliverable should be a lisadivities. This contribution is
described in detail in paper P4.

Improvement of the root-cause analysis phase dhe lightweight Post
Mortem Analysis for more effective project retrospetives.

We changed the root-cause analysis phase by altdhe brainstorming
technique from interactive to more nominal, andaducing the more free form
diagrammatic technique of causal mapping. A graugefined as nominal if its
members work independently, but in each other'sguee. A group is defined
as interactive if its members generate ideas ie-fadface discussions. This
contribution is described in detail in paper P6.
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C5:

Proposal of methods to increase the learning fetct of mentor programs in
software engineering.

The main challenge we identified from the reseéitehature and our interviews,
was to increase the level of reflection and mowenfra single looped learning
scheme to more double looped. Several suggestimnsmiprovements were
taken into the revised company program, includi@ear role definitions,
possibility of group mentoring, and stimulation discussion by not giving
outright solutions but rather examples of how tkingad been done. This
contribution is described in detail in paper P3.
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5 Discussion of results

We will now discuss the results of our studies. ¥irn to our three research themes
and discuss how our studies have contributed tesvHrdse. We will not discuss the

concrete research questions, since those discgdsawe been covered in the individual
papers. For discussions on the validity of our Gbations we also defer the reader to
the enclosed papers.

For each research theme we discuss which of ourileotions have had an impact on
it. We relate these contributions to the statehefdrt, both showing how they fit with
existing literature, and how they have extendedfild. For RT2 and RT3 we make a
theoretical comparison on the learning effects e tlifferent contributions, using
theories of organizational learning to point ounitarities and differences. In addition
we reflect on each theme to present what we fetfleéianajor contributions within the
themes towards the overall goal of the thesis.

Finally, we add some reflections on our researctiecd, the SPIKE project.

5.1 Research on knowledge management in software
engineering (RT1)

Ouir first research theme was chosen to give usvarview of the research literature in
the field we chose to study. Both in order to foud what had previously been done, but
also to have a framework to compare our own woekresd.

Our major contribution towards RT1, is C1, the ev@wv on the field. We chose the
systematic review approach for this contributianrétrospect we see that this method
consumed significantly more effort than we firspegted, and we had to make tradeoffs
to limit the scope of the search and presentaida.could of course have asked more
guestions within this contribution. What theoriesé been used? How effective are the
different approaches? What settings have the mstheen tested in? However, we
were faced with time and resource limitations, eedhad to make a choice. We believe
that the two questions we asked (RQ1.1 and RQiAe®)s to establish a baseline for the
field. We know what has been investigated empigicaind we know how.

48



Discussion of results

Contribution in relation to state-of-the-art

Comparing our findings for this research theme wfite state-of-the-art presented in
chapter 2, confirms the results of (Hansen, 200¥)he distribution of research in the
SPI field. Our study excluded what Hansen et dl.prascriptive studies. But based on
the number of exclusions and the criteria for these found that the field is biased
towards the prescriptive and descriptive studigh wery few reflective contributions.

According to the MAP framework of Aaen (2001), whiprovides a framework for
categorizing SPI studies, research in SPI as aevhat focused primarily on aspects
related to norms, and compliance to these. Althomgihaven't specifically categorized
the final selection against the MAP framework, theus of our selection seems not to
be as heavily biased towards norms for our fieldasn et al. suggests that it is for the
SPI field as a whole. Our study do however addaesarea which Aaen et al. points out
as an area needing more research, namely the fralengpetence in SPI and how to
distribute this competence.

From the knowledge management perspective, usmghitories suggested by Hansen
(1999) we observe a heavy bias towards the codiitsstrategy. We also echo the
findings of Christensen (2005) that the majoritystifdies seem to focus on the creation
and transfer of knowledge. The classification soheuggested by Earl (2001) proved
useful for categorizing studies of knowledge mamag® in software engineering,
although a few studies could not be classifiechenftamework. In Earl’s framework we
saw a clear bias towards the technocratic apprsache

How then can we claim to have contributed towahdsstate-of-the-art? Some attempts
have previously been made to establish an ovenaéwnowledge management in

software engineering. Rus et al. (2001), Lindvdllaé (2001), and Dingsgyr and

Conradi (2002). However, these studies are fromlZM®2 and none of them are
specifically targeted to establish a complete aystesnatic overview of all studies in

the field. We therefore believe that our contribatiis a good building block for

establishing a complete and systematic overviescigntific studies within the field.

Reflections on the Research Theme

By using our contribution as a possible buildingdid for the field, researchers who are
interested in doing research within this field ees® our study to identify what papers
have been published with relations to the concibyetg want to investigate, and use it as
a starting point for their own research. It is apsassible by looking at our results to
identify clear holes in both what has been invedééd and how it has been investigated.
In addition we were able to use the framework ftbra contribution to relate our other
contributions to the field as a whole.

It is interesting to look at our own contributiomslight of the framework we used to

categorize the field in C1. Most of our contribusoC2, C3, and C4 can be placed
within the engineering school. This is not surpgssince the foundation of this school
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is the processes which ties closely with our foonsSPI. The engineering school was
identified as having the largest amount of empirgtadies within all the schools. Yet
when we looked closer at the studies there wete tid none overlap between them. As
such the school needs more attention to fill ingaps, and we believe our contributions
C2, C3 and C4 contributes towards that. Our comtidbh C5 can be categorized in the
organizational school, an area clearly lackingraitv@ in the field. However, getting
data proved troublesome and thus the contributamt as well investigated as we had
hoped for.

5.2 Application of knowledge management to improve the
software process through codification of knowledge
(RT2)

Our second research theme, as well as our thirdchasen with a basis in the theories
of Hansen (1999), which states that there are alfsitvo approaches to knowledge
management. RT2, deals with the first of these,ification. There were several

companies in SPIKE interested in improving theivalepment processes by codifying
them. We chose two cases that had contrasting kkettwo define their development
process: One using the Rational Unified Processoagh, which takes a top down
approach and the other using the Process Workshapsakes a bottom up approach.
These studies resulted in contribution C2 and GReetively.

The two investigated methods can only be said poesent a fraction of this research
theme. However, taken together they do give an rtapb insight into a common
starting point for SPI, the codification of processnto process frameworks. Before you
can improve your process, it is important to knowatvprocess the organization is
following. Also worth noting, is that despite theiifferent starting points, they evolved
into using almost identical knowledge generatingcpsses seen from the theoretical
perspective. Our findings from the studies of bthlese methods support earlier
research that involvement of developers in defirtimg process is the key to creating
ownership and subsequently use of the resultinggases (Lawler, 1987; Guzzo, 1996;
Vandenberg, 1999; Riordan, 2005).

Contribution in relation to state-of-the-art

According to Hansen (2004) our contributions cansken as descriptive/reflective,
which contributes towards the SPI field which isavity biased towards prescriptive
studies. In the MAP framework of Aaen (2001), weéanade contributions towards
the competence factor. In the field of KM this r@sf theme obviously contributes
towards Hansen’s codification strategies, partitylahe school of engineering
according to the framework of Earl (2001).

Concerning state-of-the-art related to RUP, we quaréd a literature review to find

related studies, see P5 for details. Our findingsewthat despite indisputable interest in
the subject, the total amount of empirical studiaesthe adoption and introduction of
RUP was surprisingly low. This means that our erogirstudies on the adoption and
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introduction of RUP, P2, SP6 and P5, has contribaignificantly to the state-of-the-art
of this subject.

In a systematic review of software process taitprioy Pedreia (2007), our study
reported in P2 is identified as one of 28 primdndees, from an initial selection of 394.

Method tailoring covers all method adaptations,emdy RUP. Our study seems to have
made an impact on the study of method tailoringnrall companies (only 20% of the

studies were in small companies the other 80% vaas farge), company level tailoring

as opposed to project level tailoring (35% vs. 6586 on informal approaches (33%
VS. 67%).

The published empirical material concerning thecBss Workshops method was
limited to the original introduction of the methd®ingsoyr, 2005) and a Finnish
application of the same method (Pikkarainen, 20@)r study extended the results
from the original introduction, by comparing it@éocontrast case. Through this we were
able to improve the method based on the contéxtapplied to. Our contribution to the
state-of-the-art of this method can thus be salsktsignificant.

Contributions in Relation to Organizational Learning

Using the theories of organizational learning owtti in chapter 2, we can make a
theoretical comparison between the two studiesingait contribution C2 and C3. For
both companies, their initial attempts can be desdras combinatory, trying to take an
explicit process and making a new explicit proc&ss.both studies we found that such
a process depended heavily on an expert and thkimgsprocess would be too far from
the regular process unless more employees werelvetroin defining it. Both
companies then chose to define their process thraugore bottom up approach. The
company in C2 held their own workshops, using théPRramework as guidelines,
while the company in C3 tried the process workslagproach suggested by the
researchers.

Comparing the two cases, we find that the workshage on a different meaning in
terms of learning. The company where the develogers accustomed to working with
process definitions were able refine their tacibgass knowledge into external
activities. The employees who were not used to mgriwith a defined process used the
workshops as primarily socializing their knowledged reaching a consensus. This
resulted in an agreement on artifacts, rather #wivities. We could also observe the
importance of having a medium for collecting theeemalized knowledge. In C2 we
observed the flow of knowledge from the individuats the group levels through
workshops and projects and into the final wiki, resgenting the organizational level.
Through C3 we observed the flow from the individuab the group level in the
workshops, but the flow to the organizational leseémed slow or lacking. In addition
for C2, we could follow a new process as the ptomeanager got access to the new
process and how she internalized this informatia operational knowledge.

Looking at the process in the study leading to f&@n the perspective of Wenger's
theories, we observed the formation of a commuoiitgractice surrounding the process
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improvement group. As the process was defined, Mm@ as many employees as
possible, we saw the community form with the precgsoup as the community’s
nucleus, with employees in a more peripheral pmsitiSince the workshops were
conducted in parallel and early in the process,traogployees can be said to be on a
peripheral trajectory, and are not necessarily draato the community of practice. Our
observations of a project using the redefined me®a@tiowed us to study the interaction
between the community of practice formed aroundniiw project and the community
of practice formed around the process. When agtiusing the redefined process, the
project manager can be seen to be on an inboujettoey to the community of
practice. In this case the wiki functioned as tlourmary object, allowing contact
through reification. The project manager and a nmesndd the process group also had
frequent meetings, resulting in contact throughigi@ation or brokering. This contact
was beneficial for both communities which mutuafifluenced each other to create an
improved process.

In the study leading to C3, however, where the slops were held in a more serial
manner, we observed a community of practice forarednd the people participating in
the workshops. The core formed from the people nuftn participating in the
workshops, while the peripherals could be consii¢hese only participating in one or
two workshops. We observed a larger degree of gmpk being on inbound
trajectories to the community of practice, propmél to the number of workshops they
participated in. Developers who did not participeieghe workshops, fell outside this
community of practice, and it was commented thatrtw process models had a much
larger impact inside the community than outsidee Workshops were also organized to
fit with the different phases of the developmeragass. We found it useful to invite
participants with particular knowledge of the indival phases, or coming from a
theory perspective, communities formed around tifierdnt phases of the process.
Since the company lacked a tool to implement talte from the workshops it was up
to the researchers to create boundary objectsthemorkshop sessions.

Reflections on the Research Theme

In our view, the most interesting aspect from cwdyg of codification approaches in
software process improvement is the balance betagdacts and activities. From our
workshops leading to both C2 and C3, a key sudeessr was to have a specific focus
throughout the session. As we discovered through dd2 thing is the focus on a
specific project type, specific process elementsspecific phases or disciplines. But as
C3 showed us, and which we in retrospect can coreté with our observations on C2,
another important focus is whether the focus icadification of artifacts or activities.
Whether the focus should be on artifacts or adtisjitseems to be related to the process
maturity of the company. If the company has sonmgeagnce with defined processes
the focus can be directed towards activities. &réhis little or varied experience with
process compliance, it is better to direct the $amwards the artifacts. This observation
is, however, is built on a few case studies anduh we should be careful about
generalizing to the entire software engineerinddfidt is however an interesting
proposition for further research.
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Another important finding from both our contribut® towards codification is that
developers do not inherently trust or adhere totwhevritten in process guides, and as
such process conformance will be low unless measane taken to prevent this. Both
our studies showed that including developers inctieation of the new process creates
ownership and future process compliance. Anotheasone is coupling the process
steps with a rationale for complying with it. In GRe company added motivating texts
explaining why they felt each step was necessadyparssible risks by omitting it. In
C3, they wanted to couple each step with an expegzidase, so the developers could
see what experience other developers had with tiksangteps of the process.

5.3 Application of knowledge management to improve the
software process through personalization of knowlegk
(RT3)

The third research theme, like the second sternms Flansen'’s strategies for managing
knowledge. It relates to our belief that a compamoftware practices are ultimately
based on the knowledge and skills of its employdesot of process knowledge is
embedded in the heads of employees in software aoi@p, and so if we increase the
sharing of knowledge and experience between theloyegs we will improve the
overall process too. We chose to study three mstfadknowledge sharing in software
companies: process workshops, the post mortem sisalgnd a mentor program.
Resulting in contribution C3, C4 and C5 respecyivélithough contribution C3 was
included in RT2, it is also relevant for RT3 duette® amount of tacit knowledge
sharing we observed during the workshops.

As with research theme RT2, we had to narrow oaudowith the studies and research
guestions. We have gained insight into the conaretthods we chose to study, and we
also believe that our observations provide valugleleeral information to the research
theme. The methods we have studied are only a ga#llof the methods that could
possibly contribute to this research theme. Howexgreneral lesson from these studies
is that when theories of knowledge management g@iea within a software
engineering setting, we are able to increase thed td knowledge sharing.

Contributions in relation to state-of-the-art

Like RT2, research theme RT3 also contributes tdevdine competence factor in the
MAP framework of Aaen (2001). Concerning the ovewiby Hansen (2004), both
contribution C3 and C4 can be considered descefigflective. Due to lack of data,

however, C5 must be considered mostly prescrip@#hough it does contain

descriptive data and reflection on theory.

In the field of KM, this theme can be seen to adslrene of the main concerns of Alavi
(2001): How to facilitate the flow of knowledge feten individuals so the maximum
amount of transfer occurs (assuming that the kndgdeindividuals create has value
and can improve performance). In the framework @irl §2001) we place the

contributions of this theme in both the engineerimgd the organizational school.
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As we discussed under RT2, the material publishrethe process workshops method
was limited, and our results extend the resultsnftbe original introduction of the

method. In the framework used in C1, we classifg #tudy as belonging to the
engineering school.

Concerning contribution C4, there is a wide varietymethods for conducting project

retrospectives. The lightweight postmortem analygschose as a starting point is but
one of these. As such, our improvement to this otwib hardly a large impact on the

field, but the general theories we based the imgmmmants on, should be applicable to
other methods as well. Related to C1, this stuady @so be placed in the engineering
school. It expands on some of the papers relatmgorbject retrospectives and

improving the software process based on the expeziom finished projects.

Our final contribution towards this research thei:€C5, mentoring. In the research
literature we found plenty of studies on mentorgoams, but no such studies in a
software engineering setting. Our study is not gdimeaking within the field, but it is a
contribution towards contextualizing mentoring insaftware setting. Related to our
framework in C1, we can categorize this contributwithin the organizational school.
As such it contributes towards the more behaviaspgkects of KM strategies, an area we
found to be underrepresented in our overview.

Contributions in relation to Organizational Learning

From the perspective of Nonaka and Takeuchi’'s thepthe most prevalent form of
knowledge conversion in the study leading to C3 trocess workshops, was
socialization, resulting in sympathized knowleddewhiteboard and yellow stickers
were used to capture this knowledge in explicitmfprresulting in conceptual
knowledge. During this process we observed gooaviedge flows from the individual
to the group level. This was also commented onheyparticipants themselves, who
claimed the workshops to be the best action towaatsing in the company that year.

For the study leading to C4, the post mortem amglyge observed a similar effect: The
primary mean of knowledge sharing for this methodswsocialization, ideas were
generated primarily through discussions and brainghg. A whiteboard served as a
secondary tool allowing the group to externalizeirththoughts into conceptual
knowledge. For this method we also observed goodwladge flows from the

individual to the group level.

From the viewpoint of Nonaka and Takeuchi, the isigaof knowledge in a mentor
program, our contribution C5 is inherently sociatian. However, with no actual data
from the program in practice, it does not make sdnsdelve deeper into this theory
here. Instead we will draw upon another theory, elgnArgyris & Schon, which we

applied in creating the revised program. During ouerviews we drew upon this
theory and classified the actual learning as sihgbped. By increasing the level of
reflectiveness or in the words of the theory, mgkihe learning double looped, the
company should be able to increase the learnirgedf the mentor program.
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From Wenger's perspective, a community of practioemed around the people
participating in the workshops in the study leadiogC3. The core formed from the
people most often participating in the workshopsilevthe peripherals could be
considered those only participating in one or tworkghops. The developers not
participating in the workshops fell outside thisnmoounity of practice. It was
commented that the new process models had a mugderlampact inside the
community than outside.

In the improved post mortem analysis in C4, Wergydkories offer little insight into
the process, as the knowledge is generated withenproject group, serving as a
community of practice. The brainstorm can be sesnparticipation, while the
whiteboard serves the need for reification. Thalfreport then serves as the boundary
object from the development group. In the mentogpam leading to C5, there is little
to be gained from Wenger’s theories. We are talkihigrokering between communities
of practice. But as stated above we did not getti@nce to study this in practice. We
did however use Wenger’s theory to identify seve@nmunities of practice where
mentoring were taking place in an unofficial manner

Reflections on the Research Theme

Our systematic review of the field, C1, showed aaclbias towards codification

approaches to knowledge management in softwareneexgng. Personalization,

however, is an area that is not widely coveredhim itesearch literature on software
engineering. Even the technocratic school that supm@m personalization approach, the
cartographic school, is poorly represented in eicgdirresearch. Although we have
made some contributions towards this theme, musdareh remains.

However, as our studies have shown, it is not tmiyresearch field that leans towards
codification approaches. Companies also tend téog@a solution with more tangible
results, and ignoring the more human aspects ardtdransfer of tacit knowledge.

While our focus in RT2 can be characterized asitaplat knowledge flows from the
group level to the organizational level, RT3, cam $aid to be focusing more on
knowledge flows between individuals and from theéiwidual to group level. The
individual learning effect also seems to be greatdahese initiatives. This underlines
the need for further research into this aspecnhofledge management. We believe that
the software engineering field can improve by tgkinmore human-centric view at our
activities, thus reducing the tool focus whichugrently dominating the field.

Our main contribution towards RT3, concerns the waystructure the brainstorming in
our workshops. We believe that our strategy ofrigtthe participants work nominally
at first, and then structure their discussion exté@vely around simple tools like a
whiteboard with post-it notes, have contributed dod¢ good learning effects. This is
mainly seen from our experiment yielding C4, busitlso observed in the workshops
conducted as part of C3 and C5. This result, adth¢éoevidence in organizational
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psychology where it is claimed that nominal groop$perform interactive groups in a
brainstorm.

5.4 Reflections on the research context: the SPIKE prejct

In Software Engineering (SE), as well as in Infatiora Systems, empirical studies of
real industrial processes and products are negegeaidentify relevant research
agendas. However, research focus and researchitiastican vary videly, from

collection of "what-is" data, to ambitious and teclogy-driven "tool" projects, and to
company-wide SPI programs. Industrial organizatieechnologies, markets and
products are also in a continuous flux with littencern for stable researcher agendas.

All this means, that academic SE research in imdustrries a substantial risk of yearly
cancellation or refocusing of agreed-upon, muteéivdies. To be able to stick to a 4
year "grand" research plan between industry andleana is rare or downright

impossible. So we have to live with, in our casealfer studies that inevitably are more
heterogeneous and less controlled than desired. i$rsimply the prize of industrial

relevance, and indeed of any cooparation at all.déeve that our approach towards
the industrial partners, using action research,pmmsated somewhat, but not fully for
this conflict of interest.

Luckily, we had a larger and relative long-term4(§€ars) cooperation project context
(SPIKE) to participate in, where the choice of ieting partners varied. The industrial
partners were also sympathetic to academic coaperaFinally, there were 8-10

researchers from three research institutions reguhorking on the project and usually
in pairs towards the same company. All this softiethe traditional conflicts mentioned

above.

Also, as we outlined in chapter 3, having a guidihgme for the thesis proved
invaluable in this setting where company stratefiieguently changed to adapt to the
realities of the world. Having the overall themedadking at SPI from the viewpoint of

KM, allowed us to adapt our research to the compgmeferences without deviating too
far from our original directions.
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5] Conclusion

Through this thesis we have explored and repore=starch related to improving
software process through use of knowledge managermka research which we have
carried out throughout this thesis has provideduadsle insights into three main
research themes, and resulted in five major carttdbhs. We now sum up our main
findings and outline possible future works base@onresults.

6.1 Knowledge management in software engineering

Our first research theme investigated the previ@sgarch in the field of knowledge
management in software engineering. We have onerroantribution in this theme:

C1l: An overview of the research literature on enagir studies of knowledge
management in software engineerinfhrough a systematic review we created an
overview of the research literature to identify whad been investigated and where the
holes in the field were. We found a clear bias tasacodification strategies, and the
technocratic approaches. We also found a bias tswvprescriptive and descriptive
studies with few reflective contributions. Comparithe rest of our studies to the
framework we used for categorizing the field, waird to have made significant
contributions to the engineering school of knowkedganagement.

6.2 Codification strategies

Our second research theme investigated the caildiicastrategy on knowledge
management in software engineering. We focused vom $pecific methods for
codification within this theme. This lead to cobtriions in the form of two improved
methods for eliciting and describing the softwarecpss of a company:

C2: A method for tailoring the Rational Unified Ress to the development process of
a software consulting companihrough an action research study we gained ingigit
the process of tailoring the Rational Unified Psx¢o the development process of a
medium sized software company. Our results werérasted and strengthened by two
other case studies and a systematic literaturey stidrough this contribution, we
realized the importance of focus to properly stwerkshops to achieve satisfactory
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results. We also concluded that the RUP is inhBreob heavy and dependent on
experts to achieve proper tailoring.

C3: Improvements of the Process Workshops methadriigxtualizationThrough two
action research studies where the Process Workshefiod was applied to define the
software process for two companies, we gained peateenderstanding of how the
company context affected the results of this meth@dr main finding related to
codification was that the level of process maturitythe organizations affected the
workshops and consequently the final documentedltsesin an organization with
sufficient process maturity they produced lists dadcriptions of activities, while in the
organization where the process maturity was lowles, discussions turned towards
producing lists and descriptions of artifacts.

6.3 Personalization strategies

Our third research theme investigated the persmatan strategy on knowledge
management in software engineerilgithin this theme we investigated three specific
methods for knowledge sharing, leading to threenmantributions.

C3: Improvements of the Process Workshops methadritgxtualizationThrough two
action research project where the Process Worksmepisod was applied to define the
software process for two companies. In additiothtoinsights we gained under RT2 by
using this method, we gained deeper understandingow the company context
affected the execution and sharing of knowledgendusuch workshops. Again the
process maturity seemed to affect the discussialiswing the organization with
sufficient process maturity to discuss prescriptiv@deling, while the organization with
low process maturity leaned towards descriptive efing.

C4: Improvement of the root-cause analysis phas¢heflightweight Post Mortem
Analysis for more effective project retrospectivi¥e proposed changes to the
brainstorming in the root-cause analysis phasehefpost mortem analysis method,
which we then tested in a controlled experimenhgi" year masters students. The
result was a more effective method in that it diered deeper and more explicit causes
for project problems in the same amount of timethes previous version. We also
discovered that the revised method was less depende=xperienced facilitators.

C5: Proposal of methods to increase the learnirigoéfof mentor programs in software
engineering.Through an action research project in a mediumdsszdtware company,
we gained deeper insight into how knowledge wasesha a mentor program, and we
proposed several modifications to the program toaid increase the learning effect.
The most important improvement was to increasimgglével of reflection to move the
learning cycle from single to double loop.
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6.4 Research Goal

Returning, finally, to our research goal for thikesis: How can Knowledge
Management be applied to Software Engineering oteoito foster Software Process
Improvement?We found that by taking a knowledge managementppetve on
software process improvement, we could identify arwiease learning effects, a key
factor in getting developers to improve their picat. Our studies also showed that
most research within software engineering has loietted towards the codification
strategies, and that research on transfer of kamotvledge through personalization is
lacking, even though the learning effect on theviddial level seemed greater through
these. Further, our studies showed that commurofiggactice sprung up around SPI
efforts. Participation in these communities seetoeok the key factor for the impact of
the revised processes. A key challenge is to irevalnd keep the developers in these
communities and make sure they don't drift out leénh, once their involvement has
ended. As we have seen there are many possibleicappis of knowledge
management in software engineering, and we hatediésit a few during the work on
this thesis. But, as previous researchers havagubout, there are many possible routes
to the goal, and no single approach is necesdaelyest for all possible contexts. Our
studies have contributed towards the state-of-thé&yacontextualizing some methods,
but there are still a lot of possibilities for raseh within the field.

6.5 Future Work

Our three research themes lend themselves nicelgossible future directions for
research we have started in this thesis.

Our overview of the field does currently only ind&ustudies in industrial contexts, and
can be greatly expanded by adding prescriptiveiestulom academia. There are also
possibilities in extracting more information fronmet studies already identified,
concerning contexts and method impact.

Of the two methods we studied within the codifioatistrategy, we would say the

process workshops method has the most potentiduftiter studies. As we found in

our literature study on the RUP, the industry hasted to realize that the process in its
original form was indeed too heavy, and is launghirtw and more agile versions
instead. As we also saw in our study of downscaligRUP, the organization ended
up with a simple and pragmatic approach, using slowRs to involve developers in

defining their process. We believe the process slaygs method can offer this simple
and pragmatic framework for structuring discussionssoftware processes. It would
also be interesting to follow the indications ob@ess maturity relating to the balance
between discussions on artifacts or activities.

As we saw from our overview of the field, the peralization strategies have not
received much coverage. It should therefore beeastmg to follow this track in future

research. From the methods we investigated withintheme, we believe the improved
post mortem analysis could yield the most intengstesults, if taken further. With agile
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methods gaining in popularity in software enginegri the need for effective
dissemination of experience through short meetorgsorkshops is definitely needed,
and we believe much can be gained by more reseamchow to conduct project
retrospectives in software engineering.
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Appendix A: Selected papers

In this appendix we have included the seven pafieas have contributed the most
towards the work presented in this thesis. We pitetbem here in chronological order.
The papers are:

» P1: Harvesting Knowledge through a Method Framewwrkan Electronic
Process Guide

» P2: Tailoring RUP to a defined project type: A cagaly

« P3: A study of a Mentoring Program for Knowledgearsfer in a Small
Software Company

» P4: Defining Software Processes Through Processk&fops: A Multicase
Study

* P5: Tailoring and introduction of the Rational Ued Process

* P6: Improving the Effectiveness of Root Cause Asiglyin a Retrospective
Method: a Controlled Experiment

* P7: Knowledge Management in Software Engineerin@yAtematic Review of
Studied Concepts and Research Methods Used

The papers have been uniformly formated for prediemt in this thesis.
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P1: Harvesting Knowledge through a Method Frameworkin
an Electronic Process Guide

First published in Proceedings of the 7th Inteoral Workshop on Learning Software
Organizations (LSO), Kaiserslautern, Germany, 2005;111

Also available from K.-D. Althoff et al. (Eds): WI005, LNAI 3782, pp. 86-90, 2005.
© Springer-Verlag Berlin Heidelberg 2005. Reprinteith kind permission of Springer
Science and Business Media.

Finn Olav Bjgrnson, Tor Stalhane
Department of Computer and Information Science,
Norwegian University of Science and Technology

NO-7491 Trondheim, Norway

{bjornson,stalhane}@idi.ntnu.no

Abstract. A key leverage for small software consultancy cames is the collective
knowledge possessed by their consultants. There heeen some studies in the
literature on how to harvest and transfer this Kieogye, but most studies are aimed at
large multinational corporations. In this paper describe an ongoing research project,
aimed at improving knowledge sharing in a smalltwafe consultancy company
through the use of a method framework in an eleatrprocess guide coupled with an
experience repository.

1 Introduction

Small software consultancy companies have to |lgeetheir position in the market to
stay ahead of their competitors. One way to achiieigeis by providing their customers
with tailored solutions to their problems. They cda this by drawing upon the
collective knowledge of their consultants. When tb@mpany is small and the
consultants are spread over the sites of many mest) it becomes difficult to gain
access to and draw upon the collective experiehed the co-workers. Consequently
the solutions provided by the consultants mightbeobf sufficient quality to make their
customers return to the company when they needittanss for a new project.

One solution to the problem with a dispersed wakdds experience repositories. A lot
of research has gone into this field, however nobshis research has been focused on
large companies and little data exists on the egfdin of this in small companies [1,
2].

In [3] the authors examine challenges facing srhallinesses when implementing
knowledge management efforts. Small businesses paréicularly vulnerable to
knowledge erosion, yet they seldom have the timkerasources needed to implement
the knowledge management programs described fgerasompanies. However, the
authors suggest that small businesses can beustfing much from well thought out
knowledge management efforts.
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According to [1], which describes the successfid af an experience repository in a
small software company, detailed data on its ugk sdructure can be used to better
understand how experience supports activities encttmpany. This can in turn lead to
improvements in experience management conceptsitpees and tools.

In this research report we describe our work imalksoftware consultancy company
that wish to manage their knowledge through a mieframework implemented in an
Electronic Process Guide (EPG) coupled with an Egpee Repository (ER).

2 Context

The company we investigated currently has 17 eng@ey Their main activities are
hiring out consultants as developers, developingmete solutions for customers and
hiring out consultants as advisors for selectinghtelogy, strategy or process.
Typically, no more than four to five consultante at any time working for the same
customer.

The managers of the company wish to leverage thgaay in the market by providing
solutions to the problems of their customers. Téilat®ns should make them stand out
and increase the probability that the customees l&turns with new projects. In order
to do this, they wish to foster an environment wadiedeas and knowledge are shared
freely among the employees, and where the emplayeesiraw upon the experience of
each other to provide good services to their custenThis work is difficult since a lot
of the employees at any given time are out at iteeas customers where they don't
have direct access to their colleagues.

To remedy this situation they wish to collect thgperience of their employees in an
Experience Repository (ER). This will allow themployees to have easy access to the
experience of their coworkers.

3 Method

Due to the cooperative nature of this researcheptpjwe decided to adopt action
research as our approach. The most prevalent gesarof action research is found in
[4]. The approach requires the establishment oflientesystem infrastructure or
research environment. In our case this was alre@dgn care of through the
researchers’ and company's involvement in a mutesgarch program. The approach
further specifies five identifiable phases, whicke aterated: diagnosing, action
planning, action taking, evaluating and specifylegrning. This paper sums up our
work and findings from the initial phases and wiedtect this has had on the
development of the new tool. The plans for the mpéwtses are outlined up in section 6:
Future work.

For the initial diagnosing phase, we decided to semistructured interviews. We
scheduled interviews with 12 of the employees. iflberviews were carried out using
an interview guide. Basically we wanted answerghi@e questions: What was the
current approach to knowledge sharing, what shthiédnew tool contain, and what
kind of functionality should it provide? All of thenterviews were taped using a
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dictaphone and were subsequently transcribed. Theterial was then coded and
analyzed using the constant comparison methodrenYivo tool [5].

The problem with the adopted approach is that esults will be difficult to generalize
due to our single case. Rather they will contriboté¢he understanding of the concepts
of Experience Repositories. If the results from stwdy should coincide with the
research literature some generalization might [ssipte.

4 |Interview Results

The company seemed to have a good environmemflamal sharing of experience in
that people knew one another and knew whom to coiftthey were stuck. There did
not seem to be much formal gathering of experieHoexperience from a project was
collected, it was mostly done in an ad hoc manaed, it was not easily available. The
gathering of experiences today was mostly doneutiirgrivate initiative and saved for
personal use.

Lately a few employees had begun using post moeratysis [6] at the end of their
projects, but they did not have a place to strecturd access this information. The fact
that a lot of work was done at the site of cust@meas also seen as a hindrance to
collecting project experience. It seemed to beegdsiget help with technical problems
than problems related to process. More structudeir@iormation related to process was
seen as desirable.

When asked about what information they wanted #wve tool to contain, the employees
provided us with a myriad of elements. A few, hoaewas mentioned more often than
the others: document templates, patterns, a gomcegs, help with customer relations
and practical experience.

Document templates were seen as potential helpntoease productivity. Both
inexperienced and experienced project managersasaenefit from having a set of
standardized templates in order to save time onrdeatation.

Patterns were also mentioned as something thatdsheueadily available. Good ideas
and smart solutions that other people had thoufktere worth repeating. However,
the employees stressed the need for trust. It waeriant for them to know that a
pattern could actually deliver what it promised.

A good development process and the need for help guestions related to process
was often mentioned during the interviews. This dneeas considered especially
important for the start-up of new projects. Inexgeced project managers expressed a
need for a process that would help and guide therough the initial phases.
Experienced managers expressed the need for asprtwa would help them keep on
track throughout the project. A well-defined praxegas also seen as something they
could market to their customers to gain an edge ther competitors.

The employees often mentioned the need for guideland advice on how to improve

customer relations. There was a broad agreementntibee customer involvement
would enhance the quality of the end product. Tinpleyees agreed that there had not
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been a lot of focus on this in the past and thatledmes for this would be most
welcome in the new method framework.

When it came to choosing a process, a templatepattarn, the employees would like
to know what kind of experience others had madenwséng these items. They saw a
great potential in linking the experience of thenpany’s developers to templates,
patterns and processes, in order to be able tgsatisem for their own projects based on
their colleagues’ experience.

5 Initial work and Challenges ahead

After the initial interviews we moved on to theiaotplanning phase of our research.
This phase consisted of meetings with the compangrevwe presented the result of
our interviews. The interviews indicated that theses a demand for a tool that would
help the employees to share and structure theiereqre, especially experience
surrounding the development process. It also inedicghat the culture of the company
supported free sharing of information and expeeerand that the employees saw the
benefits of using such a tool as the managemensuggesting.

With the support from the employees established,awanged a discussion on the
functionality and the content of the new tool. lasvdecided that the company should
develop an empty method framework tailored to tlewetbpment process of the
company. This framework would be implemented iryaagnic EPG, which would then
be coupled to an ER. The employees would usedbida enter their experience related
to roles, artifacts and activities. The goal iscteate a process guide based on the
collective experience of all the employees in tbenpany, which can then be used to
increase the quality and consistency of their wBidth the decision to couple the ER to
the process of an EPG and making the tool highiractive to enable fast feedback is
supported by [7] which describes good practiceandigg ER and [2] which describes a
successful implementation of an EPG/ER

After the meeting where this was discussed, we ohareto the action-taking part of
our research. The company put one consultant opribject of working out a method
framework. The framework was based on the Ratibméied Process (RUP), and was
tailored to the company’s process. During this psscthe input of both employees and
scientists was sought in order to make the framkewsrsimilar to the current practice
as possible.

One of our main challenges in the time ahead valtdkeep the ER alive. An ER that
is not used by the developers is of no value toctitapany. Experience from other ER
initiatives [8, 9] has shown that there are thistdrs that influence the use of an ER:

* The ER must contain a minimum amount of experienias can be searched.
The amount of experience available is critical.thére is little experience
available in the ER, the developers will neithee itsnor contribute their own
experiences to it.

» The experience that is found must be considerecdbdorelevant for the
developers in their day-to-day work. It must hédprh to do a better job and it
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must be up to date. One of the most de-motivatmggs that can occur when
using an ER is to find an experience with and ggeng title but with outdated
contents.

* It must be possible to establish a community otiica [10] based on the ER
contents. This means that not only must the expegide relevant — it must be
possible to discuss, and augment existing expegribat is; the ER must work
as a forum where people can exchange ideas.

All of these mechanisms are used to keep up therest for the ER among the
developers. On the other hand, the interest cay lmmlkept if the content is good. In
order to meet these challenges we will use sewdrategies. The most important
mechanisms to achieve our goals are to:

» Keep the ER open. As a consequence of this, evdyyban add his or her own
experiences. There will only be one restrictionllHrgput must be traceable to
the person that contributed it.

» Build discussion treads. These are important bo#teep the experiences up-to-
date and to keep the community of practice alive.

6 Future Work

When the framework is finished and implemented he EPG/ER tool it will be
presented to the employees. After this, the emgeyeill enter into a period of filling
up the framework with relevant experience. The midllenge for the scientists will be
to come up with good methods for extracting mosthef experience of the employees
in a way that is not too intrusive to the regularkvof the company, yet still captures
the most crucial knowledge.

After an initial trial period the tool will be appved for use in projects. The role of the
scientists then switches to an observational Mle.plan on following the use of the

EPG/ER for two years (the remaining period of oesearch project). By collecting

information along the way and comparing it with tiesearch literature, we hope to be
able to ascertain how successful the knowledg&iivié have been for the company
and how it might apply to companies in similar es.
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Abstract. The Unified Process is a widely used process fvaonie for software
development. The framework is covering many of tbkes, activities and artifacts
needed in a software development project. Howexdsiloring of the framework is
necessary to fit specific needs. This tailoring rhayaccomplished in various ways. In
this paper we describe a concrete attempt to télerRational Unified Process to a
defined project type; a Mainstream Software Develept Project Type. The paper has
focus on the process of creating the tailored Ratidnified Process as well as the
resulting Rational Unified Process. The paper rsageme conclusions and has a
proposition for further research.

1 Introduction

The Unified Process [1] and the commercial varitivg, Rational Unified Process, RUP

[2] are comprehensive process frameworks for seéiwdevelopment projects. RUP

defines a software development project as a setligdiplines, e.g. requirements

handling, implementation etc., running from starend trough a set of project phases.
A project is performed by a group of actors, eaatiing one or more well defined roles.

Each role participates in one or more activitiesdpicing one or more artifacts. A

discipline can run in iterations, that is, repetis within a phase. Activities, roles and
artifacts are the basic process elements of RUP.

However, RUP is a comprehensive framework, mearireg it is a more or less
complete set of process elements that has to loeci@ito each case as no project needs
the complete set of elements.

Jacobson, Booch and Rumbaugh says in [1] p.4LERUP] is a framework. It has to
be tailored to a number of variables: the sizehaf $ystem in work, the domain in which
that system is to function, the complexity of thstesn and the experience, skill or
process level of the project organization and gegle."Further on they sayActually,

to apply it, you need considerable further inforioat"
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So, it is clear that RUP needs to be tailored, dsmated and specialized to the context
of use. Looking at literature there are not manidgiines on doing this [3], [4], [5]
although the need for good practical guidelinesahdce definitively is present.

While discussing adaptation of RUP, it is importémthave in mind that RUP is a
methodology suited for some software developmemjepts, not all. Before you
consider using RUP as a basis for your processesiould think of what you really
need and what you really do not need. RUP is dedign support four basic properties
of software projects: use-case based customer gialoand documentation, an
architecture focus, iterative processes and inanégthproduct development. The idea of
adapting RUP is to make it fit each specific projeat loosing these properties. It is
important to keep the integrity of RUP as a framdw&o, an adapted or downscaled
variant still defines a project in terms of phasesl still describes the work as a
complimentary set of disciplines. However, somecigimes may be omitted or even
added.

The goal of this paper is to provide others comsigeremodeling and adapting a
process framework in general, and RUP particulaty,insight in how this has been
done in a small software company. Some aspectseofgecialization process seems to
have been working well, others not. This papergntsthe adaptation process and also
gives an analysis of this process and its result.

The work detailed in this article was carried osifpart of a national research project in
process improvement and software quality calledK&PISPIKE is short for Software

Process Improvement through Knowledge and Expegierkhe participants are

SINTEF, NTNU, the University of Oslo and severalrtpars (companies) in the

Norwegian ICT-industry. The industrial partners amgerested in improving their

development process, and are seeking concrete gsexeand methods to help them
deliver high quality software with shorter timert@mrket.

The paper starts with &aheoretical context giving a brief introduction to
methodologies and frameworks and various strategfemaking these fit specific
project needs of process support. It then descthesction research as tResearch
method of choice. The rest of the paper is arranged @aogrto the research method
phases;Diagnosing Action planning, Action taking, Evaluating and Learning.
Finally aConclusionis given andrurther research suggested.

2 Theoretical context

2.1 Software Development Methodology and Framewor ks

The term methodology is defined as "A body of md#jorules, and postulates
employed by a discipline: a particular procedureetrof procedures” by the Merriam-
Webster dictionary [6]. Basically, a methodologgsdribes how someone, e.g. an
organization performs a task, e.g. software devetoq. In a broad sense, a software
development methodology describes aspects suchoms tb communicate with

customers, sales strategy, how to describe reqamsnuse of tools, test practices,
documentation, planning, reporting and so on. Ir @ontext we talk about
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methodologies for running projects with a definedtomer having more or less defined
goals initially. Besides describing techniquesesoétc. most methodologies are based
on a set of basic values. Examples deer centric, Architecture centric, Agile, Risk
driven and many more. RUP has four basic valugse-Case Driven, Architecture-
Centric, Iterativeand Incremental. These values should be retained regardless of how
RUP as a framework is adapted. A methodology fraonkwis a comprehensive
description of a methodology describing approxinyaédl possible details of almost all
possible processes within the scope of the framlewidris means that a framework is
not a description of a specific case; it is a fatmah for adaptation. The challenge is
how to adapt it to each case (project) and keepb#stc values and features of the
framework.

: Process :
! framwork :
]
I (e.gRUP)
I I
I I
A Prre ‘_'|s‘\‘ L
adaptation
B ; il
Project : Project type | | :
adaptation ! adaptation : Al
e r
/ [ ——
-~ : : Framework
C Project | ===

adaptation l:l Instance

Figure 1 Three possible approaches for adaptation

2.2 Adaptation of RUP

The process of adapting RUP can possibly take rfamnys. IBM Rational, the provider
of RUP has defined theProcess Engineering Process (PER5]. This is a
comprehensive adaptation process requiring a féidyamount of resources (people
and time). This may very well be appropriate fagé& companies, but for the small
ones this process may be too expensive.

Adaptation of a framework, such as RUP, can take an(at least) three approaches;
see Fig. 1. The starting point is a process framkewat is general and complete with

respect to tasks, roles and products. In approactinédframework is adapted, in one
step, for each project, thus representing a healyyrj each case. This can be justified
for large projects where the initial adaptationgass itself becomes only a small part of
the total amount of work being done in the projatiapproach B, the organization does
an up-front adaptation producing a subset of taméwork, still being a framework, but

now tuned to the organizations general charadesisthis is the intentional process of
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PEP. In approach C, the organization first ideegifand describes a set of recurring
projecttypes Having knowledge of characteristics and diffeemof these types, an
adaptation is done for each type.

No matter which approach being used; in the lagi, st final adaptation is done to each
case (project). The agility of this final fine tagiincreases with respect to the extent of
the up-front adaptation.

This is a general view of methodological adaptatodown-scaling. It applies to many
types of process frameworks, including RUP. Furtbey adapting RUP in practice
means to decide on which process elements to kespove, alter or add. These
decisions can be based on assumptions, expergoas,and visions. It is the quality of
this underlying knowledge and experience that datees how good these decisions
are.

Running an adaptation process, in general, carebe as a knowledge management
activity as experience and knowledge, both tacid amplicit, is being structured,
documented and communicated trough the resultifiggam® process description [7].

3 Research Method

Due to the cooperative nature of this researcleptayith company external researchers
acting partly as consultants and partly as reseaschwe decided to adopt action
research as our approach. Avison et.al. [8] dessrdxtion research as: “unique in the
way it associates research and practice. ... Actiesearch combines theory and
practice through change and reflection in an imeedproblematic situation within a

mutually acceptable ethical framework."

Susman and Evered [9] described an approach tonaasearch that is widely used
today. We have adopted elements from this appraacbur research project. The
approach requires the establishment of a cliertesysinfrastructure or research
environment. In our case this was already takee cérthrough the researchers and
company's involvement in the SPIKE research progieme approach further specifies
five identifiable phases, which are iteraté@agnosing action planning action taking
evaluating and specifying learning This report details some of our findings and
experiences from the initial phases. Our coverdgbhenevaluating and learning phases
are based on our own observations of the proce$arsé& more thorough evaluation
will be carried out as the company takes the regufirocess description into use in real
projects.

In the diagnosing phase, we used semi structurtedviews and workshops with key

employees. We interviewed five employees concertimgly general experience with

projects in the company. This gave us the matasidio a more focused interview with

five other employees concerning their specific elgmee with RUP in the company. In

addition to this, several work-meetings were heitth\the management of the company
where the SPI approach was discussed.
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In the action planning phase, the researchers radderature survey of the field of
adapting RUP. It was decided to identify possibiejgrt types run by the company.
This was done during two iterations, the first angottom-up approach, the second one
a top-down approach. The top-down approach lectimitlon of three project types. In
order to adapt the first project type, it was dedithat the researchers should facilitate a
workshop where key employees were invited to defweeadapted process.

The workshop was carried out as part of the ada&img phase. It was carried out over
two days, since it was discovered that we neede®@ mme than originally planned. At
the first day we noted that the lack of a RUP mestowed the process considerably
due to a lot of discussion on what was actuallymhég the different concepts. At the
second day, one such mentor was present, and dcegsr was much more fluent. The
result from the workshop was a coarse RUP skelstbich was given to the company
for more refinement. The company has conducted itvernal workshops with its
employees to refine the process. In addition thayehinitiated a project to put this
information on a Wiki web, in order to make the pteda process available to all
employees.

As the project moves into the evaluation phase roke of the scientists switches to a
more observational role. We plan on following thee wf the adapted process for
several development projects. By taking measu@sgathe way we hope to be able to
ascertain how successful the initiative has beethiscompany in its current context.

4 Research Context

The company described in this case is today a Ngiame software consultancy
company with 50 employees, located in two differgabgraphic offices. During the
work described in this paper the company was dedl&ankrupt, and then restarted
with new owners. The first part of the action pleaghand action taking described in
this paper took place before the bankruptcy. Thet fttempt to identify project types
was done, using a bottom-up approach. Just belfierdankruptcy this approach was
evaluated and the company and the researchersedetidt this approach did not work.
The company then had about 70 employees.

When the company was restarted, the researchetiswean to the work mainly together
with the other office, but the focus was still tteeme, and the most actual people from
the company did not change. The company is maielelkbping software systems with
heavy back-end logic and often with a web front;dggically portals. However, they
also develop lighter solutions with most emphasishe front-end.

The company acts as an independent software supplieugh there are close
relationships to the biggest customers. Of the ripleyees today, 35 are working as
software developers. Java and J2EE are used ampieant platform. The domain of
which the company develops software is mainly fa& banking and finance sector, as
well as for public sector. The company has run &2etbpment projects within the bank
and finance sector the last twelve years, and aBowt0 projects within the public
sector the last 15 years.
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Four employees are certified RUP-mentors acting aalvisors in other SW-
organizations, in addition to this they run tragicourses in RUP and related subjects.
The company utilizes their high competence in RU® @most projects are more or less
inspired by RUP, however, the company’s managenas seen a need and a
possibility to improve their use of RUP.

5 Diagnosing

The decision to initiate a project-type specificapihtion process was made by the
company when SPIKE started.

The diagnosing phase was initiated by a few worgshahere an internal software
development process group defined the strategpaperation with the authors. With

the past experience in mind they decided to goaftop-down approach, starting out
with the complete RUP set of process elements la@l tustomize this set to a set of
defined project types. This decision was suppoltgdhe findings in two rounds of

interviews in the company.

This phase of the work was conducted mainly byetltiéferent motivations:

1. The researchers needed more insight into thegpaoyn the development organization
of the company, as well as the most recent soft@avelopment projects conducted
by the company.

2. The company needed to be more conscious absubwn use of RUP; these
interviews were means in that respect.

3. The use of RUP in the company needed to be deated as a basis for further
work; this includes the overall use, but also gjtbs and weaknesses by the use, in
the view of people working in projects in the compa

Interview 1: General experiences from project work

5 employees having various project experiences weegviewed. The roles of these
persons were developer/systems architect, praeader/manager, project leader, senior
developer and developer/architect/DBA.

The intention of this group of interviews was td geperception of common problems
and challenges in development projects to estalaliglasis for process improvement
initiatives in the company.

The interviews revealed that the customer dialogaeld be better (requirements
handling and project planning). The reuse of teteglaould be better. It is too much
documentation formalism. Estimates often fail ahdré is a need of better change
management

Interview 2: Special experiences with RUP

Another group of 5 employees was interviewed toageiew of their experience using
RUP. The role of these persons was developer, deeeproject leader,
developer/project leader/test leader, project Ifestguirements responsible, and
customer contact.
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All of the five had some knowledge and experiendd WUP, some had participated on
internal courses, and some had read literature.edery none had thorough knowledge
and experience. About the practical use, it seethedRUP was used just to a small
extent, it depended on the type of project. Thesageafor this may be superficial

knowledge of RUP and that some felt that RUP daditntheir needs.

These two iterations of interviews gave no cleaswar, however they indicate that
RUP and the use of it can be improved. The sumrraryg the interviews was used to
decide to initiate an adaptation process as destiibthis paper.

6 Action planning

Projects conducted by the company varied with mesge domain, degree of
experimentation, technology, contract form etc.abidition, most projects were too
small to initiate a project-specific specializatigaf Figure 1, approach A). However, it
seemed that this company usually ran a few sinyipes of projects. This lead to the
idea to define a set of processes fitting each tfperoject. The idea is that this will
reduce the need of a costly up-front specializaf@en project and also avoid an
expensive per-project adaptation. Based on thiszagi@n the company decided to try
out approach C in figure 1 in cooperation with #ughors. The company would define a
set of project types which covered most of theojguts and define a downscaled RUP
to each project type.

To define a set of project types we decided to haldvorkshop to identify the

company’s three main project types based on a tapndapproach. The reason for
selecting the top down approach was the compamgi@qus failure to define project

types based on a bottom up approach. The partisipzinthe workshop consisted of
people from the company with a complimentary andrabgh knowledge of the

company's software development projects, someeohtivere also RUP mentors. It was
also decided that the participants should come ith & classification system to

describe and distinguish the three project types.

Given the three distinct project types, the chgtemvas how to adapt RUP to each
project type. There seemed to be wide agreemenattapting RUP was necessary, yet
little information was available on how to actuattarry out this adaptation process.
What little information was available consisted mither complex and expensive
methods. Instead of using any of these methods eeeded to go for a simpler and
pragmatic approach. It was decided that the reBeescshould facilitate a workshop
where key employees were invited to define the @hprocess. The structure of the
workshop was planned by the researchers basedeorettperience and input from the
literature, and the participants were selectedhieycompany based on their experience
with different disciplines.

After this workshop the material was left to thengany to refine and document with
little input from the researchers.
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7 Action taking

The RUP adaptation itself was separated in founrphases:
A. Defining the project types

B. The definition of the mainstream project type

C. Maturing the downsized RUP

D. The initial documentation of the mainstream ecbjactivities

A: Defining the project types

We conducted a workshop where five participantsnfibe company, representing a
group with a complimentary and thorough knowledfeaftware development projects
in general and RUP in special (some of them RUPtongy) were allowed to define

three to four common types of projects. To be dblalistinguish and describe the
project types we defined a simple classificatiostegn. During a series of workshops a
group representing all project roles identifiede& &f project capabilities to be used to
describe the project types. A project capability, this context, is a feature or a
characteristic that is general to all projects wbere the size or weight does vary. We
identified 13 characteristics; business criticétly the customer, technology knowledge,
access to resources, risk, test environment, deagree of reuse, contract form, project
team, exposure, customer orientation, system iategr and scope.

The three selected types of projects were Mainstieeojects, Push-button Projects and
Greenfield Projects. Here presented with a fewanttaristics:

Mainstream Push-button Greenfield projects

projects projects

- integration with - the technology is | - need of extensive
other systems are well known research and
important - low-risk project innovation

- the technology are | - well defined project -the size are initially
well known size unclear

- the size are initially | - often a fixed price | -high risk project
unclear project - newer fixed price

- the risk is moderate

B: The definition of the mainstream project type

We selected the mainstream project type sincevthsthe most important type for the
company with respect to earning. The two othergmtolypes will be handled later.

Originally we envisaged a workshop to define adisRUP elements necessary for the
different disciplines and phases. The result frbm would be a list that needed some
refinement and quality assurance before it couldl®®umented and put into use in a
project. The method we ended up with was not famfthis. It consisted of two days
where the focus was defined by RUP elements vidwed the point of view of either
the RUP phases or the RUP disciplines.
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On the first day we gathered a group of employeéh velevant experience from
mainstream projects, meaning people that have buwhtheoretical and practical
knowledge of RUP from projects as well as expereratevant to the defined project
type. We tried to ensure that all the disciplindsRUP should be covered by the
experience of the workshop participants. The pmadsthe initial workshop was as
follow:

1) The workshop facilitators (the researchers)arpd the defined project type for
the group and this was discussed. This was doestablish a common mindset
for the rest of the work.

2) We used a whiteboard with a vertical lane fache RUP-phase (inception —
elaboration — implementation — transition) to doeminopinions of what was
especially important for each phase (based on ipghcexperience). The
workshop facilitators asked questions suchVdat is usually a challenge in
this type of project? What type of methodology stipgo you need? What has
used to work wellAll this to sharpen the focus of what is importéot the
project type and how a defined process can sujport

3) The workshop facilitators displayed a list df RUP process elements using a
video projector. A process element was a defirdeg lmartifact or activity. The
elements were ordered per RUP discipline. Starinthe top the group made
decisions for each element whether to keep, rencovater the element. The
two previous steps was used as basis for takingsidas and was referred to
during the selection process. However, this turoatto be a circumstantial
process. The group and the workshop leaders agoeedly focus orartifacts,
thus speeding up the process to a practical I18vken an artifact was removed,
this implicitly also indicated how roles and adi®$ should be affected. An
example of a artifact that was decided to be detsdeis ‘Capsule’. The RUP
documentation explains that this is an artifadsed only for the design of real-
time or reactive systems..thus not relevant for the Mainstream project type
described and discussed in step 1.

Step 3 was not finished by the end of the first. dye of the main reasons for this was
that there was no RUP mentor present. Subsequibretfg was a lot of argument over
what the different RUP concepts actually meant, antbt of the time was spent
searching for information. Another reason was thatinitially tried to define artifacts,
roles and activities; this took up a lot of timaus it was decided to just focus on
artifacts. Since the list was not finished at thd ef the day, it was decided to spend a
second day to finish the work. In the second dayowlg focused on artifacts and the
company provided us with a RUP mentor. This time phocess worked more fluently
and we were able to finish the list of adapted Rll#Pnents to mainstream projects.

C: Maturing the downsized RUP

Due to the composition of the members of the warksisome disciplines were better
covered than others. This sparked some discussitmeicompany on how to proceed.
They found it necessary to involve more peoplentbaase the information on certain
disciplines, and it was decided that to increase ukefulness of the process it was
necessary to run more iterations to gather expegiéom all the disciplines.
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Having compiled the list of process elements thengany continued the process by
involving more of the employees. This to incorperatore relevant experiences and,
not at least, to establish a common ownership. Toeus turned from
selecting/deselecting process elements at a veryeleel to focusing on best practices,
in this case meaning to focus on vital project\atidis. Their next step was to define
critical activities for each phase of RUP. This wase in a separate internal workshop.
For each phase they held a discussion on whatritieat activities were. When they
agreed on an activity they found a descriptive némnét and proceeded to answer two
guestions: 1) What is accomplished by performing dlctivity? And 2) What is the risk
of not performing this activity, or not performimtgoroperly?

The name of the activity and the answer to the questions was written on a piece of
paper and post-it notes and put on a large paperctivered the wall. There was one
such paper for each phase.

D: The initial documentation of the mainstream proj ect activities

Having specialized RUP, or any other process far thatter, does not complete the job.
The result must be brought out to the frontline gbeo— the project leaders, the
developers, the architects and so on. They must tievinformation at their fingertips
in the actual situation of use in a form that matkesn want to use it. There is a variety
of practical ways of communication this informatidrom simple documents, to simple
web-pages, to comprehensive hypertext documentaRational offers an electronic
process guide that documents RUP in detail (RURN@®nIThis is a knowledge base
with a web interface that describes roles, acésitind artifacts (and templates for these
— all arranged within the phases and disciplineRofP. However, RUP online is
comprehensive and may be more confusing than Helpforoject members in need of
specific project support. Any documentation of tipeocess must reflect the
modifications resulting from the specialization qess.

Instead of using the tools from Rational, the comypdecided to establish a simple
Wiki-web [10] with just-enough information and furenality to get the message out.
This web does not resemble to the RUP-online doatetien which holds a well of

details. This Wiki can be seen as a common eleictwhiteboard, where all users have
more or less full access to the information andritjiets to update it.. This Wiki Web is

a company internal web-site that in simple termscdbes the outcome of the
workshops and the company internal process workxptains the characteristics of the
project type(s) so that the user can evaluate helvthe variant suits the actual project
and can also be used as a checklist to plan thggbroThe simple process
documentation on the Wiki Web references RUP On(eb link) to lead the user to
helpful descriptions and templates. A Wiki-Web alatlows the users to add
information thus being a dynamic process reposit@ge idea (not yet tested) is to
store project experiences together with the prodessriptions to offer later projects an
insight into specific and relevant experience.
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The resulting process description

The resulting process documentation, presente@lrdoe Wiki-web, is much simpler
than we initially would think. It is more a guideté RUP than an independent complete
process guide.

The process definition of the Mainstream type djjgxts is simply a list of critical

activities where each activity is defined by 1)tk tstating the purpose of the activity,
2) a short description, 3) the context of the aigtiv4) reasons for why this is an
important activity for this project type, 5) risky omitting the activity, 6) a checklist
for completion of the activity and 7) recommendedbtem solving approach. All these
seven parts are presented on one page.

These activities are arranged with respect to thedard phases of RUP and also has
some links to relevant information in RUP Onliney.€0 templates etc. This simple
description is intentionally on a high level, onmg most of the details of RUP. The
Wiki-web offers this information to all project mérs via the intranet. A separate area
is created for each project where the project mesndecument their best practices,
templates used, comments to the process. In getl@ris an experience reporting tool
that communicates practical experiences for a gireject type to others.

The case company has constituted a process gratipahtinuously updates and refines
the content of the Wiki based on real experieneasgoreported on the Wiki.

8 Evaluating

The company did from the beginning focus on profgpes. During the work described
here, two different approaches were tried in otdedefine different types of projects.
The bottom-up approach was tried first, and thenttip-down approach. The bottom-
up approach did not succeed as it became too canmpldocument a big amount of
project experiences and identify a few common vési@f RUP. During the workshops
where this approach was tried, it was clear thafptticipants felt that the project types
in some ways were defined already, but not giveme Tompany had an informal
definition of project types, not named ones, buthwsome consensus among the
developers what these types were. In the workshepisied to keep the entire focus on
the characteristics of the project types, and trgigipants were not "allowed" to state
types of projects. This approach clearly made theigpants frustrated, and the
approach did not bring up any defined project typesed on the defined characteristics.

We did succeed with a top-down approach to defirirgget of project types — starting
by loosely naming typical types and then descrypectl aspects trough a workshop.
The participants were told to name three projepesyin the beginning, and this strict
introduction seems to have helped the participdatgeflect over what is really

separating the different types of projects thereeweorking on. The three types were
relatively easy to identify and name. During therkvthese initial types were kept, and
the belief that these were the important types gfeven though the initial try with

focus on project characteristics did not succeeid, dttempt kept the focus on project
characteristics during the whole work describecehand the participants were more
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conscious about what is a project type than the caight have been without the first
try. The researchers therefore would like to recemdntrying to keep focus on different
aspects and characteristics of software projects.

During the work the focus has been on one typeaepts only. The company did pick
the type of project which was most important wigspgect to earnings and risk control,
and the first attempt to tailor RUP was for thisgéé type only. This focus seems to
have been an important factor when it comes toathifity to tailor RUP. Having a
common, well defined, mindset makes the decisi@siee and the result simpler and
more focused.

In this case study, a discussion of which tool s® dor the documentation and
deployment of the tailored RUP was postponed taeent when the discussion about
the content of the tailored RUP was in place. Aigpand documenting RUP or any
other methodological framework is not done soleding a tool. The most crucial part
of such a job is to involve a broad group of pedeing through experience with both
the framework and — not at least — practical ptojeark. The work in this case supports
this presumption.

Employees in this company have knowledge of RUPvalibe average of what we
have seen in analogous software development orm@fgoms in Norway. The work in the
company shows that it is important to have a teafpiprocess that must be based on
experience; it can be seen as a knowledge managieamehdocumentation, process.
Despite the company's knowledge of RUP, runnindh su@rocess has not been easy
and straight forward at all. The strategy has ckdrduring the course of work based on
new insights and achieved results (or lack of such)

9 Learning

Our motivation intentionally was to work togetheittwthe case company to adapt the
RUP. We decided to try to keep it as simple anxpeasive as possible. The two
authors that participated actively in the start keor with a small group from the
company, thus reducing the total time spent. We #i®d to use RUP as a heavy
foundation by accepting the general characterigifchhe method, such as the phases
and the disciplines and go straight to the low-laletails; the process elements. But
this did not seem to be the best way. The procelssetome simpler and simpler as the
work progressed. This helped the involved peoplepkey focus on what's most
important; what type of process support is realeded in the projects based on
experience. When starting out we intentionally wad take a standpoint with respect to
howto document and disseminate the resulting progessription. We looked into the
suite of tools offered by Rational, but regardletshe rich features in those tools the
company ended up with a very simple form of togbart for documentation and
communication of the result, the Wiki web. In gealét seems that the adaptation is
best done as a simple, pragmatic process not aaalhup-front planned and strictly
managed process. It seems that the good old KIafgy once again have proven its
superiority; Keep It Simple Stupid.
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Some specific experiences from the tailoring worksh ops

Having good knowledge and experience is importargrisure sound decisions on how
to adapt RUP. This however presupposes that sugériexce is available within the
organization, which was the case in the projedttthia paper is based on. If the overall
knowledge of RUP is weak the group can be strengithdy hiring a RUP-mentor. The
mentor is a certified expert that will be in pasitito answer questions and explain
details of RUP.

Having a group working through the three stepshef initial workshop should take

about one working day, given that the workshop éeadhave prepared the work, the
focus is on artifacts from a discipline point oewi, and that there is a RUP mentor
present to explain any uncertainties. To ensureaa gesult it is vital to include people

with experience from all the disciplines of RUP.

Do not try to gather too much information in onegte workshop. Concentrate on one
issue at a time.

It is important to be patient; the outcome of thiial workshops was nothing but an
altered list of RUP process elements. This list foabe matured and quality assured
before it can be documented and put into use ijepi®

10 Conclusion

We have presented a simple pragmatic method foptegathe RUP to a specific

project type in a company. The method involvesreesef workshops in which the key
success factor seems to have been focus. Focushrotigh a specific project type,

specific process elements and through phases @plities. Another key success factor
is that a workshop consists of persons with theo@raxperience with regards to the
focus.

The focus on a specific project type seems to Hea@ the participants on track
throughout the adaptation process. It seems to based the process since everyone
had a clear concept of what should be done inghsicular project type. However, the
benefits from making a project type adaptation @smared to making a project- or a
company specific adaptation have yet to be evaduate

The adaptation method has been a success in #hatothpany has come up with a
simple process for their most common project typeich has been made available for
all employees. Whether this process becomes a ssicgil be determined through
further studies of the actual use patterns.

Further Research

Adoption of RUP: Figure 1 shows some possible ways of tailoring Ri@ifferent
levels in a software developing organization. lis tase study we have been following
an organization which chose the project type adapti
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It is of interest to also follow more closely orgeations selecting an organizational
adoption, or a project adoption. The success aitaré criteria in each case should be
compared and analyzed.

Experiences from use of tailored RUP:In this case we did follow the process of
tailoring and partly, documenting, a project typ#ored RUP. We cannot say for sure if
the tailoring has been successful until we haveigcap results from the use of the
tailored RUP. The next step in the research togetita this company will be to collect
experiences from the use of this instance of RUP.

Metrics: What kind of metrics should be applied when weiaigrested to measure the
process of tailoring RUP in different organizatioasd done in different ways? What
kind of metrics should be applied when we try taleate the success of the use of the
tailored RUP in different types of projects in difént organizations? How to apply
metrics when it comes to measure a software praeessll an uncovered aspect of
software process improvement, and we think thaassociation to a single process
framework, like RUP, may ease the process of defirand validating metrics for
software processes.
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Abstract. Mentor programs are important mechanisms thates&mctions such as

career development as well as knowledge transfanyMsee mentor programs as an
efficient, inexpensive, flexible and tailored way toansferring technical knowledge

from experts to less experienced employees. We lmawestigated how a mentor

program works in a small software consultancy camgpand propose that the learning
effect of the program could be improved by intradgcmethods to increase the
employees level of reflection.

1 Introduction

Small software consultancy companies have to |geetheir position in the market to

stay ahead of their competitors. In order to swyithe solutions provided by their

consultants have to be of such quality that makes tustomers return to the company
when they need assistance with a new project, lamdalutions should ensure a good
reputation for the company that attracts new custsm

To ensure high quality in the systems developethpamies are dependent on a good
software development process. The main parts sfghocess can be planned out in
advance and used collectively in a firm in ordeetsure quality, but in every project
you will probably run into situations where it isyportant to be able to improvise in
order to keep the project on tracks. This is egfigcirue for small software intensive
companies in turbulent environments [1]. In theba@atons experience play a major
role in coping with the different challenges.

Experienced developers recognize many differentolpros and often know the

appropriate solutions straight away. For new dey&ie however, this is often not the
case. Also if the company is dependent on remaiagig and changing their process in
accordance with the demands of their customersexperienced developers may loose
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their ability to see the best solution. In thesewnstances a company has to have a
good strategy to manage their collective knowledge.

Wickert and Herschel [2] examine various challentpes small businesses face when
implementing knowledge management [3] efforts. $inasinesses often do not have
the time and resources that larger companies havenplement large knowledge

management efforts, yet they are more vulnerabkmtoviedge erosion through leaving
of key employees. In such an environment it becomitd to share knowledge to

prevent knowledge erosion and staying up-to-date €uggested solution is mentoring
programs which can have an effect in leveragingsgeaal knowledge and sharing
knowledge between projects. Such programs can bkiemore effective than training

and written documentation [4].

In this paper we describe an ongoing research gragamprove the mentor program in
a small consultancy company. The main purpose ef rtientor program in this
company is knowledge transfer, particularly conoegnthe software development
process and project management. We have focusetowanthe mentor program
supports learning, and changes that could incriaskearning effect of the program.

The organization of the paper is as follows: Finst,present theory on mentor programs
and learning as a part of mentoring. Then, we pitetbe research approach used in this
work. We present a small software company wherehaxgee conducted a study on a
mentoring program, present findings and resultenfinitial interviews, and our work
with improving the program. Finally, we concludedgresent future work.

2 Mentoring programs and learning

In this section, we present work from managemesrhon what a mentor program is,
how mentor programs can be designed, and how fearcan take place in mentor
programs.

Kram [5] suggests that existing theory predictst teHective mentoring should be
associated with positive career and job attituttes: literature review, Ragins et.al [6]
show that empirical studies supports this propmsitiThey also present results from a
survey that indicate that persons in dissatisfyorg marginally satisfying mentor
relationship express the same or worse attitudas gieople not involved in a mentor
relationship at all. One of their conclusions iattit is clear that good mentoring may
lead to positive outcomes, but bad mentoring maydésructive and in some cases
worse than no mentoring at all.

2.1 What is a mentor and protégé?

According to Kram [5], mentors are generally defirees “individuals with advanced
experience and knowledge who are committed to gnogi upwards mobility and

career support to their protégé”. A protégé litgraineans “a person under the
patronage, protection, or care of someone inte¥esthis career or welfare” [7]. This is
usually a younger employee who lacks experiencmeéor more fields.

8¢



Appendix A

2.2 Formal and informal mentoring programs

According to a literature review of mentoring bydgies et.al. [6], comparisons of non-
mentored and mentored individuals yield the coasistesult that individuals with
informal mentors report greater career satisfacticewveer commitment and career
mobility than individuals without mentors. Many argzations have attempted to
replicate the benefits of informal mentoring by eleping formal mentor programs. Yet
formal and informal mentoring relationships varyaonumber of dimensions:

Informal mentor relationships often arise througimatual developmental need, and
often spring from mutual identification. The mentoay view the protégé as a younger
version of themself and the protégé may view thatoreas a role model. This mutual
identification contributes to a closeness and iatiynof the mentor program which is
often cited in mentoring literature [5]. An inforinanentor program is often
unstructured and the participants meet as often aanébng as is desired. Such an
informal mentor relationship usually lasts betwéemree and six years. The purpose of
informal mentoring relationships is often the agkment of long term career goals for
the protégé.

In contrast, formal mentoring relationships usualtyings from a third party assigning
the mentor and protégé to the relationship. Thig lead to people entering into these
relationships not because of mutual need but td organizational standards. Meetings
in a formal mentoring relationship is often spocaoii specified in a contract at the start
of the program, and their duration is often from gionths to one year, much shorter
than informal relationships. Because of this shione span, the purpose of formal
mentoring is often the achievement of short terne@agoals.

2.3 Mentoring as a mechanism for learning

We adopt the definition of learning from [7] “toig&knowledge or understanding of or
skill in by study, instruction, or experience”

Kram and Hall claim that mentor activities are fpe and untapped resources in
creating the learning organization” [8]. Allen aBty [9] claim that mentors as well as
protégés should benefit from a mentoring prograeiuging learning about “new
technologies” and receiving updates on issuestardevels of the organization. But
they also report that there is still a need to eirtglly examine these issues.

If we look into the literature on work-based leagiwe find much work on the use of
public reflection for learning [10]. Reflective mtace can briefly be described as
thinking about thinking, which is something thabsld happen in a mentor relationship
during discussions.

In theory on learning, Argyris and Schon distinguietween what they call single and
double-loop learning in organizations [11]. Sinfgep learning implies a better
understanding of how to change (or “tune), say agss, to remove an error from a
product. It is a (single) feedback-loop from obseheffects to making some changes
(refinements) that influence the effects, see gdlr
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Fig 1. Single and double loop learning.

Double loop learning, on the other hand, is whew ymderstand the factors that
influence the effects, and the nature of this ifice, which is called the “governing
values”. This could be to understand why a processable, that is: Which premises
must be satisfied for it to be worthwhile. To magieanges based on this type of
understanding will be more thorough.

In work-based learning, a mentor program is callé¢developmental relationship” [12]
where participants typically create learning agendad action plans. The protégée
receives feedback from the mentor, and it is likedgier for the protégé to be confident
with the mentor than people representing formad Buthority. Raelin [12] report that
monthly or twice-monthly meetings between mentard protégés are common. It is
typical to start with an assessment of currenttp@ador example through a 360 degree
assessment. During the mentor program, good meriergphasizes the need for
ongoing reflection and inquiry”. When the protég&sinew knowledge in practice they
will reflect on the application introspectively amndth their mentor. An advice in
mentor meetings is that the mentor asks open-eqdestions, which might begin with
“tell me a little more about your thinking behirftat” [12]. This type of discussion can
lead to discussion about governing values that teadecisions, and thus move the
learning from single-loop to double-loop.

3 Research Approach: Studying A Mentor Program in aSmall
Software Company

This research was carried out in a small softwaresgltancy company, which currently
employs 50 people, 30 at their main office and 2@ @ranch office, located in a
different city. Their main source of income comesni three different activities: hiring
out developers for pure software development, dghety complete solutions for
customers and renting out senior personnel aggtcaadvisors in project management.
They have concentrated their customer profile ® dlomains of healthcare, energy,
trade and industry.

One of the main internal goals for this companytois'improve internal knowledge
management through revised work processedrdgachal training of employees in new
processes Through our common involvement in a software gess improvement
research project, we agreed to take a closer lbtilea mentor program.

We used action research as our research approaahdegethe company was interested
in improving practice. Avison et. Al [13] describetion research as "unigue in the way

91



Appendix A

it associates research and practice. Researchmaf@ractice and practice informs
research synergistically. Action research combthesry and practice (and researchers
and practitioners) through change and reflectioannmmediate problematic situation
within a mutually acceptable ethical framework."

We have used an approach in five phases, whicliteraded [14]: diagnosing, action
planning, action taking, evaluating and specifylagrning. This report sums up our
work from the initial diagnosing-phase to the acttaking-phase, and details the
findings and experiences we have made so far.

For the initial diagnosing phase, we used semicsirad interviews. We interviewed
six employees, two had acted as mentors, two had peotégés and two had never
been involved in the mentor program. The interviewsre carried out using an
interview guide. All of the interviews were tapeding a dictaphone and were
subsequently transcribed and sent back to the vieteees for approval and
clarification. The material was coded and analymsthg the constant comparison
method [15] and the NVivo tobl

For the action-planning phase we started with erditire survey of research and
management literature concerning mentoring. This stanmarized in an internal note
to the company. We then held a meeting to disdusgindings from the literature and
how they compared to the findings in our interviews

We are currently in the action-taking phase. Weehaonducted a workshop with
several employees where the goal was to arrive a¢va and improved mentoring
approach based on the interviews and the resegchtlire. The document detailing the
official mentor program has been rewritten to reifkbe findings in our research and the
outcome of the workshop.

We are currently awaiting projects where the newtareprogram can be tried out in
practice. When new projects are launched, the relses will have regular contact with
the mentor and protégé and based on interviews tvéhparticipants we will evaluate
the new approach, and discuss common learningspoint

4 Mentoring in a small software company

When we started our research on the mentor prognengot access to documentation
that described the existing program. Two 1,5 pagermal company memos described
the mentoring program, one for the competency afeRational Unified Process and
the Unified Modeling Language, and one for Projaahagement.

When interviewing employees about the mentor prograve discovered several
adopted mentor schemes, we were able to gaugenthoyees’ attitude towards the
program, and got several suggestions for improvémen

1 Atool from QSR International: http://www.gsrinternational.com.
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4.1 The existing official mentor program

The purpose of the mentor program was to “spreaswledge and experience to
everybody in the company”, by “providing knowledigeprojects and persons”, “offer
resources and champions [to projects]’, and “offeactical experience in addition to
theoretical knowledge”. The mentor program should:

+ Make RUP/UML and project management knowledge atstal for both projects
and individuals

» Offer resource persons and initiators

» Offer practical experience in addition to theoratknowledge

» Offer “controllers” who ensures correct use of RUML/project frameworks in
projects

» Offer the consultants “expert support”

* Increase the motivation of employees to use RUP/(jivlject frameworks

The mentors were supported by project funds, andas the project manager’s
responsibility to decide on the type and degreeefbbrt of mentoring. The line

management then assigned a mentor based on thé@eragots from the project

manager. For large projects, it was written thatrfentor typically should use 1-2 days
a week” to solve problems in the design phase.maller projects, the effort could
typically be two days in the start-up phase, amah th-4 hours a week thereafter.

4 .2 Different mentor schemes

Even though we had been sent to investigate hovedhent official mentor program
worked, we quickly discovered that the program waisthat well known: I'know very
little about the formal mentoring progrand'l do not know of it and do not know what it
entails. So if we have this program we have ndegany information about'it

In addition to the official mentor program, we digered several unofficial mentoring
schemes that had been adopted. The one that nadeprentioned was that the entire
company functioned as a large network where there no problem dropping by your
colleagues for help:We have this kind of informal [mentoring] - the quamy functions
as a large network. If you are working with a pij@and run into problems, there are
always people who have worked with this problenoreefand you can use them for
support!" This unofficial mentor scheme seemed to be mosthated to technical
problems, but there was some degree of design malysis problems being passed
around too. In contrast, the official mentor progravas mostly related to the software
development process and project management.

The most important factor to keeping the informaintoring scheme alive seemed to be
various social initiatives in the comparfythink the most important thing, what works

best, is gatherings and such. Where you get away the office. You talk, and get to

know people and what they are doing. A lot of ooiteagues are out [at customer

sites] and you do not have much contact with thHeonit's a good place to catch up on

what they are doing. So after these gatheringmiise easy to know where to go to get
information that is important to you.”
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Another scheme adopted, was that when they sta#edprojects, they always tried to
put at least one experienced employee on the prejec could act as a kind of mentor
to the others.Whenever we get a new project and have to staffliien it is important
that we put someone with experience there, onehabalone similar projects before —
that way it becomes a kind of mentoring.

In addition we discovered a program designed fav eenployees where they got a
“sponsor” the first month after they were employ&tie sponsor was responsible for
showing them around and introducing them to thepaomg. In that way it was kind of
an introduction to the unofficial mentor scherfieis mostly routines. How things are
done here. Practical info to get you started — et do have a greeting round, where
you meet everyone and they tell you about whatdheyloing. In that regards it could
be seen as an introduction to it [informal mentgiin

We also discovered that they already had a forrmppicach to mentoring, which they
used when they hired out consultants as mentotsthisi degree of formalism was
seldom used in-houseWhen we are in the market and hire out consultarien it is
clear that, ok this is mentoring, and that makes bt more formal. We try to do it in-
house too, but it is much more formalized when ffex @ in the market!

4.3 Attitudes to the mentor program

Even though the official mentoring scheme waselithown in the company everyone
we interviewed was invariably positive to havingclsua program. However the
comments varied with the degree of involvemenhagrogram.

The people who had not used the mentoring prog@mmeented that it would be nice
to have access to such a prograimsée it as a great advantage if we could do it tha
way’, “concerning process, we have a lot of knowledgdéncompany about that, it
should be easy to create programs where the expets help out in different

situations

The people who had used the mentor program alsonemted on the importance of
having the mentor program and on the positive efitbaving a mentor to talk to about
different solutions to a problemlt“was quite nice to have someone you could turn to
and consult about different approaches to a problefimentoring is absolutely
positive. It is important that we have this program

The people who had functioned as mentors werepalsidive to the program but their
comments were more concerned with the benefitseoptogram: It improves our level
of competence ... we get to discuss our professemguse it is a lonely role [project
manager], especially when we are hired out and ar¢he site of a customer. ... The
internal communication improvés‘It acts as a kind of quality control ... it helps us
deliver a better product to our customers”, “| tlkint makes people feel safe, safe in
that they are not alone in their jobs. You createaamsfer of competence and you create
a relation between the two that can be used latér o
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4.4 Possible improvements to the mentor program

During the interviews, the employees were also d$&esuggestions on what could be
done to improve the mentor program. Again the respovaried according to level of
involvement.

Those who had not been involved in the mentor @nogso far saw the need for more
formalization on the routines of getting a mentde should have a checkpoint in the
start-up routines of a project. You do not necebsdrave to use a mentor, but you
should at least make a conscious chdiddiat being said they were also concerned that
it should not be too formalized. Another concerrs\maw protégés were viewed in the
organization, that it should not be consideredga sif weakness to ask for a mentor.
They were also concerned for the people acting astars. They felt that a mentor
should be prepared to accept the job voluntarily.

The employees who had used the mentor program alsweconcerned with the degree
of formalization surrounding the programi. do not think the program is formalized
enough. It is up to the individual to ask for indAthen — it becomes a limitation on who
asks for it and who does rnb#Among the other things they mentioned was that th
program was not marketed enough and they felt ¢éleel fior a more concrete framework
and guidelines concerning the program.

One employee who had acted as mentor saw the peedoire formalization in that a
lot of potential interesting information and exgerce was lost in the current program
“It has potential for improvement in that we coulgdtb make it more formalized. Then
it would be easier to collect the experience reésglfrom the different instances ... So it
can benefit more than just the twb...

Another mentor mentioned that the interest in atorewas greatest at the start-up of a
project, and then the contact gradually dwindledhasproject progressed. He felt that
this could be explained by the fact that those wdaeived the mentors help felt more
and more confident as time went by, but on therdtiaed it could also be a bad thing

since he felt that it was usually once the projeetse well under way that the real

problems emerged that experience could help @ Islieve.

During the interviews we also got the impressioat tthe learning in the mentor
program consisted mostly of practical help, or a&s saw it single looped learning.
There was not a lot of discussion and reflectidanta place in the programilt was
mostly assistance with practical things, to getstezted. To get started with the right
procedures. Get the accounting going, how to kesgktof income and so on”

4.5 Main conclusion from the interviews

After analyzing the interviews, we presented trsailts for the company to get feedback
and to see if they had any comments. Our main osiwi was that most of the learning
in the mentoring program that took place seemetiecsingle looped, and that the
company could benefit from trying a double loopgipraach. There seemed to be
confusion about what the mentoring role should @ontWhat was the difference
between mentoring, sponsoring and quality assurawoek? There was also

98



Appendix A

disagreement on how formalized the mentoring progsaould be and what areas it
should cover.

5 Improving the mentor program

To improve the mentor program, we held a workshap the people responsible for
the program in which we revised the program base¢hput from the interviews and
research literature. The workshop had the followaggnda: short presentation of the
results from the interviews, a brainstorm on wine main elements of the mentoring
program should be, discussion concerning what aéggthe mentoring program from
quality assurance and the sponsor program, andlyfihaw the mentoring program
should be facilitated in order to maximize learniBgfore the workshop all participants
got a copy of the main findings from the interviearsd a short memo on mentoring
based on findings in the research literature.

5.1 Important elements of the new mentor program

The first brainstorm session consisted of the caisarepresentatives writing down
what they thought important about the mentoringgpain on yellow stickers and then
grouping them together on a whiteboard. This reslih eight groups of elements that
should be considered important in the new mentogiam:

e Mutual trust and confidence was stressed as impoitaorder for the program to
work, no one should feel threatened by the newrarag

» The communication between the participants shoaldibcussion-based in order to
better facilitate learning. The mentor should agtaadiscussion partner and ease
learning, not provide direct answers.

* There should be a certain amount of time set akBdementoring and regular
meetings should be scheduled in order to keep aegohtact

* Mentoring should be available both on project mamagnt and on more technical
subjects.

e There should be mutual feedback between mentor paotégé and the mentor
should be proactive and not just wait for questimos the protége.

« The mentor should be funded by project budgetshd projects were large,
otherwise he could be supported by the companyttlireNot all projects should
necessarily have a mentor, but all projects shbala: the option of using one.

» Mentoring should be initiated both from project ragament and by whoever felt
the need, it should not necessarily be narroweshéoon one consultations.

» Finally the need for all participants to be constite was stressed.

5.2 A clear separation of roles

The second part of the workshop was to determinerevithe separation between
mentoring, quality assurance and the sponsor pmogres. They decided on the
following separation of concepts:

A quality assurance employee makes sure that allfdhmal bits are done right. He

usually appears later in the project. In small @ctg the project manager is responsible
for this role, in larger projects they can credteirt own quality assurance role. The
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quality assurance is a check that the individuald@ne a good job. This was consistent
with their old view on the quality assurance rdiee news here was that a mentor
should not have the responsibility of this rolerett@ough a lot of mentors had done so
in the past.

A sponsor is responsible to introducing new empgy® the company’s routines and
provides a social contact point. They do not haggular meetings and are not
responsible for questions concerning the profesg#iasponsor is only provided for new
employees for the first month in the company. Thés also consistent with their old
definition. From our findings in the interviews \atso suggested that this role should be
conscious on helping the new employee get famik@gh the unofficial mentoring
scheme.

A mentor makes sure that the project is carriedooafiessionally by providing expertise
and advice. The need for mentors was usually great¢he start of a project. The
mentor provides the individual with the help tofpem a good job. Furthermore it was
decided that the official mentor program shouldpl into three parts:

* Non-formal mentoring: As we discovered in the iatews, this was already taking
place and the environment was supportive of susthame. It functioned in an ad-
hoc manner and it was decided that this shouldimeatto function since it was
obvious that it was working well. To further suppthris kind of mentoring it was
suggested to invest in social initiatives to kee@ emprove this environment.

* Formal mentoring should continue more or less dmdt functioned, but with few
modifications. Basically the important elementsimed above were taken into
consideration. It should be project based, coulteq@lly be one mentor who
would work with several protégeés, and be more disicin based.

» They also introduced a new type of mentoring, thenée program. This was a new
role in the company, and much more practical oe@rthan the previous mentor
program. The idea was to introduce employees to dmwains (business, technical
or management) by allowing employee to follow seniout to customers and
letting them participating in customer meetings g@ndject activities. In practice
everyone could go into a trainee role to learn & KWemain or a new role like
project manager or learning how to handle custawlationships.

5.3 How to improve learning in the mentor program

The final discussion in the workshop was aroundpieblem: How can we improve
learning in the mentoring program. This resultedeéwen main elements that could be
considered by the mentors in the company:

* The mentors should to a large degree post opertigngesn order to make the
protégés think for themselves.

» Confidence and trust between the participants wasidered important in order to
facilitate learning, this would to some degree bpahdent on personal chemistry,
but could also be facilitated by patience on batboants, the ability to pick up
signals, the ability of protégés to dare to askiat questions”.
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» A mentor leading a group of protégés could alsocdresidered; the more people the
more discussions.

* The mentor should mainly explain and advise byrgj\examples of how thing had
previously been done.

» A good mentor should allocate time, discuss thepeetations and provide good
feedback.

A good protégé should realize their needs; thislccdae facilitated by better
information from the company.

* Itwas also considered important to learning toehaxlear definition of roles.

The main discussion points of the workshop wasteritnto the memo describing
mentoring in the company, which was extended frara and a half pages to three
pages.

6 Conclusion and Future Work

We have investigated a mentor program in a smdtlvaoe consulting company in
order to identify issues that could be improved. YWand many different mentor
schemes to be in place in the company, found argtgme favor and against a more
formal approach to mentoring in the company. Wentbmost of the learning that took
place to be single looped. In order to increasdahming effect, we discussed how we
could introduce more reflective practice into themoring program, and identified
some efforts that were taken into a revised memgoprogram. We also made a clearer
separation of roles, and suggested that mentotingl@ have a greater availability in
the company.

We believe that the new mentoring program will pdevbetter support for double loop
learning through increased reflection. The amoudntefiection should increase when
the mentors pose more open questions during meet#go, organizing mentoring in a
group of protégés should lead to more discussidnctwshould also lead to more
reflection on current work practices.

The new mentoring program has been introduced g¢iraumeeting with all employees,
and now that the work of restructuring the mentargpam is done, we switch to an
observer role. We will follow mentor and protégérpan new projects and evaluate the
changes brought on by redefining the mentor progrBy performing the same

interviews again on people using the new mentognamm, and by observing how the
new program runs over time, we hope to be ablesteréain how successful the
knowledge initiative have been for the company, hod it influences their software

development process.
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Abstract. We present the application of the process workshethod to define revised
work processes in software development companibsoufh two empirical action
research studies, we study the impact of compaesiges and goals on the execution
and subsequently on the results of the method. Wvelede that both premises and
goals will influence the workshops, and suggest tlmvfocus of the workshops should
be altered to achieve better results dependinghencontext. We also strengthen
previous claims that the process workshops areod goena that fosters discussion and
organizational learning, and that involvement ire tivorkshops leads to higher
acceptance and usage of the resulting process.

Keywords: Software Process Improvement, Project Workshop, iitap Study,
Action Research

1 Introduction

The way we develop and maintain software, or thiéwsoe process, has long been
regarded as crucial for software quality and prdigitg [16]. In many companies,
software development is performed in a rather mfdrfashion, and problems of late
and unsatisfactory deliveries are not uncommon.

Problems related to the use of informal developnraritide problems with transferring
competence from one project to another, difficsliie establishing best practices, and
the widely varying nature of problems to be solMedorder to address these challenges
and to improve the quality of the software develepimprocess, a lot of companies
develop process guides to structure their work.
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The process workshop (PWS) method was designedligbteveight method to help
facilitate the development of such process guidgsirt from the original introduction
of the process workshop [11] and a Finnish appboadf the same method [19], there
is little empirical evidence on the practical apation of this method. This paper aims
to add to the body of knowledge on process workstagpa tool for software process
improvement, and describes how company contextgaads affects the execution of
the method and its results.

In the following we describe our work in two compes) hereafter referred to as Alpha
and Beta Company. One is a small and one is a mmesized software company, and
they both used process workshops to define théware process. Our focus is on the
process workshop itself and how processes weretrcotesd. The description of this
process, i.e., how it will later appear in an elewic process guide, and the cost-benfit
of the process workshop method is as such outsa&ledope of this paper. Our research
goal which we want to answer in this paper is:

How do available information, company context armhlg affect the execution and
results of process workshops?

The paper is structured as follows: In chapter 2take a closer look at related work,
and the method we adapted for our cases. ChaptiEs@&ibes the research method
employed in each case. Chapter 4 gives a deepeduttion to each case. Chapter 5
discusses the differences between the cases arthdungs. Chapter 6 concludes our
findings and describes possible routes for furtheearch.

2 Related Work

When companies choose to design their own developprecesses, one option is to
assign the task to a group of expert “process eeggi as described by Becker-
Kornstaedt [7, 8]. One or more process engineecs plocess data from interviews,
documents, surveys, e-mails and observation, agwl ititerpret this data to produce a
process model. This approach relies heavily orettperience and skill of the process
engineer. Therefore, without any structured metlgplity and repeatability cannot be
ensured. It is, however, unlikely that the use ofalijative methods alone can
compensate for experience in process modeling aftdvaze engineering [8]. When
using a process engineer to formulate a processelnidis common to create a
descriptive model. A descriptive model is a mogéijch expresses processes currently
in use. Descriptive software process modeling isimportant part of any software
process improvement (SPI) program, because deseriphodeling allows process
engineers to understand existing processes, concatenprocess and analyze existing
practices for improvement [8]. For this reason, muork has been done on proposing
languages, technigues and tools for descriptivegg® modeling.

An alternative to using process engineers is toliresthe employees more in designing
the process models, for example through workshbp$]. This type of work takes up
the heritage from employee participation in orgational development, a part of
Scandinavian work tradition as well as in most workimprovement, from the Total
Quality Management principles [10] to the knowledgenagement tradition in
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Communities of Practice [25]. Participation is alsme of the most important
foundations of organization development and chdhgg and one of the critical factors
for success in software process improvement [13].

Some studies have found that employee involvemesad |to organizational
effectiveness, measured through financial perfooeanurnover rate and workforce
morale [21, 24]. Another potential effect of pagation is increased emotional
attachment to the organization, resulting in greatenmitment, motivation to perform
and desire for responsibility. Riordan et al. [R$k a framework with four attributes to
define employee involvement:

» Participative decision

» Information sharing

e Training

* Performance-based rewards

There are several techniques available for achyeparticipation. Examples are search
conferences [20], survey feedback [6], autonononveark groups [14], quality circles
[14, 15]. All of which are predicated on the belieét increased participation will lead
to better solutions and enhanced organizationdlleno-solving capability.

In software development, the software developerk the first-line managers are the
ones who are into the realities of the day-to-dayaidk of particular technologies,
products, and markets. Hence, it is important tmlve all who are part of the software
process, and have decisions regarding the develtpsh@rocess guides made by those
who are closest to the problem.

Consequently, and in order to get realistic desong with accurate detail as well as
company commitment in an efficient manner, all vald employee groups should be
involved in defining the processes. This can beedby arranging several process
workshops [17] in the form of quality circles [18§ a tool to reach a consensus on work
practice. A quality circle is composed of voluntegrho arrange regular meetings to
look at productivity and quality problems, and diss work procedures [15]. The
strength of the circle is that they allow employ&esleal with improvement issues that
are not dealt with in the regular organization. Thelity circles used in the process
workshop have all been temporary, and created awtiative well-bounded mandate to
be fulfilled. Once a sub-process has been accohgulisthe circle is disbanded. This
kind of quality circles is also known as “Task fest [14].

2.1 The Process Workshop Method

In the studies reported in this paper, we used thodecalled process workshop [11].
The method is designed to involve the users offtitere process in discussing and
defining the processes. It ensures that peopleusssbhow they work — which fosters
learning even before the process guide is availablthe company. It also assures
quality — the process guide is developed by pewle know how to do the work; it
does not describe how external consultants or sestiaff imagine what “ideal”
development processes should look like.
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The process workshop approach to defining procgss(nsists of six main steps and
five sub-steps as shown in Figure 1 below. Sineddlous of our work is on the process
workshop itself, we only provide details of theenednt substeps here. More details on
the process workshops method can be found in [11].

Decide on
process(es) to
define
Y Define
) o / sequence
Invite participants

Identify

activities
1 L
Process Define input
workshop and output
i Find related

documents
Delegate

responsibility for T Define roles

implementation

Yy
Role-based
reading of
resulting process

Y

Implement the
process in EPG

Fig. 1. Steps to define process in a workshop

The theoretical approach of the five sub steps are:

« Identify activities Brainstorming on the main activities of the precésy
using the KJ process [22] and documenting the t.eBhé KJ is a creative group
technique to organize and find relations betweemsagly unrelated ideas.

+ Define the sequence of the activiti@ssuitable workflow between the
activities from the previous phase is found.

- Define inputs and outputsdentify documents or artifacts that must be
available to start a given sub-process, and whoduhents that mark the end of
such sub-processes. Conditions that must be satisfi begin or exit the sub-
process can be described in checklists.

» Define rolesDefining which roles should contribute in eachiatt.

+ Related documentsdentify documents that either already exist ire th
company, or new documents that would be helpfuanying out the activities.
Such documents can be templates, checklists and geamples of input or
output documents.
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A process workshop can be used both to make aip&gerprocess model and to
directly formulate a new and improved process.hi@ latter case process models are
improved directly in the workshops through the d&sions, without an analysis of the
present situation.

3 Research Method

This study reports on two separate empirical stidEeach study investigated the
application of process workshops to define softwgmocesses for software
development companies. However, the research metlifeted slightly between the
two cases, and the companies are also at diffstages in their improvement efforts.
The research method and the difference in appdicato the two companies are
described in this chapter. Two of the authors @ fhaper were responsible for the
research at the Alpha Company, while the two otharsdled the research at the Beta
Company.

Both Alpha and Beta were involved in the same mafiocesearch project, aimed at
investigating software process improvement in safevengineering. Due to the
cooperative nature of this research project, treearch method adopted for both
companies was the participative research methotipnacesearch [4]. In order to
properly describe and differentiate the researctihous used, we describe them
according to the five principles suggested by Dawist al. [9] (table 1) and the three
aspects of control structures suggested by Avisah 3] (table 2).

Table 1.The five principles of canonical action resealhPavison et al.

Principles of canonical action research
The principle of the researcher-client
agreement.

The principle of cyclical process model.
The principle of theory.

The principle of change through action.
The principle of learning through
reflection.

=

abhwnN

Table 2. Forms and Characteristics of the major AR corgtalctures, by Avison et al.

Control aspect Forms Characteristics

Initiation Researcher Field experiment
Practitioner Classic action research genesis
Collaborative  Evolves from existing interaction

Authority Practitioner Consultative action warrant
Staged Migration of power
Identity Practitioner and researcher are the
same person
Formalisation Formal Specific written contract eitér of
agreement
Informal Broad, perhaps verbal, agreements
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Evolved Informal og formal projects shift
into the opposite form

At the Alpha company, the research on how to usgpr workshops to define software
process was carried out during 2003. The process Magr implemented in an
electronic process guide, and the use of the goide time was studied [17]. The
research on project workshops to define their sariéwprocess at Beta Company was
carried out during 2005, in other words after thelg at Alpha company. Since the goal
of the company was close to that of Alpha, we datitb adopt the method of process
workshops to define the process. The company wantegfine their process, and the
researchers got a chance to empirically evaluaertthod previously suggested and
used at Alpha.

Concerning the first principle of researcher-cliagteement, this research was done in
a general project on software process improvemehére both companies wrote an
improvement plan and the researchers wrote a i@seén for each company.

The research followed the action research modéh@pie two) proposed by Susman

and Evered [23] in discussing the situation at ¢bmpanies, planning action, taking

action, evaluating action, and finally specifyingr learning. The research has gone
through three “evolutionary” cycles at Alpha, howewur focus for this paper is on the
first cycle in which the process workshops weralhel establish the process. At Beta
we have only done one evolutionary cycle at thegmetime.

The third principle of theory, was satisfied fortlbbaompanies through the research
guestions and our focus on developing and testiegniethod based on the theory of
user involvement [14, 15, 21, 24].

The fourth principle of change through action wasissied through the actions of
holding the project workshops. The results form lilasis for a new electronic process
guide, which includes examples based on the defimedess. These results have been
used to implement the new defined process at Alwhareas Beta has not come this far
yet.

The fifth principle of learning through reflectiamas achieved at Alpha through project
meetings in which the researchers and company geptatives discussed actions that
were taken and analyses made by the researcheBetathe results were discussed in
a series of meetings, we held a post mortem amalfBMA) [23] of the project
workshops to evaluate it at the end, and conduetednterview with the person
responsible for the process improvement initiatitzéhe company.

From the aspect of control structures on actioreaes, we can put the following
characteristics on the research projects. Theatmti was collaborative for both
projects. Both the company and the researchers imege common research project
aimed at improving software processes, and thearelsglan was developed from the
joint wishes of practitioners and researchers.
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The authority of the projects is where we obsehee main difference. At Alpha it is
characterised as staged. In the beginning, theresers were heavily involved with
developing the workshops, while the company assumewt of the responsibility and
workload towards the end. At Beta we also charasste¢he authority as staged, but the
oposite effect was seen. In the beginning, the @mypvas very much involved with
developing a solution, but as an external projegh@ded more and more of their
resources, power was transferred to the researetleoshad to carry much of the
workload.

The formalization of both projects can be said &wvéhevolved from formal in the
beginning, with a clear structure and plan, to mofermal at the end.

4 Empirical results from the two software compares

In this chapter we describe the two companies irchvive conducted our research in
greater detail. We describe the context, the praldies surrounding the process
workshops, how the companies used the data fromwibikshops, and finally an

evaluation of the workshops themselves.

4.1 Alpha Company

Alpha Company was founded in 1984, and is one @fi¢hding producers of receiving
stations for data from meteorological and Eartheoletion satellites. The company has
worked with large development projects, both as remg contractor and as a

subcontractor. The company has approximately 60lm®maps, many with master’s

degrees in computing science, mathematics or physic

The size of typical product development projects HY00-4000 work hours. Customers
range from universities to companies like Lockhbdtin and Alcatel to governmental
institutions like the European Space Agency and MNwwegian Meteorological
Institute. Most of the software systems that areetiped run on Unix, many on the
Linux operating system. Projects are managed iordanice with quality routines from
the European Corporation for Space StandardisationSO 9001-2000 [5].

The company had an extensive quality system whih eumbersome to use because of
the size and existence partly on file and partlypaper. Since it also did not emphasize
such aspects as incremental and component devehbpthe QA system came under
increasing pressure to change. It became imposkiblellow the standards and even
more impossible to do effective quality assuranoekvin the projects. As part of being
certified according to 1ISO 9001-2000, the compargided to develop a process-
oriented quality system [18].

Defining new processes

Management of the project for defining the new peses was kept with the Quality
Assurance (QA) department. One of the two persarking in the QA department had
earlier worked as a developer and was now memb#reofop management. This way
this project was anchored both among the develapetsnanagers.
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In an initial workshop with both developers and agers it was defined that the
process descriptions had to:

» Reflect the “best practices” currently used witkine company (take the best
from the earlier system into the new system).

» Comply with modern methodologies like the Unifiedbé&ss and Component
Based Development.

* Integrate the process descriptions with importaist for development (e.g.
requirements definitions and use-case description).

* Be easy to tailor when a new project is started.

* Be released when the first processes are defieil, becomes possible to give
instant feedback and then keep up the involvement

From these requirements it was decided that thepresesses should be created based
on “best practice” in the company, with importamput from the existing system and
engineering tools. It was never an option to fsaélyse the existing processes and then
improve them. This was because they wanted tohgehéw processes defined quickly
to meet the new ISO standard, and to use as flittle as possible to keep up the
enthusiasm among the developers. The process vwaplalko provided the possibility
to discuss and improve today’s working processdbount a thorough analysis. It was
also decided that the process descriptions weraggtm be developed in “process
workshops” to achieve participation.

After the requirements were defined, seven proeeskshops were arranged. Alpha
identified four main project types, and they chBeoduct Development” - the most
common one - as a starting point for the subsegpemtess workshops. “Product
Development” was divided into four sub processe3péectification”, “Elaboration”,
“Component Construction” and “System Integration”.

More than 20 people (1/3 of the staff) participatedone or more workshops. The
people who participated in the process workshopsewselected by the quality
department to represent a variety of roles, expeeéeand opinions. The workshops
usually lasted half a day.

Each workshop started by defining the sub-processd¢be main process. Then we
defined each sub-process activities and their seuéVe used the KJ process [22] for
brainstorming and documenting the result. The K& isreative group technique to
organize and find relations between often seeminghglated ideas. After the activities
were identified and organized in workflows, the diments for input and output to the
process were defined. These documents could badglrexisting templates, checklist
and good examples. Next we identified related rtdesach process. After all the sub-
processes were defined, the responsibilities fgslementing the processes into the
electronic process guide.

Implementing the processes

The implementation was executed by QA personnalself-made tool and released on
the intranet. The first prototype was ready aftely @ few weeks, and even though the
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process guide was incomplete it was possible ta se&al-life testing with a few
projects. The projects were encouraged to responchediately to the process
descriptions if they are unclear, uncompleted arsable. In this way the users were
still involved in developing the process descripso

The company used 180 work hours in workshops ar® Miork hours in total for
development of the first version of the processlgui

4.2 Beta Company

The Beta Company has 20 employees. Their mairitesi are hiring out consultants
as developers, developing complete solutions fstarners, and hiring out consultants
and project managers as advisors for selectingntdoby, strategy or process.
Typically, no more than four to five consultante at any time working for the same
customer.

The managers of the company wish to leverage thgaay in the market by providing
solutions to the problems of their customers. Téilat®ns should make them stand out
and increase the probability that the customees taturn with new projects. In order to
do this, they wish to foster an environment weteiddas and knowledge are shared
freely among the employees, and where the emplayaesiraw upon the experience of
each other to provide good services to their custenThis work is difficult since a lot
of the employees at any given time are out at trstoeners’ site where they don’t have
direct access to their colleagues.

One of the identified stumbling blocks for expedersharing and reuse was the lack of
a common process and a common set of documentdgsapln order to remove, or at
least reduce this problem, the company wanted timeledocument and implement a
framework that could be used for development, clbascy and operation. The
framework should be easily accessible for all eiypés and should help them to do
their jobs better than today and to show Beta dsigaly competent consultancy
company. The company started to drift away frons thoal after approximately six
months and decided instead to document how theykedomow. A shift from
prescriptive to descriptive modeling. Although neegplicitly stated, the focus was on
identifying the documents — artifacts — that weredpced, who produced them and
how. In addition it was important for the compary dreate an awareness of and
understanding for the use of a process that encesegaall development activities. At
present, the developers thought in terms of jobirgs to do — not in terms of
processes and artifacts. One of the goals was ke itie@m think and work in terms of
processes and process steps.

Defining new processes

When the researchers became involved, we sawatg@sod oportunity to further test
the process workshop method to document their peodd'e used a sequence of process
workshops — one for each of the identified maincpsses that the company used. The
input to the workshops was mainly the developexgeeiences with the way they had
worked in previous projects. Since the companyradingle, defined process and each
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project more or less invented its own, this wasliéediverse source of information and
experience. Each participant brought with him elgreres from several processes.

Since part of the goal of the Beta Company wasé&wshich artifacts were needed, we
tried to use the standard process worksheet, wiasha separate area for documents.
However, the workshop participants ignored thisamed preferred to mix activities and
documents in the same diagram. One of the reasumg¢his may be that different
workshop participants had different ideas abouttwles done in a project. It was much
easier to agree on the documents that are develibyedto agree on how they are
produced.

We held a total of six workshops over a period dfrdonths. Five of the developers
participated in two or more of the workshops wialteextra five participated in at least
one. The workshops treated the processes: requitsmestimation, analysis,
implementation, testing and project control andofetup activities. In addition, we
arranged a Post Mortem Analysis (PMA) [12] workshopassess the whole process
workshop series.

We will not treat the results from each workshopiry detail but will instead focus on
the workshop process and its results. In additiea,will discuss some of the results
from the workshop PMA.

We used the KJ process to create the diagramsgthim workshops. Based on the
resulting diagrams it was straight forward to séectv documents were generated. It is
important to note that while the workshop particizawere fairly clear on which
documents to produce, they are rather vague oprteess steps.

Implementing the processes

Even though documents such as use-case descript@yesgyenerated in this process, all
of the documents created in the requirements psoedkresurface in later processes
and will be refined there. In the developers’ viewas therefore unreasonable to claim
that a certain document “belonged to” a certaircess or process step. For this reason,
the company decided on the following approach tageified process concept:

» Identify all documents and code them with inforroaton the process they are
generated in and where they later are refined @d.us

* ldentify all document dependencies, i.e. which cdoents use which other
documents.

» Store templates and examples for all documentsdtetused in one or more
processes.

» Define a discussion tread for each document. Tlilsewable all developers to
give input on their experience, what works, whaesimot and how can we
improve on the templates.

Evaluating the workshop approach

When all the company’s processes had been analyrex process workshop we
arranged a PMA to identify strong and weak pointthe workshop process used. Most
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of the negative points related to the lack of pgdttion from the company’s
management and does not contribute to our undelisgarnof the use of process
workshops. The KJ diagram for the positive poiatstiown below in figure 3.

Learning

- Good opportunities for learning
- Provide good understanding

- Create awareness
- Gives an overview of process
- Transfer competence across

- SPIKE has put focus on SPI
- Learning and exchange of

- Makes produces documents

of the way we work

Commitment

- Company shows
willingness to spend
resources on SPI

disciplines

Operation

experience during workshops

and templates visible

—

- Good brainstorming sessions
- Experience with the KJ

- Good visualization techniques
- Good structuring sessions

Techniques

- Important to get ideas from outside
- Good organization of workshop

- External participation added value
- Cooperation with researchers from

- Can use experiences from project

- A forum for discussions on

- The best activity for
internal learning in
Beta in 2005, 2006.

- Goal: the results will
be the foundation

— for Beta.

- Good starting point
for further SPI work

- Need to upgrade
existing templates

the organization

sessions

SPIKE

participation as input to our own
development process

- We could think outside the box —

easy to participate Results
- Active participants in the workshops
- The workshops have created

enthusiasm in Beta

processes

Positive points

Fig. 3. Positive KJ diagram from the PMA

Our main experiences can be summed up as follows:

In a company with many and varied versions of Hraes process it is easier to
focus on documents than on process steps. Depaaddratween documents
will enforce a sequence of activities but the foailsbe onwhat not onhow.
Among the developers, the process workshops ameeod as a positive
contribution in several ways, e.g.:

o Gives an opportunity for active participation - pett asked what you do
but be able to use your own experience to congibmthe company’s

processes.

0 Get a better understanding of the way the compaksw an

opportunity for learning.
o External participation — in this case the reseaschedded value to the

workshops by introducing an outside view on the weycompany

works

5 Discussion

In this section we discuss our experience with cotidg process workshops in
different contexts, and elaborate on what we hawgeed to be the strengths and
weaknesses of this approach to software processvament.

Let us first examine some differences betweenwmedompanies and how they chose
to employ the process workshop, we have made aaasop in Table 3 below:
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Table 3.Comparing Alpha and Beta

Alpha Company Beta Company
Medium sized company 60 Small sized company 20
employees employees

Mostly in-house projects for
external customers

Mostly external projects at
customer sites

ISO 9001-2000 certified

No formal certification

Extensive quality system was
already in place before the
researchers arrived, but it had
become outdated and was too
cumbersome to use.

No quality system or defined
process in place. Each project
followed its own process.

Management of the improveme
project was handled by a separ
Quality Assurance department.

3

No Quality Assurance department
@xists, the improvement project
was handled by a project manager.

The improvement project had
good anchoring with both
management and developers
through the QA department.

The improvement achieved good
anchoring with the developers
who participated in the workshops
but suffered from poor anchoring
with management.

PWS used to define the future
process based on best practice.
(Prescriptive modeling)

PWS used to understand the
current process. (Descriptive
modeling)

More than 20 people, 1/3 of the
employees, participated in one 0
more workshops.

5 developers participated in two or
Irmore workshops while another 5
participated in one of the six

workshops.
Half work-day workshops. ~4 ~3 hour workshops after office
hours hours.

Responsibility for documentation
of the workshop results was
distributed among the participant

Responsibility for documentation
of the workshop results was left to
sthe researchers.

Activity focus in the workshops.

Document focughie workshop.

Evaluation of the PWS based on
researcher observations and
observations of the use of the
electronic process guide.

Evaluation of the PWS based on
researcher observations, post
mortem analysis with PWS
participants, and interview with
the project manager responsible

for the SPI effort.

The largest difference between the workshop metleoaisloyed in the two companies
is the focus of defining future processes basedes practice in Alpha vs. defining the
current process in Beta. Originally Beta wantedet@ine a future process, but given the
different processes that emerged through the wopsht was decided at an early stage
to focus on the current processes. In retrospectameexplain the difference in focus
with the situation the companies was in at the to@gg of the improvement projects.
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The employees at Alpha were already used to usidefiaed process, while Beta had
Nno experience on using a company process. Thislsarbe linked to the project profile
in the companies. While Alpha had fairly homogersequojects, Beta had a
heterogeneous profile, with many consultants sp@agt several external customer
sites.

The difference in previous process knowledge alsoifested itself in the discussions
and subsequently in the results of the workshopisileAthe employees at Alpha was
more comfortable discussing activities,hmw things should be done, the employees at
Beta gravitated towards discussing documents taetd, orwhatshould be done. That
being said, the discussions at both companies dispussions on the activities of the
process to a fairly high level. Neither descended a detailed description of how an
activity should be carried out. The tendency of kgbop participants to keep the
discussion on a high level is also noted in thdystwy Pikkarainen [19].

Another result from our two case companies is th@nagement support and
involvement is a major success factor. This is imgtimew in the literature [13], but we
believe it deserves mentioning. At Alpha we had support of top management
through the QA department. At Beta top managemexst mterested, but did not have
the time or resources necessary to follow the ptojehis resulted in other external
projects taking precedence over the improvemenegroThere was also no external
drive towards formal certification like there wasAdpha, which could have increased
the importance of the improvement project. This aso be explained through Beta’'s
relatively small size, with only 20 employees, pugtbread on the table and paying the
bills came first. There were not enough resourgaeetiicate an employee to driving the
project. The practical result has been that thearehiers have had to provide some of
the drive, and the project has taken longer tina@ tmticipated.

Even though there were differences in the prenimethe process workshops and slight
differences in the execution, both Alpha and Beipleyees praised it as a good arena
for learning. The project workshops provided amareshere employees from several
departments could meet and discuss. This gavedtigipants a broader view of how
work was conducted in the organization. Through dpen forum, the employees could
discuss and reflect on their own work methods. béohg forced into a new process by
external consultants or a distant QA departmemtates an arena and opportunity for
what Argyris and Schon [2] describes as doubledddparning. Pikkarainen et al. [19]
also found the workshop approach a good suppodrfyanizational learning.

Another effect we observed in both Alpha and Betas that involvement in the process
workshop created ownership of the resulting pracéks effect was studied in Alpha,
where it was shown that the participants of theksiop used the resulting process
guide much more than the employees who did noiggaate. Although Beta has not
implemented the resulting process yet, there hieady been indications that there is a
difference between those who participated and tidsedid not.
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6 Conclusion and Further Work

We have conducted empirical studies on the apmicabf the process workshop
approach in two software companies. Our resear@stoun was How do available
information, company context and goals affect tkecation and results of process
workshops?Based on the results and the previous discussiercan conclude that:

» The premises of the company will strongly influetive execution of the project
workshops. If the employees of a company are us&wtking according to a
process, the workshops can be used to formulatstaingng point of a new
process based on best practice. If, however, ray pi®cess exists, the focus of
the workshops should be on reaching an agreemethieacurrent process before
improvement is suggested.

» If the PWS approach is used to reach an agreemethieccurrent process, a
good starting point is to focus the discussion iifie&ats, or what should be
produced, rather than how it should be produced.

» If the PWS approach is used to specify future ses based on best practice,
the discussions should be focused towards acsyitiehow the projects should
be run.

In addition to answering our research question, hage made three observations
pertaining to organizational learning and someteeléssues:

» The PWS approach is a good tool for organizatiteahing. Through the
discussions in the workshops, the employees $taitearning process, even
before the process is available through a proceiske g

* Involvement in the workshops fosters ownershighefresulting process, and as
such it is a good way to get the developers toadigtuse the process later.

» The process workshop is a lightweight approachefmohg a process for
companies. As such it is well suited to small arediimm sized companies. It
does, however, require some resources to be tnglyessful and therefore,
management support is important.

Further work in this area will be to investigatethusls to spread the acceptance and
usage of the resulting process. In a previous dtlitlywe showed that participants had
a higher usage level of the resulting process thase who did not participate. In the
empirical studies reported in this paper, we hadréicipant level of about 1/3 of the
employees in each company. The challenge now besbowe to get the rest of the
employees involved to foster a higher acceptancs t&f the resulting process.

Acknowledgments. This work was conducted as a part of the Softwarecess
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Abstract. RUP is a comprehensive software development psoitasmework that has
gained a lot of interest by the industry. One majuallenge taking RUP into use is to
tailor it to specific needs. This study present®wdew and a systematic assembly of
existing studies. We have found that tailoring RBR considerable challenge by itself
and that tendency is turning from large completacess frameworks towards smaller
and more light-weight processes.

Keywords: software development process, method tailoringhogetdoption, rational
unified process.

1 Introduction

As software development is a highly complex processthodology support is a
prerequisite for the completion of a successfutvemfe development project. There
exist a wide variety of software development methogies, spanning from heavy and
bureaucratic processes to light-weight and dyngonacesses, lately agile processes
have gained a lot of interest both by the induatigt academia. A more mature direction
within software development methodologies is thafiedd Process[1l] (UP) and its
commercial variant Rational Unified Process (RUM)ere exist no exact figures on
how many organizations that have tried and use FR}Un any variant; however an
overview of experience reports from software engiimg conferences, books and
magazine publications indicate a considerable estem UP and RUP. RUP is an
extensive framework that is a collection of besactices described as a structured
collection of process components; activities (Wtmatlo and how to do it), roles (by
whom) and artifacts (what are the input and/or ltesiuthe activities). RUP contains
detailed descriptions of these components and Hwy telate to each other. To
establish structure, these components are orgaimzedo dimensions; first by phases
from inception to elaboration and then by a setlis€iplines adhering to common SE
activities. In addition, RUP is based on a few basilues; it is architecture centric, it is
use-case driven and it is an iterative and increahgmocess. Having this completeness
and complexity it is not intended to be a silvelldiyprocess for all development project
situations — RUP is a framework that must be tadoto the situation of use. It is an
absolute necessity to do so to get the intentiealale from using RUP.
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Despite this indisputable interest, the total antairempirical studies on thedoption
andintroduction of RUP is surprisingly low. A search for empirictlidies identified
only five studies that to some extent explain tail@ and introduction of RUP. We
separate clearly between simple lessons-learnamttsefnat don’t present information
on context and study method and those that praekese details as well as findings,
analysis and conclusions. This leads to the ainthisf paper: What do the software
industry and the research community knows of thetditions, benefits, prerequisites
and costs of tailoring and introducing Rational figmi Process? Thus, cost and benefit
of RUP inuseis outside the scope of this paper.

As RUP covers more or less all aspects of SE it segm easy to take it into use.
However there are many challenges in doing so ssb@aé/. How do you know which
parts to keep, exclude or alter? Who should getlied in the process? How much
time does it take? How is the result to be takéo use? How do you know that the
result was good? To be able to answer such queséind to pinpoint further research
needs, at least in part, we have done a literagwiew of all existing relevant studies on
tailoring and introducing RUP - holding a minimunfi methodological quality. In
addition, we extend this compiled overview withethrcase studies of the introduction
and use of RUP that the authors have done ovepabefew years [2-5] thus bringing
together all available empirical experience onttpac.

This paper first describes our research methodh faotthe literature review and for our
own case studies. Then, results are presented ggiaim overview of identified

experience reports. A discussion summarizes firgliingm the literature review and
own experiences giving a conclusion addressingeabtearch aim of this paper.

2 Background: method tailoring

There exists a set of guidelines for tailoring adbption of RUP; one book that

specifically targets the issue [6] and one book tlwwers the issue to some detail [7].
Additionally there exists a guideline documentetbtiygh a website [8]. In addition

there are some guidance in the RUP documentatseif 4] or RUP-related books,

however these guidelines tends to be superficidsple the existence of these
guidelines the authors have not been able to fiyydexperience reports evaluating their
outcome and suitability. On the other hand, thetistea set of experience reports
addressing tailoring and adoption of RUP done lreptvays. These experience reports
are summarized and analyzed later in this paper.

The term methodology is defined as "A body of md#jorules, and postulates
employed by a discipline: a particular procedureetrof procedures” by the Merriam-
Webster dictionary [9]. Basically, a methodologysd#bes how someone, e.g. an
organization performs a task, e.g. software devety. In our context we talk about
methodologies for running projects with a definedtomer having more or less defined
goals initially.
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The process of adapting RUP can possibly take rfamnys. IBM Rational, the provider
of RUP has defined the Process Engineering Pr¢B&s) [8]. This is a comprehensive
adaptation process requiring a fairly big amountesfources (people and time). This
may very well be appropriate for larger companirsg, for the small ones this process
may be too expensive. Adaptation of a frameworkhsas RUP, can take one of (at
least) three approaches. The first is to do it me cstep, for each project, thus
representing a heavy job in each case. This cajudidied for large projects. This
approach may be called situational method engingeas defined by ter Hoefstede and
Verhoef in [10]. The second approach is to do affropt adaptation producing a subset
of the framework, still being a framework, but ntwmed to the organizations general
characteristics (technology, customers, domaimiticms etc.). This is the intentional
process of PEP and may be called method engineerindefined by Brinkkemper in
[11]. The thirds approach is to first identify adescribe a set of recurring project types.
Having knowledge of characteristics and differenoéshese types, an adaptation is
done for each type. No matter which approach beisgd; in the last step, a final
adaptation is done to each case (project).

Adapting RUP in practice means to decide on whicltgss elements to keep, remove,
alter, add or merge. These decisions can be basadsomptions, experience, goals and
visions. It is the quality of this underlying knadge and experience that determines
how good these decisions are. Having decided theenband principles of a process it
must be made available to the users — the progam(@s). Traditionally process
descriptions have taken the form of voluminous tedndescriptions. Today the most
common form is through web-based process guide®, Rbline is such an example. In
the case of RUP, IBM Rational provide a set of wafe tools to assist the
reengineering of the process elements of RUP tddbai coherent web based
presentation of the result. Edwards et al. [12pbleasize the importance of actively
involving stakeholders in the process of tailorgigational specific methods. This will
both ensure that necessary detailed informatiororbhes available and affects the
tailoring process and that the resulting procedsialy is taken into use due to
ownership and relevance. Various acceptance matels as TAM, TAM2, PCI and
others [13] may help to explain and underline thpartance of involving stakeholders
that, after the tailoring, are going to use or ffecded by the resulting process. For
example, stakeholder participation may affect theefulnessconstruct (the extent to
which the person thinks using the system will emleanis or her job performance) and
the Ease-of-us&onstruct (the extent to which the person perseiveing the system
will be free of effort).

3 Method

In this chapter we first describe the study methasi=d in our own three studies — each
description is based on four parts: 1) a brief vy of the study context, 2) study aim,
3) data collection procedures and 4) method foa daglysis and finally, in the last part
of the chapter we present the method used to pertioe literature review.

Case study A:

Context: Company A is a Norwegian software consultancy campeth 50 employees
mainly developing software systems with heavy bawc#-logic and often with a web
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front-end, typically portals. However, they alsovelep lighter solutions with most
emphasis on the front-end. All development is dartke form of projects. The authors
have followed A for a period of five years - haviagvarying focus over these years;
First we studied how A initially used RUP, out-bktbox, with no restrictions or
guidelines. The study is reported in [3]. Secona¥g, carried out an action research
project to follow A in an attempt to tailor RUP @agoredefined project type. The study is
reported in [2]. Thirdly, and finally, we have dad out a case study of a pilot project at
A using a heavily downscaled variant of RUP docuteérin the form of an internal
Wiki-web. The results from this study are still rqmtblished, however reported in this
article.

Study aim: For the three studies, the study aims were reispéctto present an
industry case to provide lessons learned and arswath respect to process uptake
and effect The second study aimed provide others considering remodeling and
adapting a process framework in general, and RURi@aarly, an insight in how this
has been done in a small software compdine third study aimetb study the use and
effects of an extensively downscaled variant of RO&umented in the form of a Wiki-
weh

Data collection:For the first study we first interviewed four pgof managers (claiming
to be using RUP in four projects) to make a usagp per project to see what parts of
RUP actually was being used. Then, we arranged se&uattured interviews with five
employees with varying roles to document main empees and find potential
explanations for use/no-use of RUP. For the sectndy we took an action research
approach [14] following A in the whole process aifdring RUP, as a group-process, to
a defined project-type. In the third study we hauterviewed the project manager and
analyzed internal mid term- and end- PMA-evaluaiftb] of the pilot project being
studied.

Analysis: As all three studies have been descriptive witthypothesis to validate we

have done a qualitative analysis. For the firstdgtunterviews were documented on-
the-fly in a usage-map (excel spreadsheet) showinigh RUP process components
had been used or not with potential explanatioamfthe interviewees. Further on, the
interviews were transcribed and analyzed usingtimstant comparison technique [16].
In the second study which was organized accordinpe principles of action research
our report [2] contains a discussion that extractd summarizes key learning’s. In the
third study we also used the constant comparisonnique to extract key learning’s

from the transcribed interview and the internaljgcbevaluations.

Case study B:

Context: Company B is the software development departn@®® fpersons) within a

large Norwegian company with a total of 2000 empks. B is focused at both software
development and consulting services within the donoé& banking and transportation
services. The authors have followed B over peribdwo years, entering the scene
about a year after the company’s RUP specializatiad been taken into use by
projects. This study is reported in[4].
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Study aim:The aim of the study wdse investigate the level of use of a large-scald’RU
specialization, explaining positive and negativeeziences using the tailored process
and reasons for use/no-use.

Data collection:In this case study we used three main sourcedahmation; 1) a main
contact person which was the leader of the taigpoh RUP prior to our study, 2) the
process advisory board responsible of the tailoandg the introduction of the new
process in the organization and 3) project manameissoftware developers. Our main
method of data collection was workshops and serocttred interviews with these
roles. We had three workshops with the project satyi board; information was
recorded on-the-fly using mind-maps. We did twondsi of interviews, the first —
interviewing representatives from eight projectsef#o-face, mainly project managers.
The second round of interviews was carried out pear later with the same eight
interviewees, this time over telephone. All 16 imiews were recorded and transcribed
for later analysis. The aim of the interviews wasdbcument experiences from the
introduction of the tailored RUP, find effects —tlbgpositive and negative, and to
investigate the level of use and correspondingplanations.

Analysis: All transcribed interviews was analyzed using thenstant comparison
technique, the first eight interviews were coded analyzed using the NVivo™-tool,
the last eight were coded manually by two reseasclre pair using a whiteboard.
Lessons learned and experiences were counted attiessterviews to find key
learning’s of most significance.

Case study C:

Context: Company C was a company specializing in the deweémt of web
applications with a high emphasis on the user eégpee of the web sites. The company
had software developers and psychologists employiée. latter ones worked as
producers, specifying the look and feel of the \wigébs, as well as the logical aspects of
the use of the web pages. The company did deveitp dcommerce applications and
more entertainment types of sites. This studypsnted in [5] and [17].

Study aim: The aim of the study was to investigate how RURI&cupport the
specifications and development of non-functionatpaf a web site. The company had
its own tailored RUP, where the original discipBrnend the structure of RUP were not
changed. The tailoring was a new user experiersmpline, with dedicated activities to
be performed by new roles.

Data collection:In this case study the main data source was théumbed Postmortem
[15] analyses. Data from six different projectsimgluded in the case study. The
tailoring of RUP was already in place when the aesleers started to cooperate with the
company.

Analysis: The data in the PMA reports was analyzed usingtemm comparison.

Literature review method:

A systematic review is a strategy for gathering apstematizing results from several
independent studies sharing more or less the shemeatic focus. The intention is to
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establish a compiled overview of all relevant eigres and to identify gaps in
existing knowledge, thus implicating the directidos further research. In this case we
did a simplified review inspired by the guidelindsscribed by Kitchenham [18], hence
we call it a litterature review.

Systematic reviews have traditionally been useg@ystematize quantitative research,
typically statistical meta-analysis. However, mesttware engineering method-focused
experience reports so far are qualitative singkecstudies. We therefore needed to
adopt practices to be able to systematize quaktatiata. This resulted in a review-
protocol that we used to 1) define a common resequestion, 2) search for relevant
literature, 3) select studies to include in an wysialand 4) systematize findings and
lessons learned.

Step 1 - A common research questionWe defined the following question for the
review: What are the challenges, prerequisites and succegsria’s for tailoring,
introducing and using a software development meteagd RUP?

Step 2 - Finding relevant literature: The following SE index databases; I1SI Web of
science, Compendex and ACM Digital Library wererskad using the phrasmified
process AND software.

Step 3 — Select studies to keegll three authors participated in the evaluatiorttue#
search results using the following routine:

» Deselect on title:a coarse deselection of studies was done basdatepmemoving
studies with an obvious wrong focus. The exclusamd inclusions were based on a
few simple selection criteria’s: The study aimapit had to be within the frames of
tailoring/adopting/specializing/introducing the Uieid Process or Rational Unified
ProcessThis resulted in 100 unique studies.

» Deselect on title and abstractThe second selection criterion was: the studytmus
present empirical data. This left 36 studies.

» Deselect on full text Studies was excluded if they had insufficient lgqyawith
respect to 1) a well defined and limited study &Znan adequate description of the
study method, 3) a sufficient description of thedgt context, 4) a presentation of
the study results, 5) a thorough analysis of tlselte and 6) giving conclusions or
answers with respect to the defined study aim. THfi$ studies.

* Final, group based selectionEach resulting study was reviewed by each of the
three authors discussing the six quality criterideined above. This final step left
2 studies.

Step 4 - Systematize findings and lessons learnethe main learnings or conclusions

from the resulting studies were identified and esped as claims. A claim can be seen
as a hypothesis supported by at least one study.
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4 Results

Case study A:

The first part of the study, addressing RUP-useobiihe-box concludes that a direct
use of a framework, such as RUP, with no assistaadering or guidelines results in
low use. Introducing a methodology such as RUPisnaestment beyond the license
fee. In this case the outcome could have beenrhbéttee introduction of RUP was
carefully managed and not left as an autonomousteff each project. The second part
of the study concludes that a success factor lioritag RUP to a defined project type is
to have focus on the features of the defined psagad that a tailoring workshop should
consist of persons with proper experience from gasgects of the defined type. In the
third study we saw that the main objection with tise of the small footprint process
guide was lack of content, the project managerctllyi had a demand for more and
better check lists. However, the content was siiiler development. The project
manager commented that it has to be a balance éeteantent size and the lightness as
one of the main positive experiences was the saitylof the guide — it was easy to
find relevant guidance. As the process guide isild-Web the project manager clearly
saw a need of defining an editor role as editinfyae to all and may compromise the
content. The content which basically is a collattad activity descriptions organized
over the four RUP phases seemed appropriate forcalse project, only four new
activity descriptions was suggested. Beyond tasttaguce the project manager strongly
demanded practical process support tools suchtmsatien models, project follow-up
support, a testing framework etc. When asked tonsent the difference between this
light process guide and the complete RUP the projemager emphasized the ease of
use and clear relevance of the new guide as opgosdedP’s well of information that
may be hard to find one’s way through. Howevererestingly, a definite premise of
using such a minimum version of RUP is that the nsest have an good understanding
of the principles of RUP.

Claim A.1: RUP, out-of-the-box is over-comprehensive and wplovide more
confusion than guidance and consequently low upaakieuse.

Claim A.2: Tailoring RUP efficiently must be based on bestcpica from the native
organization and relevant project cases.

Claim A.3: RUP may be downscaled extensively to increase aal® and ease of use,
however, a successful use requires a good knowlefdg&P principles.

Case study B:

The findings resemble with known models of techggloacceptance[13]; little
knowledge of RUP and thereby low motivation resuitsow or no use. On the other
hand, knowledge and motivation for RUP results edmam/extensive use. In relation,
education seems to be an important factor, not @migr to the process but also
continuously trough the use. Further on, we fourat management support seemed to
be an important factor with respect to uptake andantinuously improve the process
during use; this also resembles with other sinstadies[19].

Claim B.1: Low knowledge of RUP creates low motivation andHar low uptake and
use.
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Claim B.2: Management support is a success factor in tailoandg using RUP
efficiently.

Case study C:

The main result, when it comes to introduction &fFR is that formalization of roles
makes them more visible and understandable to ®tinea project. In this case, new
roles related to graphical design were added toRi® process resulting in a higher
acceptance from more technical roles which congsatyuscreased the uptake and use
of RUP in the project.

Claim C.1:Explicit definition of roles makes them visible dther project members and
thus positively affects the use of the process.

Our search for empirically justified claims on RitHloring and adaptation resulted in
only two study reports; a clear signal that morseaech is needed in this area. In this
chapter we summarize the claims these papers atid tesearch community. To assess
the validity of these claims, we also include arsBammary of the setting and research
method described in each of the papers. The paperslentified were by Folkestad
et.al. [20] and Bygstad [21].

Folkestad et.al. [20]:

Context: The specific case being studied was a projectaiosfer an existing system
from mainframe architecture to a client-server baaehitecture. The company saw the
project as an opportunity to rebuild and enhaneecttmpetence of their staff and was
willing to spend resources on this. They chosed® a version of Unified Process as
their software development approach. The size efpifoject was about 30 man-years
and lasted three years.

Study aim:The study aims are clearly stated as 1) Identiéydffects of changing to a
new process. 2) Identify the causes for these @war®) Identify what properties of the
new work process that was instrumental in the chang

Data collection: The data was gathered after the project had heering for one year.
The main sources were seven semi-structured depthviews with members of the
software developer group. In addition some data wathered through informal
discussions and from the business’ documents rggptde development process and
the project.

Analysis: The data was analyzed qualitatively using a metaitkd Activity Theory,
which can be considered “a framework for the urtdeding of human activity”.

Limitations: Openly discussed in the paper. Since it is a singke study, it is not easy
to generalize the results. Factors like openndaishierarchy, and confident staff may
be the cause behind the results, just as much asélP

Findings: We have extracted the following findings basedhos paper:
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Claim R.1: The iterative approach of Unified Process willweslarge effects in terms
of learning.

Claim R.2: Unified Process will improve on communication amork distribution in a
company.

Claim R.3: Unified Process helps constrain activities andiseto developers being
more focused on their tasks, and hence it has iéivygosfluence on productivity and
quality.

Claim R.4: As a project develops, elements of Unified Proegdecome internalized
and become tools for the developers. Or in othedsyathe developers will focus less
and less on UP in itself, but focus more on follogvihe practices that they decide to
adopt.

Bygstad : [21]

Context: A RUP development project at Scandinavian AirlBystem (SAS), carried

out by the Scandinavian IT Group (SIG) (owned byS$AThe goal of the project was
to establish a web based marketing channel, eressg publishing and integrating it
with the existing booking systems. SAS had chosehP Rs their standard software
methodology two years prior to this project. RUPswiailored to the project, and was
linked to established practices in SIG.

Study aim: The research questions are 1) how can the projactager control the
integration challenge? And 2) what support is therethe software engineering
frameworks, like RUP?

Data collection: The case was followed for 18 months. Interviewseasnducted over
three intervals, project meetings were observedpaogct documentation analyzed.

Analysis: All data was coded with in-vivo codes, using odlymain (project) terms.
Then each iteration of the project was analyzeditqtigely using constant comparison
methods.

Limitations: There is no discussion concerning external vgliditt since it is a single
case study, the results may not be easy to gererdlhe internal validity is discussed
in the paper with emphasis on how they addressed ptinciples of dialogical
reasoning, multiple interpretations and memberfication in their analysis.

Findings:

Claim R.5: RUP provides good support for internal technicgkgration and poor
support for external technical integration.

Claim R.6: RUP provides weak support for internal stakeholdtrgration throughout
a project.

Claim R.7: RUP provides strong support for external stakedoldtegration in the
early phases, but weak support in the later phases.

Claim R.8: RUP gives strong declarational support to stepwigernal integration, but
too little practical support.
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Claim R.11: Using RUP as a basis, linking it to existing bpsictices results in a
process that is actually used.

5 Discussion

The search for relevant empirical studies, withfisigint quality, on tailoring and
introduction of RUP resulted in only two study rego In addition to our three own
studies this forms a very small experience baseitamals shown to be hard to see any
trends across these studies.

From the studies we see that RUP initially is tamplex to be used without any
tailoring which in practice means that the proj@anager must make more or less ad-
hoc decisions. This becomes an error prone pratéss knowledge of the content of
RUP is low and thus makes it hard to decide upoithwklements to keep, alter or
avoid [3]. The RUP-online documentation is a corhpresive collection of process
elements and their relations containing about 3W@b pages — which makes it
necessary to have a detailed knowledge about tiemito be able to select a
consistent subset suitable for a given contextsef in the first attempt to deselect RUP
elements in case study A we saw that insufficiamdvkedge of such details quickly
became a problem. In case study B a dedicated tegted to get assistance from a
trained RUP mentor to be able to accomplish a sstektailoring. In the second
attempt in case study A, a bottom-up approach veasl 4 building a small process
guide based on existing best practices using RURlyas inspiration rather than a
commodity. This approach made it at least possdkccomplish the task and resulted
in a complete process guide that was taken intobyseroject teams. In this case,
almost all users of this heavily downscaled RUFepss had very high knowledge of
RUP through training. This made it possible to sseplistic guidelines as the users
knew the details or at least where to find them nvheeded. The resulting process
guide itself in case A was a simple overview of thest important high-level tasks to
perform in a development project — no templategrocess maps were included. So, the
resulting process and its web-based representediorie characterized as minimalistic,
thus rising the question what RUP is; how much do fave to keep unaltered to still
call it RUP and when is it merely inspired by RURttby it self is a collection of
already existing best practices and guidelinesa &entrast to case A where the basic
knowledge of RUP was high we saw in case B thatithended users had little
knowledge which clearly affected their motivatioor fuse which consequently also
resulted in low uptake of the new process - evenidh it in this case was tailored to
their project characteristics by a dedicated taitpteam. Other studies also support this
in the case of acceptance and uptake of electmoess guides [19]lt is reasonable
to believe that low knowledge negatively affectssin motivational factors. Further on,
in case B, we found that management support was@ess factor — one project in this
case study was found to actually use RUP and repoettain level of success of doing
so. In this case the management had been cle&ein éxpectations that the project
should use RUP and supported this. In other projectthe same case study,
management was more absent which made the progobers use their own varying
best practices, thus hampering the goal of estabtisa corporate unified development
process. Another potential success factor for wpteks found in case study C. As RUP
clearly defines roles it became evident how eadh was needed and how they related
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to each other through joint activities and shamefacts. This increased the acceptance
of existing roles that was not documented to baragf the total development process.
We have not followed our own cases to assess teeoLl&KRUP over time, however
Folkestad et al. found that developers, over twik focus less and less on the process
in itself, but focus more on following the pracscenat they decide to adopt [20]. Thus,
the value of introducing RUP may have importaneef when it comes to learning a
new shared process.

An interesting note in the context of RUP and thallenge of making it fit to local
needs and context is the recent spirited developrokragile processes [22]. Ivar
Jacobson, one of the contributors to RUP has riyceritiated a total remake of RUP,
resulting in something called the Essential Unifiedcess (EssUP). This is intended to
be a great improvement of RUP and Jacobson sagsmhitepaper [23]: The Unified
Process became too heavy, the process improvemegtams required too much
boring work..”. This is interesting since RUP for years has beesrketed as a
framework that could help most software organizegiin professionalizing software
development effectively. EssUP can simply be dbsdrias a combination of RUP —
which may be seen as a heavy type of process —agite software development
principles [24]. Our findings, both from our owrudies and others support this view
that RUP is too heavy and that it may require tacimtedious and difficult work. The
guestion is; will a join of RUP and agile be a betapproach? Others as well has
addressed the challenge of making RUP simpler gite @hich, in sum, can be seen as
a shared opinion that RUP has its limitations desjpg comprehensiveness. This adds
to our findings summarized in this paper.

RUP has since its creation gone through sevenasfiveamations, all leading towards a
more agile approach of designing and developingvsoé. This has resulted in various
variants and spin-offs of the process, followed fymerous books and even more
presentations, speeches, courses and consultaitesent is hard to predict where this
will end; however, based on our findings we seéarmeed of simplifying RUP (and

other processes) to ensure uptake and efficient Tise development turns clearly
towards the agile side of the spectrum — perhapsesrch for a balance between
discipline and agility [25].

6 Conclusions

Based on our own, and a few other empirical studiesailoring and introduction of
RUP into development organizations we found thatdhexist few or none (reported)
direct success stories. All experiences pull ingime direction; RUP is, out of the box,
too complex, however, tailoring it to specific need also too complex. Looking at the
evolution of RUP itself over the past years anddhges we summarize here we see a
clear need for, and movement towards, a more ggdeess that can bee tailored with
less effort.
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Abstract

Retrospective analysis is a way to share knowleddewing the completion of a
project or major milestone. However, in the busykday of a software project, there is
rarely time for such reviews and there is a needeftective methods that will yield
good results quickly without the need for exterm@bsultants or experts. Building on an
existing method for retrospective analysis and rilesoof group involvement, we
propose improvements to the root cause analysisepbfa lightweight retrospective
analysis method known as Post Mortem Analysis (PMA)particular, to facilitate
brainstorming during the root cause analysis plusthe PMA, we propose certain
processual changes to facilitate more active iddiai participation and the use of less
rigidly structured diagrams. We conducted a colgdoexperiment to compare this new
variation of the method with the existing one, @odclude that in our setting of small
software teams with no access to an experiencelitdenr, the new variation is more
effective when it comes to identifying possible recauses of problems and successes.
The modified method also produced more specifictiata points for improving the
software development process.

Keywords: Retrospective Method, Software Process Improvemedontrolled
Experiment, Knowledge Management, Post Mortem Agialy

1 Introduction

In today’s software engineering industry, it istical to improve software development
processes. In this context, one lesson that mayed&med from general efforts to
improve processes, such as total quality manageamhtstandardisation, is that the
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ability to learn from past success and failure cematral factor for success [8]. Learning
from the past involves knowledge management, oatcrg a “learning software
organisation”, which is defined by Dyba [11]"#ssoftware organisation that promotes
improved actions through better knowledge and ustdeding.

Keegan and Turner [16] claim that, in general,gafe development is conducted at
too fast a pace. In 2001, they performed a studproject-based learning practices in
19 European software development companies. Thaydfthat project team members
frequently did not have time for meetings to revidessons learned. Where

recommended process models did exist, these wiglenseised. In an editorial in IEEE

software in 2002, Glass [14] stated that the safwengineering field is so busy that
there is rarely time to think of how developmentildogo better, not just faster. He

further claimed that companies should pause frome tio time to learn the lessons they
had been through. He recommended reviewing periocesa on completed projects
(project retrospectives) as a good way of learning.

There is a principle in agile software developmtbiat states that “At regular intervals,
the team reflects on how to become more effecthen tunes and adjusts its behavior
accordingly.” [1]. In accordance with this prin@pliterative and light retrospective
sessions have been suggested for use in agilecfg e 9, 18]. Myllahcet al state that
the small teams and short iterations of extremegnaraming will affect how
retrospective workshops can be conducted [Z0)e workshops needs to be short and
effective, i.e., not taking too much effort frore firoject team, yet yielding immediate
and visible outcomes to motivate the project teanfurther such activity.”

In this paper, we take as our starting point astagd, lightweight retrospective method
known as the Post Mortem Analysis (PMA) [2]. We gwee a modified method that
exploits theories on brainstorming and group pentoice combined with the notation
of causal maps. The effectiveness of the originslAPand our revised PMA is
compared in a controlled experiment, using a qtetite measure. We also assess
qualitative differences in the results of the tvpp@aches. The main research questions
we address are these:

1) Is the revised PMA method more effective than lth&MA method?
2) How do the two methods differ in their result?

The remainder of this paper is structured as fala®ection 2 discusses related work on
retrospectives in software engineering. Sectiome®gnts the two lightweight methods
that were used in the experiment. Section 4 deseribe design of the experiment. In
Sections 5 and 6, quantitative and qualitative ltesuespectively, are presented.
Section 7 contains a discussion of the resultsti®@e8 concludes and suggests avenues
for further research.

2 Related Work

According to Risinget al. [21], retrospective analysis as a method for liegrrfrom
work experience was identified in 1988 by Josephrdand named "Santayana review”
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in homage to the philosopher George Santayanae $iremn, many organisations have
used many variations of the method and under mafigreht names. We adopt
Dings@yr’'s definition [8], such that retrospectiamalysisis a "collective learning
activity, which can be organised for projects eitivéhen they end a phase or are
terminated. The main motivation is to reflect oratvhappened in a project in order to
improve future practice - for the individuals thadve participated in the project and
for the organisation as a whole.Dingsgyr lists the most common names for
retrospective analysis in [8]: "project retrospees”, "post mortem analysis”,
"postproject review”, “project analysis review”, lglity improvement review”,
"autopsy review”, "after action review”, and "toucltown meetings”. For the remainder
of this paper, we use the term ‘retrospective asisiyto denote the corpus of these
methods and the term ‘Post Mortem Analysis’ (PMéJefer to the specific method we
investigated.

Myllyaho et al. [20] conducted an extensive literature review imitthe software
engineering and management literature, with theadineviewing retrospective analysis
as a project-based learning technique. The resuligest that the use of retrospective
analysis is well worth the effort, and that a sirfigdl or ’lightweight’ version of PMA
can be beneficial when time is a factor.

Dingsayr [8] discusses the importance of retrospeetnalysis as a method for sharing
knowledge in software projects and gives an overvéthe methods of retrospective
analysis that are employed in the field of softwamgineering. In particular, Dingsgyr
presents three lightweight methods of retrospeetinadysis, which are presented in
Whitten [25], Collison and Parcell [6], and Bigk al.[2]. To give an overview of key
differences in retrospectives, we present his coispa of the three methods (
Table10).

Table 10: Summary of selected differences among threeethods for conducting retrospective
analysis, taken from [8]

Whitten Collison and Parcell | Birk et al.
Whom to invite? From each major All project members, | All project members
participating organisation| possibly new project
Homework? Yes No No
Type of discussion| Open Open Structured
Output Recommendations Guidelines, HistoriesStructured report on
Names of People, issues that went well
Key artefacts and those that could be
improved

Desouzeet al.[7] compared two kinds of output from retrospeetanalysis: traditional
reports and stories. The comparison can be fouriGlole 11. They also identified four
factors that should affect the choice of writing tiesult of the PMA as a report or as a
story: (1) the nature of the project, (2) the opsti are willing to bear, (3) how much
organizational impact is desired, and (4) whatdessyou wish to convey.

Table 11: Reports versus stories, taken from [7]
Reports Stories
Structure of Knowledge Highly structured Semistructured
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Cost to prepare Low High
Richness of Knowledge Low High
Ease of comprehension Easy Medium
Ease of recall Difficult-Medium Easy

Stalhaneet al. [23] conducted an assessment of two retrospeatigthods. One was
based on the PMA of Birkt al. and the other consisted of structured intervielvse
main focus of their research was to determine wdretiere are situations in which one
method performs better than the other. They fourat this depends on whether a
focused or broad analysis is desired. For a focumealysis, the semi-structured
interviews worked better than the PMA. For a braadlysis, the PMA worked better
and yielded more surprises.

3 The PMA Methods Used

In this section, we describe the methods that vepiad for the PMA. The original
method we used was the one suggested byeBiak [2, 10, 12, 17, 23] (see

Table 10) with structured reports as output (see Table Iii)what follows, both the
original and the modified method are describedetai

3.1 PMA Method 1: The Original

The aim of this method is to bring together projeatticipants and have them discuss
what went well and what could be improved, andrtalgse the root causes. Biek al.
use two techniques to carry out the PMA. To discote positive and negative
experiences, they use a focused brainstorm mettetidche KJ-method [22], resulting
in affinity diagrams. To analyse the causes of éhegperiences, they performed root
cause analysis using fishbone diagrams (also krasnshikawa diagrams, in reference
to their inventor Dr. Kaoru Ishikawa, a Japanesaityucontrol statistician).

The postmortem meeting itself had the followingrfeteps:

Introduce the PMA method and explain the purposbt@feview.

KJ-session 1: Elicit positive experience

KJ-session 2: Elicit negative experience

Perform root cause analyses using fishbone diagfam#he most important
positive and negative experiences.

PwonNpE

3.1.1 The KJ-sessions

KJ-sessions are conducted as follows. Each paatitipeceives a number of post-it
notes and is asked to write down what they regarth@a most significant experiences
from the project. After everyone has finished wgti each participant puts a note on a
whiteboard while explaining what he means by ite Tinocess is repeated until all the
notes have been presented, as illustrated in FigayeOnce all the notes have been
placed on the whiteboard, the whole group discusa® and groups them according
to similarity in concept. Each group of notes igrthgiven a name, as illustrated in
Figure 6b). Possible connections between groupd®eanarked with arrows if required.

In our study, each participant received five postates and the entire process was
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repeated twice; first for positive experiences @e€3sion 1), then for negative
experiences (KJ-session 2).

Good Solve overall Version Control Good Eagerto
a) project problems first Sysem task reuss
management management experience
fe?;?lruejr:gmls Efficient Easy to focus Refiect over Easer fo reuse
coding lon a gpecific decisions code
quality antr,

Method /| Process
Cooperation
= Easy lo fuffill | |Easy to Assignment
anagemsnt requirements focus on a Evaluation Focus on
specific By others stakeholders Raalistic Good way to
Srod o |quality attr. lexperience get through the
project task ; sy llabus
— E‘;agier toreuse | |Easier lo Evaluation (Confrentation
code reuse
Reflect over | |Scive overal e poirts R s Practical The
decisions Iproblems first = = [Experence compiexity of
the
R Ditferent assignment
Vi ff btz
sj;s:; oL Em'::ﬁm viewpaints (by was appropriate
= iother student)

Figure 6: KJ example

3.1.2 The root cause analysis method

The root cause analysis, or fishbone diagram methedds a facilitator who takes
control of the whiteboard. The group selects a i{fp@sor negative) experience they
want to analyse the cause of and the facilitatatewrthe name on a whiteboard and
draws an arrow to it. The group then discusses Wigatause of the experience might
have been and as more causes are identified, ¢iitatar draws arrows into the large
arrow, writing in the causes. If a cause has ségetacauses they are drawn as arrows
into the minor arrows, as illustrated in Figure 7.

Cause 3 Cause 2 Cause 1
Cause 1.2 Cause 1.1
Cause 1.3
Cause 1.4
» Problem/Success
Cause 6 Cause 5 Cause 4

Figure 7: Fishbone example

3.2 PMA Method 2: The Revised Method

Our previous experiences of the PMA method withldene diagrams as a means of
analysis had taught us that group activity tenaedd high during the KJ phases, but
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that the activity seemed to dwindle as the groumpseeded with the analysis with
fishbone diagrams. This tendency has also beemaltbdy Stalhanet al. [23]. We
wanted to increase the level of participation dytime analysis phase, so we examined
step four in the PMA process and proposed two rohanges, which were inspired by
theories on brainstorming and the notation of caunsgs.

3.2.1 Theory for change

The setup of the original PMA method can be seeth@group workingnhominallyin
the KJ session andteractivelyin the root-cause analysis phase. A group is ddfims
nominal if its members work independently, but ack other’'s presence. A group is
defined as interactive if its members generate sidea face-to-face discussions.
According to Faure [13], evidence in the field sestg that nominal groups outperform
interactive groups on the number of original idgeserated in a brainstorming session.
Accordingly, we attempted to make phase four maminal. We did this by using the
same technique as in the KJ sessions; namely, ing po®st-it notes and letting the
group members come up with possible causes indillidioefore coming together to
discuss them.

In order to better accommodate the nominal brainmstiechnique, we needed a more
free form diagrammatic technique for presentingrédmults. For this, we examined the
technique of causal mapping, which according to dkatson [15] is one of the most
popular methods for investigating individuals’ cdiy® representations in strategic
decision making. Hodgkinson further observes thgiioaving number of researchers are
employing one or more variants of causal mappinmgctly, as a means of eliciting
actors’ cognitionsn situ, in an attempt to gain insights into the naturd significance

of cognitive processes in organizational decisiakimg. There exist many alternative
elicitation procedures, but for our study we opfed a simple freehand mapping
variety, using only the notation illustrated in &ig 3. Here, every oval represents a
concept, every arrow indicates a cause-effectiogiship, and the whole map represents
a specific situation.

Figure 8: Causal map example

3.2.2 Practical changes

The procedure for the postmortem meeting itsethéssame as in the original method
outlined in Section 3.1, except for step four, drich we substituted what we call “the
causal map analysis”.

4. Causal map analysis: On the most important ipeséxperience and the most
important negative experience.
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The new causal map analysis works as follows. Attipipants are given post-it notes
and are asked to write down the causes of the iexperto be analysed. These notes are
then presented and placed on the whiteboard, mutteisame way as when using the
KJ-method. The group then gathers at the whitebaawdl groups the causes where
applicable. Cause — effect relationships are thdicated by arrows. The members are
then allowed to write new notes that state deepeses, or if causes are seen to be
missing, write those in and indicate them with assoWhen the new causes have been
placed on the whiteboard, the process is iteratdd tlne group is satisfied with the
analysis.

The main differences between the new and old aisgiysmse are:
» Forcing everyone to participate more actively ynfy out the mandatory post-
it notes.
* Allowing more freedom in the diagrams.

4 Research Method

This section describes the design of the controiggeriment that investigated the
effectiveness of using fishbone diagrams vs. usiagsal maps in the root-cause
analysis phase of a PMA.

We performed PMA sessions in 2004 and 2005 in wkwehused fishbone diagrams
and causal maps, respectively. The PMA reports ttertwo years were analysed, and
we found that participants in the sessions prodwepeater number of items when
using fishbone than causal maps. However, wherooled at the content of the ideas
generated we found that causal maps produced #&egnmeamber ofnew items than
when using fishbone diagrams. These PMA session®, wewever, not planned
intentionally as a controlled experiment and we dal have control of factors that
could affect the results. On the basis of our eepees from the PMA sessions in 2004
and 2005, we planned a controlled experiment andqmeed it in 2006. The motivation
for this experiment was to limit other factors traiuld threaten the experimental
results, such as lack of randomization of subjedif§erent introductions to the two
PMA methods (fishbone and causal), and differentkiag conditions and time limits
for the groups.

4.1 Experimental Context

The experiment described in this paper was exe@dedpart of a software architecture
course for Masters’ students at the Norwegian Usitseof Science and Technology. In
this course, the students must carry out a softaan@tecture project, the goal of which
is to develop the software for a robot controllEne students work in groups of four to
six. During the semester, the students must delveequirement specification, an
architectural description, an architecture evatratilusing ATAM [3]) and an

implementation of the robot controller accordingthe architecture. In the final phase
of the project, the students perform a post-moréeralysis of the robot project using
PMA methods as described in Section 3. The studdmgsld spend half of the time on
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finding and analysing positive aspects of the mtognd the other half on the negative
aspects [24]. The number of students taking thissmvaries from 60 to 100.

4.2 Hypothesis Formulation

Our hypothesis was designed to assess whethehtheecof analysis method (causal
maps vs. fishbone) affects the percentage of nemstfound in the analysis phase
(second phase) of a post-mortem analysis, as diednty the dependent variable
AnalysisEffectivenes3hus, we wanted to investigate whether one ofpib&-mortem
analysis methods is more effective than the offiee. hypothesis was as follows:

HO: AnalysisEffectiveness(Causal maps) = Analydstiiveness(Fishbone)
H1: AnalysisEffectiveness(Causal maps) > Analydstiiveness(Fishbone)

The test was one-tailed, to reflect our expectatiat the causal maps would be more
effective than fishbone, as suggested by our pusviexperiences and also justified
theoretically in Section 3.

4.3 Study Variables

This section defines the independent and dependetdables of the experiment and
outlines how they were measured.

AnalysisMethod:

The independent variable describes whether theestsbperformed the second PMA
phase using fishbone diagrams or causal maps. Tdie differences between the
fishbone diagram and the causal map approach avéoltly First, for the fishbone
approach the group process is managed through amil@attor, while for the causal
approach all participants will manage the procesgether. Second, the way the
diagrams can be expressed in fishbone diagramsffeyetit from causal maps. In
fishbone diagrams, the information must be desdribe strict hierarchical manner. In
causal maps, there are few restrictions on howdlaionships between items can be
expressed.

AnalysisEffectiveness:

The dependent variable of the experiment attengptegasure the effectiveness of the
PMA methods. To explain thanlysisEffectivenesgariable properly, we recapitulate
briefly the PMA process, which consists of two mphases. In the first phase (steps 2
and 3), the participants brainstorm on either pasior negative aspects of the project
and all the items found are represented as postdés in an affinity diagrampdase: is
the number of items found in phase 1. In the sequmake (step 4), the participants
analyse one particular issue (positive or negatite)determine the reasons or
background for this issue. The second phase gesesanhumber of items, which are
represented in a fishbone diagram or causal mapsgk is the number of items found
in phase 2. To measure effectiveness, we commytenmany of the items found in the
second phase are new from the first phase. Thus, cae compute the
AnalysisEffectiveness as
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AnalysisEffectiveness = F_‘PliASEZ_ “PHASElm IPHASEZ)? * 100

lPHASE?

Ipnasel N lpnasezdenotes the number of items that are common ingshasand 2. For
example, if none of the items found in the secohdsp were found in the first, the
effectiveness will be computed as 100%. If all led items found in the second phase
were also found in the first, the effectivenesd il computed as 0%. This means that
the effectiveness will range from 0%-100%.

When counting items, two or more items that descixactly the same issue are
regarded as duplicates and are removed. Itemsrpeesm the second phase are new if
no items in the first phase state the exact sanaaimg.

The AnalysisEffectiveness variable was measuregdayg through the PMA reports of
the subjects. The first step was to eliminate reldagy by removing duplicate items.
Two or more items were considered to be duplicéitdsey the exact same wording or
the exact same meaning. The second step was tt ites from the brainstorm phase
and the items from the analysis phase. The thieg stas to find the items with the
exact same wording or meaning from both phases,n@dt these. The effectiveness
was then computed by counting the number of unnciaiteens from the analysis phase
divided by the total number of items from the sgshase. To reduce the possible bias
caused by subjective judgement, two researcheferperd this process independently
and later compared the results. In cases where thas disagreement, the items of
concern were examined carefully before a decisias made.

4.4 Group Assignment

A randomized experimental design was used in tidralbed experiment. Each subject
(group of students) was assigned randomly to ettieefishbone diagram or causal map
treatment. The groups were established at the begrof the software architecture

course. A list was made available for the studeéotsign up for a group before a
specified deadline. The students that signed thiskhew each other in beforehand.
After the deadline, the remaining students wergass to groups that had open slots
or to new groups. The assignment to the fishbore @usal map treatments was
distributed evenly in relation to groups that w@med by students and groups that
were assigned by course staff. Table 12 describedistribution of the number of

subjects (groups) to the two PMA variants. The sizéhe groups varied from four to

six students. A total of 142 students participatethe experiment.

Table 12: Distribution of subjects in the controlled &periment
Fishbone diagram | Causal map | Total
Number of groups 14 15 29

4.5 Experiment Tasks
The controlled experiment consisted of the follogviasks:
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Presentation of PMA method (30 min):The two variants of the PMA method
(fishbone and causal) were presented simultaneauslyo different rooms by two
different lecturers. The content of the presentatio’as analysed before they were
made, to ensure that they were similar in all retspexcept those that pertained to
describing the two variants. The first part of gresentation was exactly the same,

while in the second the presentations differedhiat tone described the fishbone
method and the other described the causal metmothd second part, the two
methods were presented in a similar way and usedame number of slides. The
participants asked roughly the same number of guessin each presentation, but
the causal session lasted 5 minutes shorter tlesifistibone session.

» Positive brainstorm (30 min): The participants brainstormed on positive aspefcts
the project and described the results in an affidiagram. The result was recorded
on a laptop PC or on paper.

* Negative brainstorm (30 min): The participants brainstormed on negative aspects
of the project and described the results in annigffidiagram. The result was
recorded on a laptop PC or on paper.

» Positive root-cause analysis (20 min)The issue that received the most votes from
the brainstorming session on positive aspects walysed using either a fishbone
diagram or causal maps. The result was recordediaptop PC or on paper.

* Negative root-cause analysis (20 min)Yhe issue that received the most votes from
the brainstorming session on negative aspects nalgsed using either a fishbone
diagram or causal maps. The result was recordedl@ptop PC or on paper.

* Write PMA-report (approx. 2 hours): All groups involved in the PMA had to
write a report on the PMA. The report had to cantél) four diagrams and a
description from the brainstorm and analysis prese (i) a description of their
experience of doing the PMA.

4.6 Analysis

Quantitative

The purpose of the quantitative test was to detegnwhether or not there was a
difference between the use of the fishbone andatansthods. The hypothesis was
tested using a standard two-sample one-tailed tt-&ssuming unequal variances.
Although the t-test assumes a normal distributibis, known to be relatively robust to
mild deviations from this assumption. However, givar small sample size, it is not
really possible to assess deviations from this mpsion in a reliable way. Thus, to
reduce potential threats to validity that might @agsulted from violations of the t-test
assumptions, a non-parametric Wilcoxon rank sumves also performed. Given the
small sample size, the Wilcoxon test was perfornm@dg theExactoption in the SAS
statistical software package. The level of sigaifice of the hypothesis test was sat to
= 0.05.

Qualitative

The purpose of running a qualitative analysis waslétermine what the difference
between the use of the fishbone and causal methodsisted of, if there was a
difference. The qualitative analysis was perforragdr the results from the quantitative
analysis were known.
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Qualitative data were collected from three sour¢Bsobservation of the students by
two researchers as they performed the differenhaouss (ii) the collection of the final
reports; and (iii) a brief report that the studemése told to write on their impression of
the method and their experience with it. The data analysed by hand, using a simple
constant comparison method [19].

5 Quantitative Results

This section describes the quantitative resultssiravs the results from the hypothesis
test for the controlled experiment.

5.1 Descriptive Statistics

The descriptive statistics of the experiment arewsh in Table 13. The column
AnalysisEffectiveneshows the mean value of the percentage of newsiteond in the
analysis phase of the PMA using the fishbone antalamethods, respectively. The
analysis effectiveness was 59.8% for fishbone diagrand 78.4% for causal maps,
which indicates a practically significant mean eliéfnce of 18.6%.

Table 13 Descriptive statistics of analysis method areffectiveness

AnalysisMethod | AnalysisEffectiveness Std Min | Q1 Med | Q3 Max
Fishbone 59,8% 19,8%20,0%| 50,0%| 68,3%| 73,3%| 83,3%
Causal 78,4% 15,6%046,2%)| 73,9%| 80,0%| 89,2%| 100,0%

5.2 Formal Hypothesis Test

The two-sample, one-tailed t-Test on the differemceneans resulted in a p-value of
0.0062. The corresponding exact Wilcoxon rank sest tesulted in a p-value of
0.0041. Thus, for both the parametric and non-patamtests, the p-value is well
below the 0.05 level, which suggests that thera #atistically significant difference
between the analysis effectiveness of the two nuistlod analysis.

5.3 Effect Size

The sample’s mean, data distribution, and 95% denfie interval of the mean for the
dependent variabl@nalysisEffectivenesare presented in a diamond plot, as a way to
visualize the effect size of the two treatmentg(Fé 9). The line across each diamond
represents the group mean and the vertical spaadaf diamond the 95% confidence
interval for each group. Overlap marks are drawloweand above the means and an
overlap represents a difference that is not sigaifi ata = 0.05. The line crossing the
diagram is the entire sample mean.
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Figure 9: Diamond plot of the effect of AnalysisMethd on AnalysisEffectiveness

To further quantify the difference between the t@lysis methods, we calculated a
standardized effect size measure known as Colte[8% In our case, Cohend was
calculated by dividing the difference between treamAnalysisEffectiveness of causal
maps and fishbone diagrams with the pooled standaxdhtion, yieldingd = 1.05.
Cohen suggested thatdfis greater than 0.8, the effect size can be censitito be
large.

6 Qualitative results

The quantitative tests suggest that there is argiffce in effectiveness between the two
methods, but what that difference consists of raeethian issue. To determine what the
difference consists of, we made a qualitative assalgf the final reports.

The two diagram types differ importantly in theusture that they yield. One difference
concerns the number and depth of the causal liaitsds The fishbone diagrams usually
contained three to four main causes, and subcarsésd from none to four. The
average cause effect chain was two links. By cehtthe causal maps contained from
two to eight main causes and had cause effect €hagario five links long, the average
being about three links. The free form of the chusaps seems to support and
encourage a greater degree of analysis of causeth@ir relevant subcauses.

Another difference concerns the way in which cawse® analysed into subcauses. The
students using the fishbone diagrams would putlgwdistributed subcauses on all their
main causes, whether they were particularly relewannot. The students using the
causal maps would typically select a few relevanises and create longer cause-effect
chains for these, and ignore the more irrelevannhmauses, such as causes outside
their control.

One of the major goals of the PMA is to learn frawrperience and improve

performance for future projects. The cause-effbairts in causal maps are longer than
those in fishbone diagrams, and the causes notad & be more specific. It is thus
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easier to think of courses of action to improvef@enance. The longer chains yielded
by the causal map approach tended to paint a m@eced picture of the situation in
the project, with general causes being stateddimsit more specific causes being stated
deeper in the chain as the general causes aresadaly

We also observed the formation of what we calefisin causal maps. Since a node
can be the cause of several other nodes and atseffact of several subcauses,
sometimes we observed nodes with several arrowgygoiand out. These nodes were
very easy to identify in the diagrams and typicaligrked major problem spots in the
projects.

However, whether the causal or fishbone method wsasl is not the only factor that
affected the result. One observation from the ¢atale analysis was that if the students
chose a topic for analysis that was outside thamtrol, the quality of the analysis was
often low with regards to useful experience thatldde transferred to new projects,
regardless of the method they used for the cadseteinalysis.

Figure 10 and 6 show two examples from the PMA drpent that illustrate the
gualitative difference we found between the resgltcausal maps and the fishbone
diagrams. In the causal map shown in Figure 10gtkatest number of links from a
cause to the problem of focus is four. The causab mlso contains hubs where one
node is affected by several other nodes, e.g. txed”"No appointed formal project
manager” and “Informal group meetings”. Such huksally indicate a cause that
relates to many problems. Also note that many efddwses in the diagram are specific
and can be addressed so that performance in therg&ct can be improved; by, e.g.,
assigning a project manager and enforcing moredbgmoup meetings.

Did not have
meetings where 2 ——

and 3 worked together \‘

Difficult to utilize
the work force when

g
Did riot get thie Feeling of too

impression lhf'al el A et too many in relation Too late Lacking kno_wledge
we ha_d to consider project mat. to problem delegation about skills of
project mgmt. of tasks group members

|
No focus on NoZppointed had cgc_rd\nqlwon.f Lacking Lack schedule,
e gk formal administration = Ganricliaaram
prej gt project manager of information project mgt g
A
No moderator

Did not see need S No chosen / — at QFlC_'Up

for proj.mgmt . contact person Informal group meetings

until too late Lacking kiiewedge meetings
about personalities

in the group /-/‘ Group member

could not prioritize
project/course

Not prepared
meeting participants.

Not read text book
or problem text.

Figure 10 Example of a causal map of a problem
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Figure 11 shows a typical fishbone diagram. Congpdcethe causal map diagram,
fewer causes are analysed into subcauses, thescaeseot analysed to a depth of more
than three levels, and the causes are more general.

Group Structure Metaphor

Documentation

Ambitions Management

Documentation \
Lal

Theoretical background > Good

» Architecture
and Design

Lectures

Theoretical Background Design Patterns
Figure 11 Example of a fishbone diagram on a success

In addition to the final reports, we observed tmeugs’ behaviour during the PMA
sessions. Our qualitative observation was that gheups using the causal map
technique participated more during the analysissphthan the groups using the
fishbone diagrams.

7 Discussion

In this section we discuss our findings and possibireats to the validity of our
experiment.

7.1 Our results

The quantitative results presented in Section Svekothat, in our setting with small
software teams with no access to professionalitacites, using causal maps is more
effective than fishbone diagrams for analysing raises of problems or successes in
PMAs. This result can be explained by the fact thatgroups that made causal maps
used a nominal brainstorming technique when geingralbeir initial ideas on causes,
whereas the groups that made fishbone diagrams arsedteractive technique. The
observation that the nominal group technique otmpered the interactive one, is a
result that is in line with earlier research onitstorming [13].

Another possible explanation for the significarftetience in effectiveness between the
two approaches is that we used untrained facifgaio our PMA sessions. The
difference might have been less, had we used wiofea facilitators to properly steer
the conversations. We know that the fishbone methidicbenefit from an experienced
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facilitator who can coax the underlying causes ftbeparticipants, but there have been
no tests to suggest how much the causal map metbold benefit from having such a
facilitator. Our observations from several PMA $&ss do, however, indicate that the
motivation and level of activity is generally highehen making causal maps than when
making fishbone diagrams, as the former approadbr@n active participation of all
involved. Also, the facilitator and form of discums will still be a bottleneck in terms
of productivity. This leads us to conclude that greposed method of causal maps is
less dependent on a professional facilitaémd as such, is more suited for companies
who are new to retrospective methods, or whererequeed facilitators are not readily
available.

The qualitative results presented in Section 6 stiavthe quality of the analysis when
using causal maps is higher than when using fishbdiagrams, in the following
respects: the analysis of causes had greater d#phissues identified were more
specific and practical; and the analysis of theseanto subcauses was more varied. We
believe that some of these differences are dubddimitations of the structure of the
fishbone diagram. It is impractical to analyse lfighe diagrams to a depth of more than
three levels. Further, variations in the depth mdilgsis (from 1-3 levels) are possible
but not very practical. Most groups in our expemieonducted their analysis at a
depth of two levels for all issues identified. ishbone diagrams, less relevant issues
will be analysed into their component parts, simpdy “complete the fishbone
structure”. In contrast to this, when using causaps, the structure is constructed after
the issues have been identified. Issues that areenp relevant will not be analysed any
further, whereas issues that are very relevantbeilbubject to a more thorough analysis
to a depth of several levels. Such analysis witerofresult in the identification of
specific issues that can be addressed with a veeinproving performance in future
projects. In addition, the construction of causaps will often yield hubs, which
constitute central issues that have several ignudsoutputs.

One could argue that there are benefits to usingaeds that imposing more restrictions
on the user, like the fishbone diagram. Afterad thethod has been in successful use
for a long time. In the process of creating a mresdrictive diagram, the user is forced
to ask questions, interact and refine their thigkiHowever, as has been pointed out in
previous research [8] and as we have seen in dpsrinent, this is dependent on an
experienced facilitator to properly steer the déston. When no such facilitators are
available, a more freeform technique seems to Yaetter results.

Another argument often raised against the causglsyia the concern for “spaghetti
diagrams”, with no clear structure and the optimmdnnect every item on the map, the
diagram might become unreadable and not provide oad gstarting point for
improvement. Fishbone diagrams on the other haasl,ahclear structure that makes
main causes readily identifiable. In our experiméwiwever, we did not observe these
effects. The causal maps provided good overvievdscdren had the so called “hubs”
which indicated strong causes. The fishbone diagramthe other hand often did not
provide any clear cause, since every bone wagl fithet “to complete the structure”.
Once again an indication that an experienced fatl was needed in this variation.
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Each group in the experiment consisted of from towsix persons. We believe that the
difference in effectiveness between the two apgresavould be even more significant
for larger groups. The main reason for this isfthren of brainstorming used. A large
group using interactive discussion will suffer mdrem the effect of “production
blocking” (impossibility for subjects to speak sil@meously), “evaluation
apprehension” (fear of nagative evaluation fromeotigroup members), and “free
riding” (reduced effort exerted when individual tdioution is not identifiable) [13]
than a group using a nominal technique. With marjexts present, it is easier to fall
silent and leave the discussion to the others.€ltsea greater risk of the analysis losing
focus without coordination of a professional faailor. The waiting time could also
result in a drop of motivation that could hurt #red result.

7.2 Threats to validity
We now discuss possible threats to the validitgwofexperiment.

7.2.1 Validity of Statistical Conclusions

The hypothesis was tested using both the non-pananesact Wilcoxon rank sum test
and the parametric two-sample t-Test. The test&ladke consistent and significant
results. In light of the simplicity of the experintedesign and the straightforward
statistical analyses, we do not believe that tla@eemajor threats to the validity of our
statistical conclusions.

7.2.2 Internal Validity

The primary means to address threats to internbdlityain this experiment was
randomization. In addition, we observed all the PBESsions to make sure that they
conformed fully to the prescribed processes. Howedge to practical considerations,
once the subjects had been assigned to one ofithzgatments, they received different
training (on either causal maps or fishbone diagtamy two different instructors). As
explained in Section 4.5, we took several precastio ensure that the training was as
similar as practically possible in quality and qtitgm but we cannot completely rule out
the possibility that a bias was introduced as alre$ this differential training, e.g., that
one of the groups became more motivated or betared in their respective technique
than the other group.

7.2.3 Construct Validity

The dependent variable of the experiment was “AgigBffectiveness”. According to
Faure [13], originality of the ideas generatechis inost commonly used measure when
measuring creative techniques like brainstormingteMlso that the qualitative analyses
triangulated the quantitative analysis by offeriogmplementary insights on other
aspects of “quality”: the qualitative analysis expkd and justified the quantitative
result.

7.2.4 External Validity

The most prominent threat to external validityhattthe experiment was carried out by
students for a student project, which is not neadlgsrepresentative of industrial
settings. However, the students are part of ayae- Masters programme and at the
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end of their fourth year, when they take the counsany of them have already gained
industrial experience as software developers. Thgegt itself was also designed to be
as close to a real project as possible, engagamggef 4-6 developers for a period of
four months.

There is also the factor of non-professional ftatitirs to consider. In previous research
on PMA, it has been claimed that the facilitatoaysl a crucial role [8]. In the
experiment, the students had to select a facititatnong themselves. Whether the
results can be generalized to a setting with aremesmpced facilitator, for one or both
variants of the method, is a matter for future expents. We do, however, believe that
our results can be generalized to settings in wleigperienced facilitators are not
available.

8 Conclusion

The results of the experiment described in thisepeghow that when causal maps,
rather than fishbone diagrams, are used to analyssesses and/or problems in a PMA,
in a setting of small software engineering team&h wio experienced facilitator
available, there is a significant increase in beffectiveness and quality. Thus,
concerning our first research questiols the revised PMA method more effective than
the old PMA method?“we base our answer on our quantitative analybistwstates
that there is a statistical significant differertoetween the two methods and that the
effect of using the revised method compared tootdemethod idarge. We must also
consider the setting of the experiment in our amsse the final answer is then: Yes,
for a setting of small software teams where theneoi experienced facilitator available,
the revised method is more effective than the oabi

To answer research question twbtdiv do the two methods differ in their restjt®e
used our qualitative observations as well as cedlitheory. We conclude that the main
explanation for the difference in the two methosiswofold. First, using a nominal
brainstorming technique for causal maps will engdge whole evaluation group
simultaneously and thus be more productive. This ine with previous research on
brainstorming. Second, the layout of fishbone diatg limits the ways in which issues
can be related and the PMA process can be cartgdaad is as such much more
dependent on an experienced facilitator to propseer the discussion. Using fishbone
diagrams forces the participants to analyse issuasstrict hierarchical manner and the
diagram layout does not encourage deeper anahtsiseveral levels or analysis of the
relations between issues. Analysis using causasnsapot restricted in these ways.

The main difference in the use of the two metho@s that the use of causal maps
produced a more selective and deeper analysiswéssinto their component parts that,
in many cases, results in the identification ofcsfiee and practical issues that can be
addressed in order to improve performance in fubtogects.

The results of our experiment may be extended Iofopring further experiments, in

which the variables and environment are changedefample, it should be determined
how the group size and the usage of a professifeclitator will affect the
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effectiveness of the variants of the method. Taicedthreats to external validity, we
should also perform similar experiments in an indailssetting.
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Abstract. Software engineering is knowledge-intensive workd énow to manage
software engineering knowledge has received muiEntadn. This systematic review
identifies empirical studies of knowledge managemaemtiatives in software
engineering, and discusses the concepts studiedthanesearch methods used. Seven
hundred and sixty-two articles were identified wdfich 68 were studies in an industry
context. Of these, 29 were empirical studies antep8rts of lessons learned.

The majority of empirical studies relate to techiatic and behavioural aspects of
knowledge management, while there are few studikgimg to economic, spatial and
cartographic approaches. More than half of the sogbistudies were case studies.

Keywords: software engineering, knowledge management, legrnsoftware
organization, software process improvement, sydiemaview

14¢



Appendix A

1. Introduction

In this article, we report on a systematic revieivempirical studies of knowledge
management in software engineering. Our goal igréwide an overview of empirical
studies within this field, what kinds of concepts/d been explored, and what research
methods are used.

Software engineering is a knowledge-intensive #gtiVor software organisations, the
main assets are not manufacturing plants, buildiagd machines, but the knowledge
of the employees. Software engineering has longgmized the need for managing
knowledge and the community could learn much frédra knowledge-management
community, which bases its theories on well-esshigld disciplines such as cognitive
science, ergonomics, and management.

As the field of software engineering matures, thexean increased demand for
empirically-validated results and not just theitegbf technology, which seems to have
dominated the field so far. A recent trend in saft@vengineering is an increased focus
on evidence-based software engineering, EBSE [3]¢,3nce the volume of research
in the field is expanding constantly, it is becognmore and more difficult to evaluate
critically and to synthesise the material in anyegi area. This has lead to an increased
interest in systematic reviews (SR) [58] within fledd of software engineering.

The purpose of this paper is (1) to perform a syate review of empirical studies of
knowledge management in software engineering,o(résent the major concepts that
has been investigated and the research methods aiséd3) to point out potential
research gaps in the field that require furtheestigation.

Our target readership is three groups that we thiitikbe interested in an overview of
empirical research on knowledge management in softwengineering: (1) researchers
from software engineering who would also be intexésn what concepts have been
researched, and how these concepts have beenclresda2) researchers on knowledge
management in general, who would be interestecdomparing work in the software
engineering field to other knowledge-intensivedgland (3) reflective practitioners in
software engineering, who will know what knowledgmnagement initiatives have
been made in software companies.

The remainder of this article is structured asofoll. Section 2 presents the background
and general theories on knowledge management. o8e8tidescribes the research

method that we used to select and review the datarral for our research, and presents
our chosen framework for analysis. Section 4 prisséme results of the systematic

review according to our chosen framework. In SecGpwe discuss the implications of

our findings. Section 6 concludes.
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2. Background

2.1 Knowledge management

Knowledge management is a large interdisciplinalgdf There is, as a consequence, an
ongoing debate as to what constitutes knowledgeageanent. However, it is beyond
the scope of this article to engage in that delfade our purposes, it is sufficient to cite
some definitions that are in common use. Davengwas defined knowledge
managemenas "a method that simplifies the process of slgarfistributing, creating,
capturing and understanding of a company’s knovdéd@3]. A related term is
organisational learning What does it mean to say that an organisatiom aghole
learns? According to Stata, this differs from indiwal learning in two respects [99]:
first, it occurs through shared insight, knowledage shared models; second, it is based
not only on the memory of the participants in thgamisation, but also on “institutional
mechanisms” such as policies, strategies, exptiodels and defined processes (we can
call this the “culture” of the organisation). Thesechanisms may change over time,
what we can say is a form of learning.

Knowledge management has received much attentioarious fields, which is shown
through two “handbooks” [28, 39], one encyclopad®i4], and numerous books [21,
23, 97].

Hanssen et al. [49] refer to two main strategiekfmwledge management:

* Caodification — to systematise and store informatithrat constitutes the
knowledge of the company, and to make this avalabl the people in the
company.

» Personalisation — to support the flow of informatio a company by having a
centralised store of information about knowledgerses, like a "yellow pages”
of who knows what in a company.

Earl [38] has further classified work in knowledg@nagement into schools (see Table
1). The schools are broadly categorized as “tedlatiot, “economic” and
“behavioural”. The technocratic schools are 1) slgetems school, which focuses on
technology for knowledge sharing, using knowledgpositories; 2) the cartographic
school, which focuses on knowledge maps and cip&iowledge directories; and 3)
the engineering school, which focuses on processed knowledge flows in
organizations.

The economic school focuses on how knowledge asmatges to income in
organizations.

The behavioural school consists of three subschaplhie organizational school, which
focuses on networks for sharing knowledge; 2) tiagial school, which focuses on how
office space can be designed to promote knowledgersy; and 3) the strategic school,
which focuses on how knowledge can be seen as#enee of a company’s strategy.
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Table 14: Earl's schools of knowledge management.

Technocratic Economic Behavioural

Systems Cartographic  Engineering Commertial Orgdioinal | Spatial Strategic
Focus | Technology| Maps Processeg Income Networks ceSpa | Mindset
Aim Knowledge | Knowledge | Knowledge | Knowledge | Knowledge Knowledge | Knowledge

bases directories | flows assets pooling exchange | capabilities
Unit Domain Enterprise Activity Know-how| Commungie | Place Business

There are a number of overview articles of the Kedge management field in the
literature. Alavi et al. [3] give an overview ofetknowledge management literature in
different fields. They identify research issueskimowledge management related to
knowledge creation, storage and retrieval of kndg#e knowledge transfer, and
knowledge application.

Liao gives an overview of technology and applicasidor knowledge management in a
review of the literature from 1995 to 2002 [66)].

Argote et al. [7] conclude a special issue of M@amagnt Science with an article that
provides a framework for organizing the literatuoe knowledge management,
identifies emerging themes, and suggests direcfmmfsirther research.

In Section 2.2, we give an overview of theoriespfreferred to in the knowledge
management literature. In Section 2.3, we give garwew of existing work on
knowledge management in software engineering.

2.2 Theories of learning

In cognitive and organization science, we find mangdels on how knowledge is
transferred or learned at an individual and orgational level. We present four theories
that are referred to widely: Kolb’s model of expatial learning, the double-loop
learning theory of Argyris and Schon, Wenger’s tlgeaf communities of practice, and
Nonaka and Takeuchi’s theory of knowledge creation.

Kolb describes learning from experience (“exper@nkearning”, see [62]) as four
different learning modes that we can place in twoeshsions. One dimension is how
people take hold of experience, with two modeshegitrelying on symbolic

representation — which he calls comprehensionharugh “tangible, felt qualities of

immediate experience”, which he calls apprehensidme other dimension is how
people transform experience, with two modes, eithesugh internal reflection, which
he refers to as intention, or through “active exdrmanipulation of the external
world”, which he calls extension.

Kolb argues that people need to take advantagdl dba modes of learning to be
effective, they “must be able to involve themselidly, openly, and without bias in
new experiences; reflect on and observe these iexges from many perspectives;
create concepts that integrate their observatiottslogically sound theories; and use
these theories to make decisions and solve problE3k
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Argyris and Schon distinguish between what they siajle and double-loop learning
[9] in organisations. In single-loop learning, orexeives feedback in the form of
observed effects and then acts on the basis soldlyese observations to change and
improve the process or causal chain of events dgleaerated them. In double-loop
learning, one not only observes the effects ofaess or causal chain of events, but
also understands the factors that influence thexctff[8].

One traditional view of learning is that it beskda place in a setting where you isolate
and abstract knowledge and then “teach” it to “stid” in rooms free of context.
Wenger describes this as a view of learning as naividual process where, for
example, collaboration is considered a kind of thga[106]. In his book about
communities of practice, he describes a completéfgrent view: learning as social
phenomenonA community of practice develops its own “praesg routines, rituals,
artefacts, symbols, conventions, stories and héstorThis is often different from what
you find in work instructions, manuals and the liR&enger defines learning in
communities of practice as follows:

For individuals: learning takes place in the cowkengaging in, and contributing to, a
community.

For communities: learning is to refine the practice

For organisations: learning is to sustain interemt@d communities of practice.

Nonaka and Takeuchi [79] claim that knowledge isstantly converted from tacit to
explicit and back again as it passes through aansgtion. By tacit knowledge [83] we
mean knowledge that a human is not able to expegpscitly, but is guiding the
behaviour of the human. Explicit knowledge is knedge that we can represent in
textual or symbolic form. They say that knowledga de converted from tacit to tacit,
from tacit to explicit, or from explicit to eith¢acit or explicit knowledge. These modes
of conversion are described as follows:

Socializationmeans to transfer tacit knowledge to another petismugh observation,
imitation and practice, what has been referred # “an the job” training.
Externalisationmeans to go from tacit knowledge to explicit. Esijplknowledge can
“take the shapes of metaphors, analogies, concedpgpotheses or models”.
Internalisationmeans to take externalised knowledge and makeatindividual tacit
knowledge in the form of mental models or technicadw-how.

Combinationmeans to go from explicit to explicit knowledgey; taking knowledge
from different sources such as documents, meettatgphone conferences, or bulletin
boards and aggregating and systematizing it.

According to Nonaka and Takeuchi, knowledge pasbesugh different modes of

conversion, which makes the knowledge more refiaed spreads it across different
layers in an organisation.
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2.3 Knowledge management in software engineering

In software engineering, there has been much dismusabout how to manage
knowledge, or foster “learning software organisadio In this context, Feldmann and
Althoff have defined a “learning software organigat as an organisation that has to
“create a culture that promotes continuous learramgl fosters the exchange of
experience” [44]. Dyba places more emphasis or@dti his definition: “A software
organisation that promotes improved actions throulgétter knowledge and
understanding” [35].

In software engineering, reusing life cycle expecss processes and products for
software development is often referred to as ha@ndExperience Factory” [13]. In
this framework, experience is collected from sofevdevelopment projects, and are
packaged and stored in axperience baseBy packing, we mean generalising,
tailoring, and formalising experience so that ik&sy to reuse.

In 1999, the first workshop on “learning softwareganizations” was organized in
conjunction with the SEKE conference. This workshag been one of the main arenas
for empirical studies as well as technological depment related to knowledge
management in software engineering.

The May 2002 issue of IEEE Software [69] was deddteknowledge management in
software engineering, giving several examples a@vkrdge management applications
in software companies. In 2003, the book “ManagiBgftware Engineering
Knowledge” [40] was published, focusing on a ramgeopics, from identifying why
knowledge management is important in software esging [70], to supporting
structures for knowledge management applicatiorsoftware engineering, to offering
practical guidelines for managing knowledge.

However, Edwards notes in an overview chapter e libok on Managing Software
Engineering Knowledge [41] that knowledge managenmersoftware engineering is
somewhat distanced from mainstream knowledge manege

Several PhD thesis have also been published ortaspeknowledge management that
are related to software engineering [15, 31, 103].

In addition, a number of overviews of work on kneddge management in software
engineering have previously been published. Rual.ef89] present an overview of
knowledge management in software engineering. €hew focuses on motivations for
knowledge management, approaches to knowledge reareany, and factors that are
important when implementing knowledge managemermttegjies in software

companies. Lindvall et al. [72] describe types oftware tools that are relevant for
knowledge management, including tools for managioguments and content, tools for
managing competence, and tools for collaboratiang&pyr and Conradi [32] surveyed
the literature for studies of knowledge managenmatiaitives in software engineering.
They found eight reports on lessons learned, warehformulated with respect to what
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actions companies took, what the effects of thmastwere, what benefits are reported,
and what kinds of strategy for managing knowledgesnwised.

Despite of the previously published overviews & tield, there is still a lack of broad
overviews of knowledge management in software exeging. Our motivation for this
study was thus, to give a more thorough and broaderview in the form of a
systematic review. This study also covers recenkwand assesses the quality of the
research in the field.

3. Method

The research method used is a systematic reviejwj&B demands placed on research
questions, identification of research, selectiorocpss, appraisal, synthesis, and
inferences. We now address each of these in turn.

3.1 Planning the review

We started by developing a protocol for the systenraview, specifying in advance
the process and methods that we would apply. Tlotoqol specified the research
questions, the search strategy, criteria for inclusand exclusion, and method of
synthesis.

The aim of the study was to provide an overviewhefempirically studied methods for
knowledge management in software engineering. Ticeae this, we decided to address
the following research questions:

(1) What concepts have been investigated empiicgithin the field of knowledge
management in software engineering.?

(2) What are the research methods used in studyiogledge management in software
engineering?

3.2 Identification of research

A comprehensive, unbiased search is a fundamemtetorf that distinguishes a
systematic review from a traditional review of tlikerature. Our systematic search
started with the identification of keywords andrsbaerms.

Table 15: Keywords for our search

Software engineering keywords Knowledge managekewords
» software engineering * knowledge management
» software process » tacit knowledge
* learning software organization » explicit knowledge

* knowledge creation

« knowledge acquisition
* knowledge sharing

» knowledge retention
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» knowledge valuation

* knowledge use

» knowledge application

* knowledge discovery

* knowledge integration

* knowledge Theory

* organization knowledge
* knowledge engineering
* experience transfer

» technology transfer

All possible permutations of the software engimegrand knowledge management
concepts were tried in the search conducted.

The following electronic bases were searched, udimg strategy outlined. The
electronic bases were those we considered mostarelg¢36]: ISI Web of Science,
Compendex, IEEE Xplore and the ACM Digital Library.

In addition, we identified two arenas that, to damowledge, are the only ones that
pertain specifically to knowledge management irtvgafe engineering: the workshop
series on Learning Software Organisations (LSONfa®99 until 2006, and the book
Managing Software Engineering Knowledge [10]. Warsbked all proceedings from
the workshop series and included all chapters tlmrbook.

We performed the search in August 2006, which mehast publications up to and
including the first quarter of 2006 are includedt bome studies in the second quarter
might not have been indexed in the databases.

The identification process yielded 2102 articlelisTrormed the basis for the next step
in our selection process.

3.3 Selection of primary studies

The first step after the articles had been idesdtifivas to eliminate duplicate titles, and
titles clearly not related to the review. One resear (FOB) read through the 2102
tittes and removed duplicates and those clearly relatted to the field of software

engineering. This yielded a result of 762 articles.

After this we obtained the abstract of these asicind both authors read through all
abstracts, with the following exclusion criterion.

» Exclude if the focus of the paper is clearly notsoftware engineering

» Exclude if the focus of the paper is clearly notkowwledge management

» Exclude if the method, tool or theory describedastested in industry

To narrow the search further we also decided taufoon technical and process
knowledge (thus, “software engineering knowledgklgnce, we also used the criterion
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» Exclude if the focus of the paper is on domain kieolge

After each researcher had gone through the papersompared results. Where we
disagreed as to whether to keep or remove a pagediscussed the matter until we
reached agreement.

This process reduced the number of articles to 488,agreement between researchers
was ‘good’ (Kappa value of 0,655).

The full text for all 133 papers was obtained anthlresearchers read through all the
papers with the same criteria for exclusion in mifilde final number of papers selected
for the review was 68. The agreement between relsear at this stage was “moderate”
(Kappa value: 0,523).

3.4 Quality assessment and classification

We chose to classify the 68 papers identified alwmaxes. (1) We wanted to examine
what kinds of concept had been tested. To aid tis thvis we chose the framework for
classifying strategies for managing knowledge presk by Earl in [38]. Each
researcher classified the 68 papers individuallgoating to the framework, before
comparing the results. Disagreements were discussiida consensus was reached on
the classification. (2) We also wanted to examime gcientific rigour of the studies.
Here we settled on a simpler classification. Alidsés included so far had results taken
from industry. We further assessed the qualityhef $elected papers by categorising
these into empirical studies and lessons learrgatt®e The criterion for being accepted
as an empirical study and not a report of lesseasned was that the article had a
section describing the research method and comtadin, each study was classified
individually by the two researchers before compathe results and discussing problem
cases in order to reach agreement. After the gquasisessment, we had 29 empirical
studies and 39 reports of lessons learned.

3.5 Synthesis

For the synthesis, we used the papers classifieingérical studies in our framework.
We extracted concepts covered and the researclochidiheach article. One researcher
(FOB) focused on the studies in the technocratioasls, while the other researcher
(TD) focused on the behavioural schools.

4. Results

We found a total of 68 papers that we considerdi twithin our scope for this review,

29 of which we considered to be of sufficient giyato be categorized as empirical
studies and 39 as reports of lessons learned.eBudt of our categorization is presented
in Table 3. For a complete listing of papers infeaategory, see the appendix. Within
Earl's framework, we found a heavy concentratiottantechnocratic schools and a fair
mention of the behavioural school. We did not fiady papers relating to the

commercial school with our search criterion. Withie technocratic schools, systems
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and engineering stand out as areas that have eecenuch attention. Within the
behavioural schools, organizational and strategieheceived the most attention.

Four of the empirical studies did not fit into Eaframework. These were classified as
studies on the impact of knowledge managementatiids and on knowledge
management per se. Thus, we ended up with 25 stethssified as empirical within
the framework. Of the 39 reports of lessons learm@d belonged to two categories,
which is why we ended up with a sum of 41 for thparts of lessons learned in the

table.

Table 16: Categorized articles

o D
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AP S

® /S S

Empirical studies 6 1 12 0 3 0 3 25
% distribution, empiricla studies 24 4 48 0 12 0 12 100
Lessons learned reports 2 [ p L D 41]
% distribution, lessons learned reports 49 0 22 0 5 2 22 100

Looking at the papers by year of publication, pnésé in Figure 1, we notice an
increasing interest in the area from 1999 onwavds. also notice a shift from more
papers on lessons learned to empirical papers 2608 onwards. The apparent
decrease in attention in 2006 is due to our cogesimy the first third of this year, since
our search was conducted in August.

16

M L essons Learned
O Empirical studies

Figure 12: Publications by year

To obtain an overview of the research methods wsiluin this field, we used the
classification presented in Glass et al. [46]. TWiss carried out on the 25 papers
classified as empirical studies. The result is gmé=d in Table 4. See the appendix for a
complete listing of which paper was classified inieth category.
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Table 17: Overview of research methods

?}é‘
& /S &S
QQ@Q S ﬂréé& é@@(\ b%@b
S S/ S/,
Systems 1 3 1 1 6
Cartographic 1 1
Engineering 1 8 1 2 12
Organizational 3 3
Strategic 1 2 3
Sum 3] 14 2 1 5 25
% 12| 56 8 4] 20] 100

In the following subsections, we briefly presen¢ ttontext and concepts within our
major categories.

4.1 Technocratic schools

The technocratic schools are based on informatiananagement technologies, which
largely support and, to different degrees, condiganployees in their everyday tasks.
We identified a total of 19 empirical studies arfll fapers on lessons learned in this
category. The main focus is on the engineeringsystems schools.

4.1.1 Systems

As defined by Earl, the systems school is built the underlying principle that
knowledge should be codified in knowledge basess iBhwhat Hansen et al. refer to as
the “codification strategy”, and what Nonaka and&diechi refer to as externalization.

This school is the longest established school ofltedge management, and it is in this
category we found the oldest papers in our seavtbst of the papers that were
excluded would have been placed in this categdryhay had contained empirical

results from industry. They could mainly be classifas conceptual analysis and
concept implementation, according to Glass’s dedini In total, we classified six

papers as empirical in this school, and 20 as tesgsarned. The empirical papers in
this category can broadly be defined as eitherimgalith the development of

knowledge bases or the use of such bases. In wiaws$, we briefly present the major
concepts studied in the empirical papers.

In [20], Chewar and McCrickard present their cosmuas from three case studies
investigating the use of their knowledge reposito@n the basis of their case studies,
they present general guidelines and tradeoffs éoelbping a knowledge repository. In
[17], Bjernson and Stalhane follow a small consglticompany that wanted to
introduce an experience repository. On the basistefviews with the employees, they
draw conclusions about attitudes towards the ngvemsnce repository, and the content
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and functionality preferred by the employees. Baired al. [11] investigate how risk

archetypes and scenario models can be used to/cedgable knowledge about project
management. They test their approach by an obsmmaatanalysis in industry. They

also describe a feasibility study within an acadeemvironment.

Concerning the actual usage of experience repastar knowledge bases, Dingsgyr
and Rayrvik [30] investigate the practices in a medsized software consulting
company where knowledge repositories are used ntrete work situations. They
found several distinct ways of using the tool amghlight the importance of informal
organization and the social integration of the tooldaily work practices. A more
formal approach to knowledge management tools ismdoin [98], where Skuce
describes experiences from applying a knowledgeagement tool in the design of a
large commercial software system. Concerning lamngit effects of experience
repositories, Kurniawati and Jeffrey [64] follow#te usage of a combined electronic
process guide and experience repository in a dSwmatledium-sized software
development company for 21 weeks, starting a ykar the tool was introduced. They
conclude that tangible benefits can be realizedkdyiand that the tool remains useful
with more benefits accruing over time.

4.1.2 Cartographic

The principal idea of the cartographic school isnke sure that knowledgeable people
in an organization are accessible to each otheadoice, consultation, or knowledge
exchange. This is often achieved through knowledigectories, or so-called "yellow
pages”, that can be searched for information asimred,

We found only one empirical paper within this sdhead no papers on lessons learned.
In [29], Dingsayr et al. examine a skills managenteal at a medium-sized consulting
company. They identify four major usages of thd sow point out implications of their
findings for future or other existing tools in tluategory.

4.1.3 Engineering

The engineering school of knowledge management deravative or outgrowth of
business process reengineering. Consequentlyuséscon processes. According to our
classification, the largest amount of empirical gg@pcame from this school. Two major
categories can be identified. The first containsrkwdone by researchers who
investigate the entire software process with respedknowledge management. The
second contains work done by researchers who fowre on specific activities and
how the process can be improved within this agtivit

Baskerville and Pries-Heje [14] used knowledge rgangent as the underlying theory
to develop a set of key process areas to supplethenCapability Maturity Model
(CMM) [82] in a Small and Medium sized EnterpriseME) software development
company. Realising that the CMM did not fit welltvian SME company, they helped
their case companies to develop new key process @in@t focused on managing their
knowledge capability. Arent et al. [6] address thallenge of creating organizational
knowledge during software process improvement. Taegue for the importance of
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creating organizational knowledge in Software Psscenprovement (SPI) efforts and
claim that its creation is a major factor for sugxeOn the basis of an examination of
several cases, they claim that both explicit and tanowledge are required, no matter
what approach is pursued. Segal [96] investigatgarizational learning in software
process improvement. Using a case to initiate amglement a manual of best practice
as a basis, she observed that the ideal and acteradrios of use differed and identified
possible reasons for the difference. In [45] Faikd<t al. studied the effect of using the
rational unified process as a tool for organizatlorhange. In this case, it was used to
introduce development staff to a new technology amathodology. Folkestad et al.
concluded that the iterative approach of the udifigocess had obvious effects on
organisational and individual learning. The unif@dcess also resulted in new patterns
of communication and a new division of labour beimsgfituted, which had a significant
effect on the company. Wangenheim et al. [104] riepio their experiences of defining
and implementing software processes. They confilmatwthers have experienced, that
it is possible to define and implement softwarecpsses in the context of small
companies in a beneficial and cost-effective way.

In the papers that focused on specific activitiéghiw the process, we identified four
major areas: formal routines, mapping of knowletlge's, project reviews, and social
interaction. Many of these processes are aimetimtilating several ways of learning,
as, for example, Kolb suggests.

In [22] Conradi and Dyba report on a survey thatestigated the utility of formal

routines for transferring knowledge and experierideeir main observation was that
developers were rather sceptical about using writteutines, while quality and

technical managers took this for granted. Givea tanflict of attitudes, they describe
three implications for research on this topic.

Hansen and Kautz [48] argue that if software camgsare to survive, it is critical that
they improve continuously the services that theyjle. Such improvement depends,
to a great extent, on the organization’s capabibtyshare knowledge and thus on the
way knowledge flows in an organization. To investeg knowledge flow, they
introduced a tool to map the flows of organisatiokaowledge in a software
development company. Using their new method, tragntify potential threats to
knowledge flows in an organisation. Also using flokagrams, Al-Shehab et al. [2]
describe how learning from analyses of past prejead from the issues that
contributed to their failure is becoming a majag# in the risk management process.
They introduce causal mapping as a method to vsialause and effect in risk
networks. They claim that their method is usefuldoganisational learning, because it
helps people to visualise differences in perception

In [27], Desouza et al. describe two ways of comdgcproject postmortems. They
stress that learning through postmortems must oatthnree levels: individual, team,
and organization. The paper describes guidelinesvieen to select different kinds of
postmortem, depending on the context and the krdpelghat is to be shared. The
authors also argue that postmortems must be wouenthe fabric of current project
management practices. Salo [90] also studies pastmdechniques and concludes that
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existing techniques lack a systematic approach #idating iteratively the
implementation and effectiveness of action takemprove software processes. Salo
studies the implementation of a method to remedg #nd observes that the
organisational level can only benefit from the feag of project teams if the knowledge
and reasoning behind the improvements to processesonverted into an explicit
format such that it can be utilized for learningreg organisational level.

In [76], Melnik and Maurer discuss the role of cersation and social interaction
effective knowledge sharing in an agile processiTmain finding suggests that the
focus on pure codification is the principal reagbat Tailoristic teams fail to share
knowledge effectively. Moving the focus from coddtion to socialisation, Bjgrnson
and Dingsgyr [16] investigated knowledge sharingulgh a mentor programme in a
small software consultancy company. They descridye mentor programmes could be
changed to improve the learning in the organizatibhey also identify several
unofficial learning schemes that could be improved.

4.2 Behavioural schools

The behavioural aspects of knowledge managementarered in three schools in
Earl's framework: the organizational, spatial, athtegic schools. In our review, we
found three empirical studies and two reports esdas learned in the organizational
school, no empirical study and one report of lesdearned in the spatial school, and
three empirical studies and nine reports of lesseaied in the strategic school. We
present the main concepts from the organizatiomélisérategic schools.

4.2.1 Organizational

The organizational school focuses on describingube of organizational structures
(networks) to share or pool knowledge. These gsirest are often referred to as
“knowledge communities”. Work on knowledge commigsitis related to work on
communities of practice as described in Section 2.2

The role of networking as an approach to knowleggeagement has been investigated
in three settings where software is developed. abnd Ibert [47] discuss what types
of network exist in companies, where one case isofware company based in
Germany. Mathiassen and Vogelsang [75] discussthamplement software methods
in practice and use two concepts from knowledge agament: networks and
networking. The network perspective emphasizesutte of technology for sharing
knowledge, while networking focuses on trust antlaboration among practitioners
involved in software development. Nérbjerg et &0][ discuss the advantages and
limitations of knowledge networks. They base ttdigcussion on an analysis of two
networks related to software process improvemeatnmedium-sized software company
in Europe.
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4.2.2 Strategic

In the strategic school, knowledge managementds ss a dimension of competitive
strategy. Skandia’s views are a prime example [1Dé}eloping conceptual models of
the purpose and nature of intellectual capitalldezen a central issue.

One important issue in the literature on knowledgsmagement has been to identify the
factors that lead to the successful managemennoWwledge. Feher and Gabor [43]

developed a model of the factors that support kadgé management. The model was
developed on the basis of data on 72 software dpuednt organizations that are

contained in the European database for the impreméof software processes.

Another issue of strategic importance is the preegghat are in place to facilitate
learning. Arent and Ngrjeberg [5] analysed thretusgtrial projects for the improvement
of software processes, in order to identify therea processes used. They found that
both tacit and explicit knowledge were important fmproving practice, and that
improvement requires ongoing interaction betwedéerint learning processes.

Trittmann [102] distinguish between two types afagtgy for managing knowledge:
“mechanistic” and "organic”. Organic knowledge mgement pertains to activities that
seek to foster innovation, while mechanistic knalgle management aims at using
existing knowledge. A survey of 28 software companin Germany supported the
existence of two such strategies. This work pdsalflbe works of Hansen et al. on
codification and personalization as important sgats for managing knowledge in the
field of management science.

4.3 Knowledge management in general

Some studies could not be classified using EarBsnéwork. These studies can be
placed in a broad category that encompasses woakseek to identify the impact of
knowledge management initiatives (two empiricadstg), and works that investigate
knowledge management per se (two empirical studies)

4.3.1 The impact of knowledge management initiative

Ajila and Sun [1] investigated two approaches ttivdeng knowledge to software
development projects: "push” and "pull”. “Push” mmsausing tools to identify and
provide knowledge to potential users. “Pull” medinat users themselves have to use
repositories and other tools to identify relevanbwledge. On the basis of a survey of
41 software companies in North America, the autlotasn that pulling leads to more
effective software development.

Ravichandran and Rai [86] studied two models faw ke embedding and creation of
knowledge influence software process capability.bEdding refers to the process of
employing knowledge in standard practices, for gdarthrough making work routines,
methods and procedures. They found support foodehwhere knowledge creation
has an effect on process capability when the krmydes embedded after it is created.
This means that knowledge has to be internalizéddrédt can be used to improve
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processes. The study was done as a survey of 1@3EaL000 companies and federal
and state government agencies in the US.

4.3.2 Knowledge management per se

Ward and Aurum [105] describe current practices rfmnaging knowledge in two
Australian software companies and explain how lesddp, technology, culture, and
measurements enable knowledge to be managed edigctind efficiently. They found
leadership to be the most significant positive da¢or the management of knowledge,
but that the tools, techniques, and methodolodias the companies were using were
not adequate for managing knowledge effectively.

Desouza et al. [26] examined what factors conteliatthe use of knowledge artefacts
in a survey of 175 employees in a software engingasrganization. They specifically

looked at factors that govern the use of explicibwledge. They found that the

following factors relate to the use of explicit kvledge: perceived complexity,

perceived relative advantage, and perceived risk.

5. Discussion

We now discuss our findings. We begin with a disaus concerning our two research
questions, and end with a discussion of the validiitour study.

5.1 Concepts

In answering our first research question regardingcepts investigated empirically
within the field, we decided to use Earl's framekvdor schools of knowledge

management. The final selection of papers was edidetween the technocratic and
behavioural schools, with an emphasis on the texfatio side. This was not surprising,
given the general focus of software engineeringtloe construction of tools and

processes. We did not find any examples of what dearsiders economic schools. The
reason for this is probably that not many softwemenpanies track their intellectual
capital.

Looking closer at the technocratic schools, we sameavy focus on the systems and
engineering schools, with barely any mention of ¢aetographic school. The heavy
focus on the systems school can be explained bgdftware engineering field’s focus
on implementing new tools. The ratio of empiricarsus lessons-learned papers also
confirmed what has been pointed out previouslyt tiare is a heavy focus on building
new tools, but far too little on testing and repagtthe actual usage of these tools. As
mentioned previously, many of the excluded papeusildvhave been placed in this
category, had they had any empirical content. Th@moncepts we identified in this
school were the development and use of knowledgesitries. There was, however,
little to no overlap between the identified papevhjch underlines once again the need
for more empirical research.

The engineering school is the school that receitleel most empirical attention,
according to our review. Again, we identified twaim areas within this school: those
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focusing on the entire software process and thosgsfng on particular activities within
the process. Within the papers focusing on speatievities, we identified four main
areas: formal routines, mapping of knowledge flowsopject reviews, and social
interaction. As with the systems school, thereitifel or no overlap between the
empirical studies. A possible explanation for theavy empirical focus within this
school is the close fit with work on the improvermesf software development
processes.

That there are so few papers in the cartographiodcis interesting. One possible

explanation is that the "yellow pages” systemscamsidered "simple” and undeserving

of attention. However, as the lone study in thiegary shows, such tools have uses
other than the obvious. This school could benefitnf more studies of actual usage.

In the behavioural school, we found a limited numlzé papers focusing on
organizational and strategic aspects, and no p&peusing on spatial aspects.

The three studies in the organizational schooludische use of people networks in
software organizations. Two of the studies inveddd the improvement of software
development processes. In Earl's taxonomy, bothraintand interorganizational

communities are mentioned as examples. In the aoéte@ngineering literature, we only
find studies made in single organizations.

As for the spatial school, no empirical studiessoftware engineering were found in
this category. This is clearly an area where mesearch should be conducted. The role
of open-plan offices has been studied in otheddiebnd this is something that also
should have an impact on how knowledge is sharesbftware teams. Many of the
agile development methods recommend open-planestfic

The empirical studies in the strategic school foonsfactors pertaining to successful
knowledge management, learning processes, and tgpestrategy for managing

knowledge. It was, perhaps, to be expected thatetiuld not be many articles
discussing the strategic importance of knowledgsoiitware engineering supported by
empirical findings, because its importance is agshnm most published works on
knowledge management in software engineering.

5.2 Research methods

Of the 68 studies identified, 39 were reports gbéns learned and 29 were empirical
studies. Case studies constituted the largest nuofbempirical studies (see Table 4),
followed by field studies and action research. sltpositive that the emphasis on
empirical studies has increased (see Figure 1).apparent dip in 2006 is due to the
time at which the search was conducted. We seaitieedatabases in August and most
compilers of databases take some months to indeix plapers; hence, we can only
claim to have covered the first third of 2006 fully
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The research methods in the studies that we sdlactedominated by case studies, both
single and multiple. This is not surprising, comsidg our limitation on only including
studies that performed tests in industry.

Glass et al. [46] found that empirical studies ¢t about 5% of published research
in software engineering as a whole. Comparing ma findings to the results from our
first rough sorting of papers, our final selectioonstituted about 3% of the initially
selected papers. If we assume that Glass’s dateepresentative for the area that we
studied within software engineering, we could exttate that about 70% of those
papers would be conceptual analysis and concedemgntation. Most of the papers
discarded were indeed conceptual analysis and poneplementation without
empirical testing, our results do however, not sfzodiscard number on the empirical
criterion as high as 70%. Many studies were alsdueled because they were not
relevant to either software engineering or knowkedganagement. Therefore it seems
that empirical studies constitute a larger parthef studies on knowledge management
in software engineering than in software enginegringeneral.

5.3 The state of research on knowledge management i
software engineering

We identified far more studies, particularly emgatistudies, than have been reported in
previous assessments by Rus et al. [89], Lindval] and Dingsgyr and Conradi [32].
We have also shown that although there are not mneamyirical studies, except for in
the systems and engineering schools, there arer eitimpirical studies or reports of
lessons learned in all schools except the econedatiool. Thus, research on knowledge
management in software engineering seems to belysigaining a broader focus,
although research on knowledge management in s@&terzgineering is still somewhat
distanced from mainstream research on knowledgegement.

If we compare the studies found in software engingeto the research directions

suggested by Alavi et al. [3], we see that sofenemgineering has primarily addressed
the storage and retrieval of knowledge, while tepeich as knowledge creation the
transfer and application of knowledge still needsemttention.

5.4 Limitations

The main threats to validity in this systematiciegware threefold: our selection of the
studies to be included, the classification of stadaccording to Earl's framework of
schools in knowledge management, and potentiabauiis.

As for the selection of studies, only one researckad through and discarded the first
results on the basis of the papers’ titles. Howewecases where there was doubt, the
papers were included in the next stage. The seanddhird stages, which were based
on abstracts and full papers, were carried out dith besearchers and we observed a
‘good’ degree of consensus. In cases where theme disagreement, the issue was
discussed until concensus was reached.
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Finally, there is a potential bias in that bothhaus have written papers that were
included in the review. Where only one author hadipipated in the primary study, the
other author decided whether or not to includéthere was disagreement.

6. Conclusion

This systematic review has addressed the followiegearch questions. 1) Which
concepts have been investigated empirically withanfield of knowledge management
in software engineering? 2) What are the researthaods used in studying knowledge
management in software engineering?

For the first research question, our main findiags
* The majority of studies of knowledge managementaftware engineering
relate to technocratic and behavioural aspectanofvledge management.
* The studies that report on concepts within thed§iebf technocratic and
behavioural aspects have very little overlap.
* There are few studies relating to economic, spatal cartographic approaches
to knowledge management.

For the second research question, we found that:

 The majority of reports of applications of knowledgnanagement in the
software engineering industry are reports of lesst@arned, not scientific
studies.

» Of the reports categorized as empirical studiegerttwan half of the reports are
case studies.

» Our search returned field studies, action reseattimographic studies, and one
laboratory experiment.

We see a clear need for more empirical studiemoiledge management in software
engineering, especially in the areas that haveasoadceived little attention. There
should also be more primary studies carried outereffects of the approaches that are
used in the software industry. These studies aeglet in order to understand how
knowledge is shared in software companies, and talsaffer better advice on what
works to the software industry.
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Table 18: Categorized articles, extended

Systems| Cartographi Engineering| Commercial Organizational Spatial Stiate
c

Emp | [11, 17, | [29] [2, 6, 14, 16, [47, 75, 80] [5, 43,
20, 30, 22,27, 45, 102]
64, 98] 48, 76, 90,

96, 104]

LL [4, 12, [4, 33, 42, [53, 54] [25] [18, 34,
19, 24, 56, 57, 74, 40, 55,
50-52, 87, 95, 101] 67, 81,
60, 61, 84,92,
65, 68, 107]
71,73,
77,78,
85, 88,
91, 93,
95]

Table 19: Overview of research methods, extended

Research Method KM/SE
Action Research [5, 16, 17]
Case study [2, 6, 14, 20, 27

45, 47, 64, 75, 80,
90, 96, 98, 104]

Etnography [29, 30]

Laboratory Experiment | [76]

Field Study [11, 22, 43, 48,
102]
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Appendix B: Secondary papers

In this appendix we have included the abstracthef seven papers that we have
contributed towards, but fell outside the final ge®f the thesis:

SP1: Empirical Study on COTS Component Classificati

SP2: An Empirical Study of COTS Component SelectiBrocesses in
Norwegian IT companies

SP3: An Empirical Study of Variations in COTS-bassaftware Development
Processes in Norwegian IT Industry

SP4: Using Open Space Technology as a Method toveldarDomain
Knowledge

SP5: Future studies of Learning Software Orgaronati(Combination of SP4
with other papers from LSO’05)

SP6: Using Rational Unified Process in an SME —as&Study

SP7: An Empirical Study of Variations in COTS-basuftware Development
Processes in Norwegian IT Industry (SP3 editegdiomal)
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SP1: Empirical Study on COTS Component Classificatin
Jingyue Li, Finn Olav Bjgrnson, Reidar Conradi

Department of Computer and Information Science,
Norwegian University of Science and Technology,nbiieeim, No-7491, Norway
{iingyue, bjornson, conradi}@idi.ntnu.no

Published: Proc. International Workshop on COTS Terminologyd aConcepts,
Redondo Beach, USA, 2004, 4p

Abstract: COTS-based development is gaining more and mdentain. Effective
COTS component classification will help integratais successfully control the
development process, such as selection and ini@grdh this paper, we present an
empirical study to investigate the characterizeaissification proposed by previous
research. From the result of this study, we corelidit some attributes are not good
because they are either not measurable or unneges¥a also propose one other
attribute that will affect the development procesamatically. Our future study will
focus on investigating these attributes in a lasgenple.
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SP2: An Empirical Study of COTS Component Selection
Processes in Norwegian IT companies

Jingyue Lt, Finn Olav Bjgrnsoh Reidar Conradj Vigdis By Kampenés

'Dept. of Computer and Information Science
Norwegian Univ. of Science and Technology
NO-7491 Trondheim, Norway
{jingyue,bjornson,conradi}@idi.ntnu.no

’Simula Research Laboratory
P.0.BOX 134, NO-1325 Lysaker, Norway
{vigdis@simula.no}

Published: Proc. Of the International Workshop on Models d@hdcesses for the
Evaluation of COTS Components (MPEC), Edinburghoti&ad, 2004, 27-30

Abstract: The use of Commercial-Off-The-Shelf (COTS) softvéias become more
and more important in software development. In C®&Sed development, COTS
component selection is the most crucial phase.ofijh some selection processes have
been proposed, empirical studies are necessargsiess these processes. This paper
describes an exploratory study by structured intgrs of 16 COTS-based development
projects in Norwegian IT companies. The resultsicaid that successful COTS
component selection can be implemented withoutguiinmal processes, and projects
with different contexts may use different selectwocesses. If members in new project
has enough practical experience with actual COTr8paments, such experience can be
the dominant factor in selection. In the case ahgi® new COTS component in the
project, hands-on experimentation is needed asff@atige way of evaluating the
component.
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SP3: An Empirical Study of Variations in COTS-based
Software Development Processes in Norwegian IT Indtry

Jingyue Lt, Finn Olav Bjgrnsoh Reidar Conradj Vigdis By Kampenés

'Dept. of Computer and Information Science
Norwegian Univ. of Science and Technology
NO-7491 Trondheim, Norway
{jingyue,bjornson,conradi}@idi.ntnu.no

’Simula Research Laboratory
P.0.BOX 134, NO-1325 Lysaker, Norway
{vigdis}@simula.no

Published: Proc. the 10th IEEE International Metrics Symposi(Metrics), Chicago,
USA, 2004, 72-83

Abstract: More and more software projects use Commerciald@#-Shelf (COTS)
components. Although previous studies have propospécific COTS-based
development processes, there are few empiricalestud investigate how to use and
customize them to different project contexts. Taper describes an exploratory study
of state-of-the-practice of COTS-based developrpentesses. 16 software projects in
Norwegian IT companies have been studied by stredtinterviews. The results are
that COTS-specific activities can be successfuligorporated in most traditional
development processes (such as waterfall or praitgdy, given proper guidelines to
reduce risks and provide specific assistance. We hdentified four COTS-specific
activities - the build vs. buy decision, COTS comat selection, learning and
understanding COTS components, and COTS compongsgration - and one new
role, that of a knowledge keeper. We have also doanspecial COTS component
selection activity for unfamiliar components, comihg Internet searches with hands-
on trials. The process guidelines are expressedasrios and lessons learned, and can
be used to customize the actual development presessy. in which lifecycle phase to
put the new activities. Such customization crugidkpends on project context, such as
previous familiarity with possible COTS componeatsl flexibility of requirements.
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SP4: Using Open Space Technology as a Method to Hast
Domain Knowledge

Torgeir Dingsgyt, Finn Olav Bjgrnsson

ISINTEF Information and Communication Technology
NO-7465 Trondheim, Norway

Dept. of Information and Communication Systems,
Norwegian University of Science and Technology
NO-7491 Trondheim, Norway

Published: Proc. 7th International Workshop on Learning Safev Organizations
(LSO), Kaiserslautern, Germany, 2005, 102-106

Abstract: Domain knowledge is a crucial ingredient for compa developing

software, yet little attention is paid on how torgauch knowledge in the software
engineering literature. We here propose a studysing one large-group intervention
technique — Open Space Technology — to increaseéadimain knowledge of developers

in a software project.
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SP5: Future studies of Learning Software Organizatins

Kari Smolander, Kurt Schneider Torgeir Dingsgyt, Finn Olav Bjgrnssch
Pasi Juvonehn Paivi Ovask&

'South Carelia Polytechic, Koulukatu 5 B, 55120 mraaFinland

“Software Engineering Group, Universitat Hannoveelfdhgarten 1, 30167
Hannnover, Germany

3SINTEF Information and Communication Technology,-R@65 Trondheim, Norway

“Dept. of Information and Communication Systems,Wgian University of Science
and Technology, NO-7491 Trondheim, Norway

Published: Professional Knowledge Management, Springer LNAAZ 72005, 134-144

Abstract. We suggest to study learning software organizatiorieree projects; one to

analyse the current situation for local softwarel aystem houses, one to study
improvement and learning through examining knowéetigws, and a third to study the
impact of a large-scale interaction process: Opeac& Technology to share domain
knowledge.

18C



Appendix B

SP6: Using Rational Unified Process in an SME — A &e
Study

Geir Kjetil Hansseh Hans WesterheilFinn Olav Bjgrnsoh

ISINTEF ICT, N-7465 Trondheim, Norway
{geir.kjetil.hanssenhans.westerheim}@sintef.no

“Norwegian University of Science and Technology, 48 Trondheim, Norway
bjornson@idi.ntnu.no

Published: Proc. EuroSPI'05 conference, Budapest, SpringeC 318792, 2005, 142-
150

Abstract: The Rational Unified Process (RUP) is a comprelkenssoftware
development process framework emphasizing use-casehitecture focus and an
iterative approach. RUP is widely known and margeaizations have tried to adopt it.
Being a framework, RUP has to, in some way, bertad to the specific context of use,
no software development project is alike. This papeesents a case study of a
Norwegian SME that tried to adopt RUP in the simplevay, by introducing the
methodology by providing comprehensive documentaind some simple training.
Our study shows that the use of RUP had some pesfifects but also that the use has
been scattered. Interviews with users of RUP shwt there is a great need of better
training and practical support in getting most eatwt of RUP. The key message is that
if you consider taking RUP into use you have toestvresources in it. Training and
support are key success factors.

181



Appendix B

SP7: An Empirical Study of Variations in COTS-based
Software Development Processes in Norwegian IT Indtry

Jingyue Lt, Finn Olav Bjgrnsoh Reidar Conradj Vigdis By Kampenés

'Dept. of Computer and Information Science
Norwegian Univ. of Science and Technology
NO-7491 Trondheim, Norway
{jingyue,bjornson,conradi}@idi.ntnu.no

’Simula Research Laboratory
P.0.BOX 134, NO-1325 Lysaker, Norway
{vigdis}@simula.no

Published: Journal of Empirical Software Engineering, 11(3)08@, 433-461

Abstract: More and more software projects use CommercialT@#-Shelf (COTS)
components. Although previous studies have proposgécific COTS-based
development processes, there are few empiricalestubat investigate how to use and
customize COTS-based development processes fereliff project contexts. This paper
describes an exploratory study of state-of-thefmacof COTS-based development
processes. Sixteen software projects in the Nomaveli companies have been studied
by structured interviews. The results are that C@pé&cific activities can be
successfully incorporated in most traditional depehent processes (such as waterfall
or prototyping), given proper guidelines to redus&s and provide specific assistance.
We have identified four COTS-specific activitieghe build vs. buy decision, COTS
component selection, learning and understanding £@0dmponents, and COTS
component integration — and one new role, that kh@vledge keeper. We have also
found a special COTS component selection activity @infamiliar components,
combining Internet searches with hands-on triale Process guidelines are expressed
as scenarios, problems encountered, and ex-amptgsod practice. They can be used
to customize the actual development processes, asuah which lifecycle phase to put
the new activities into. Such customization crugialepends on the project context,
such as previous familiarity with possible COTS poments and flexibility of
requirements.
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