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FINDING FREE SURFACE OF SUPERCRITICAL FLOWS -  
NUMERICAL INVESTIGATION 
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Technology, S.P. Andersens veg 5, 7491 Trondheim, Norway 
* E-Mail: robert.feurich@ntnu.no (Corresponding Author) 

 

ABSTRACT: A three-dimensional numerical model (STAR-CCM+) has been used to compute the free surface for 
different cases with supercritical flow. The program solves the Navier-Stokes equations on an unstructured 
hexahedral grid using the SIMPLE method and the k-epsilon turbulence model. The location of the free water 
surface has been computed with the volume of fluid method. Two cases from literature have been used for 
validation: one with a channel expansion and another with a channel junction. In both cases, oblique standing waves 
occurred. The geometry of the waves were well reproduced by the numerical model. The third case had a more 
complex geometry, modelling a physical laboratory study of a natural river geometry upstream of the dam of a 
hydropower plant. The case was unusual in that supercritical flow and oblique standing waves occurred upstream of 
the dam. Also for this case the numerical model gave reasonable results for the location of the free water surface. 

Keywords: supercritical flow, physical model, numerical model, volume of fluid (VOF) method, free surface flow

1. INTRODUCTION 

Supercritical flows often appear in spillway 
channels, chutes and other man-made hydraulic 
structures. Knowledge of the increased free 
surface elevation due to supercritical flows is of 
immense importance especially in case of 
changing cross section geometries, friction, slope 
or small obstacles within the flow area. The 
resulting standing water waves are also called 
shock-waves and can cause damage to hydraulic 
structures and the surrounding environment 
unless they are considered during construction 
phase. 
One way of assessing the effects of supercritical 
flows on water levels is by physical model tests 
investigating different flow and geometry setups. 
Empirical formulas, such as deflection angles or 
height of the shock front, can also be found 
(Ippen and Knapp, 1936; Ippen and Dawson, 
1951; Rouse et al., 1951; Bowers, 1950; Hager, 
1989; Mazumder and Hager, 1993).  
Computational fluid dynamics (CFD) has almost 
completely replaced experimental investigations 
in areas like mechanical or aerospace engineering. 
The techniques have also become popular and 
reliable in hydraulic engineering over the last 
years. However, the use of numerical models in 
this field has much been restricted to one (1D) or 
two dimensional (2D) computations. CFD has 
also been used to calculate supercritical flows, 
mainly using 2D depth-averaged approaches (e. g. 

Jimenez and Chaudhry, 1988; Soulis, 1991; 
Krüger and Rutschmann, 2006; Mignot et al., 
2008; Ying et al., 2009). Haun et al. (2011) used a 
width-averaged approach to model a broad-
crested weir. Despite the fact that the results of 
the 2D simulations were quite reasonable, the 
flow situation of supercritical flows with oblique 
shockwaves is in fact a complex three 
dimensional (3D) problem. Stamou (2008) 
applied the commercial 3D numerical model 
Flow-3D from Flow Science to successfully 
simulate the expansion channel by Mazumder and 
Hager (1993) using the Volume of Fluid (VOF) 
approach to track the free surface. Hargraeves et 
al. (2007) validated the VOF model for FLUENT 
6.2 from Fluent Inc. simulating the free surface 
flow over a broad crested weir in 2D and 3D. 
In the current study we validate a numerical 
model (STAR-CCM+) on two simpler cases 
before applying it to a more complex geometry 
from a physical model of a river/spillway. 
The algorithms to find the position of the free 
water surface are a particular challenge. First tests 
using a 3D approach were performed using a 
simplified potential flow approach as described in 
Chan and Larock (1973) and Chan et al. (1973). 
First results using the Navier-Stokes equations 
were obtained using the marker and cell (MAC) 
method (Harlow and Welch 1965). Later this 
method was improved using on a fixed mesh 
either the VOF method (Hirt and Nichols 1981) or 
the level set method described in Sethian (1996) 
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which are somewhat similar. Mnasri et al. (2010) 
successfully used the VOF method in 2D for 
simulating the free surface behaviour when 
horizontal cylinders are exiting and entering. 
Zhou et al. (2011) applied the VOF model to 
transients in water filling pipes containing 
entrapped air pockets using 2D and 3D 
simulations. An alternative way in the finite 
element community was chosen by Hughes et al. 
(1981) or Huerta und Liu (1988) using space-time 
finite elements and the ALE (Arbitrary 
Lagrangian-Eulerian) method. Flow in spillway 
structures has been computed by e.g. Olsen and 
Kjellesvig (1998), Bürgisser (1998) and Bürgisser 
and Rutschmann (1999). An interesting approach 
is presented in Krüger et al. (1998) and Krüger 
(2000) who derived the extended shallow water 
equations proving 3D flow features on a 2D 
computational mesh. 
In cases where air entrainment can occur, which is 
highly possible for supercritical flows, prototype 
data should be preferred over laboratory data for 
testing the numerical models. 
One of the advantages of numerical modelling is 
the time and money saving aspect compared to 
physical model studies. Chandler et al. (2003) and 
Gessler and Rasmussen (2005) reported that the 
costs are reduced to 20 - 25% and the time to 25 - 
33%. 

2. NUMERICAL MODEL 

The supercritical flow configurations in the 
current study are characterized by a strong three-
dimensional structure and a free water surface 
including standing waves. Therefore the 3D 
simulation tool STAR-CCM+ was chosen 
because it can handle complex three dimensional 
flow situations and by using the volume of fluid 
(VOF) method every kind of free water surface 
can be reproduced. STAR-CCM+ is a 
multipurpose computational fluid dynamics (CFD) 
software produced by CD-adapco (2010). STAR-
CCM+’s numerical solver is based on the finite 
volume method (FVM) and handles structured 
and unstructured grids. Different mesh types are 
available in the software. When investigating the 
free surface flow, the hexahedral (trimmed) mesh 
was found optimum because the grid lines are 
more aligned with the flow direction, causing less 
false diffusion. This results in a smoother water 
surface compared to tests with polyhedral and 
tetrahedral meshes. 

2.1 Basic theory 

The program solves the Reynolds-Averaged 
Navier-Stokes (RANS) equations (continuity Eq. 
1 and momentum Eq. 2).  
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The equations are obtained by decomposing the 
Navier-Stokes equations into a mean and 
fluctuating component which results in a term Tt, 
known as the Reynolds stress tensor as follows 
(CD-Adapco, 2010). 

 ' '
t i ju uT  (4) 

The Reynolds stresses have to be estimated by a 
turbulence model to solve the equations above. In 
this study the k- model, an eddy viscosity model, 
has been used. The basic principle of that 
approach is to introduce a turbulent viscosity t, 
to model the Reynolds stress tensor using mean 
velocities (Ferziger and Perić, 2002). 
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where k is the turbulent kinetic energy given 
below and ij is Kronecker delta 
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The transport equations for k and its dissipation 
rate  are as follows 
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in which  is molecular viscosity and Pk defined 
as follows 
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The turbulent viscosity can then be calculated as  

 2

t

k
C 


  (10) 

The most common values for the five parameters 
of that model are (Ferziger and Perić 2002). 

 0.09C     
1 1.44C     

2 1.92C   

1.0k      1.3   (11) 

2.2 Free surface tracking 

Usually, the flow through hydraulic structures is 
characterized by a free water surface. The 
position of this surface is not known a priori and 
therefore the application of a numerical tool is not 
trivial. Because the free surface boundary of the 
domain for the computation can not be defined a 
priori, the discretization into computational cells 
is not straightforward. For 3D computations the 
solution procedure strategies can be as follows: 

 Using a flexible mesh which iteratively adapts 
to the correct position of the free surface. 

 Working with a fixed mesh using additional 
information on the content of flow in each cell. 

The first approach is implemented in the ALE 
(Arbitrary Lagrangian-Eulerian) concept used 
mainly in a finite element context. The second 
strategy was successfully applied both in the 
MAC (marker and cell) method and in the VOF 
(volume of fluid) approach proposed by Harlow 
and Welch (1965) and Hirt and Nichols (1981) 
respectively. The latter is implemented in the 
software used for the present investigation.  
The principle of the VOF method is to use 
additional scalar information in each cell to track 
the ratio of water and air within the whole domain. 
The exact position where the free surface cuts 
through a cell (0 < f < 1) is determined using the 
scalar (f) information in the cell itself and its 
neighbouring cells. Similarly, the normal vector 

on the plane can be determined. An additional 
transport equation has to be solved for f. 
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3. VERIFICATION OF MODEL 

For testing the reliability of the numerical model 
when simulating flows with high Froude numbers 
correctly, results of two experimental test cases 
from literature have been chosen. One case is 
investigating the supercritical flow in an 
expansion with a Rouse-modified transition 
geometry (Mazumder and Hager, 1993). The 
other is dealing with the supercritical flow in a 
channel junction (Hager, 1989). 

3.1 Test case 1 – expansion 

The first test case was the physical model study 
by Mazumder and Hager (1993). Figure 1 shows 
the geometry and the dimensions of the horizontal 
channel expansion. 
For the evaluation of the numerical model one 
case with an approach Froude number F0 = 8.0 at 
the inflow boundary has been chosen. The 2.0 m 
long modified Rouse boundary curve yb(x) was 
defined as follows 

 3/2
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where 

  0/ DX x b F  (14) 

b0 is the channel width at inflow; the design 
Froude number (FD) equals 1. 

 
Fig. 1 Plan view of channel expansion geometry [m]. 

3.2 Test case 1 - numerical setup 

A trimmed mesh consisting of hexahedral cells 
has been chosen for stability purposes of the 
numerical simulation. The mesh used 2.2 million 
cells and Dirichlet boundary conditions at the 
boundaries. Due to the low water depths at the 
corners at the end of the channel expansion a grid 
refinement had to be used there. Figure 2 shows 
the grid at the end of the expansion with the 
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refinements in the main water flow area and the 
edges. 
To reduce instabilities at the beginning of the 
simulation the domain has been filled with water 
up to the water height (h0 = 0.048 m) of the 
inflow boundary and a mean velocity (5.5 m/s) 
has been given to that water body. A time step of 
0.003 seconds has been applied. 

 
Fig. 2 Grid refinement at end of expansion, looking 

upstream. 

3.3 Test case 1 – results 

Figure 3 shows the comparison of the measured (a) 
and calculated (b) results. The free surface 
elevation (h) is presented in relation to the inflow 
water height (h0). It can be clearly seen that the 
numerical results fit very well with the 
measurement data. For example the small area of 
shallow flow at the wall, directly upstream the 
edge of the expansion ending, has been 
reproduced by the numerical model. Also the 
location and shape of the wave front starting in 
the edge at the end of the channel expansion has 
been reproduced well by the numerical simulation. 

The only obvious difference is the smoothness of 
the contour lines between the wave front and the 
channel walls, but the values are still within the 
same range. 
A qualitative comparison between simulation and 
measurement is given in Figure 4. Also here the 
good agreement between simulation and 
measurement can be clearly seen. The wave front 
on both sides of the channel downstream of the 
expansion as well as the water surface within the 
expansion fit very well between measurement and 
simulation. 

3.4 Test case 2 – channel junction 

A small channel junction experimentally 
investigated for different flow situations by Hager 
(1989) has been used as second test case for the 
numerical model (Fig. 5). In the chosen test case 
the upstream Froude number (F0) is 4.5 in both 
branches, which are connected by an angle () of 
22.5°. The total length is 0.6 m with a channel 
width of 0.1 m. 

 
Fig. 5 Plan view of channel junction geometry [m]. 

 

Fig. 3 Comparison of computed free surface elevation with measurement (Krüger and Rutschmann, 2006):  
(a) Experimental data; (b) Simulation results. 

 
Fig. 4 Free surface comparison: (a) Physical model (Mazumder and Hager, 1993); (b) Simulation.
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3.5 Test case 2 - numerical setup 

Similar to the first test case, a trimmed mesh with 
Dirichlet boundary condition was used. In this 
case 1.3 million cells and a time step of 0.001 s 
were necessary to obtain reliable results. As for 
the expansion case, the domain was filled with 
water up to the inflow boundary water depth (h = 
0.0268 m) as initial condition. 

3.6 Test case 2 – results 

Figure 6 shows the contour lines of the free 
surface elevation from measurement and 
simulation. 
The shape, angle and location of the wave front 
within the channel junction show a very good 
agreement between measurement and simulation. 
The overall pattern of the two results fits quite 
well, although the maximum water height at the 
right side of the channel, downstream the junction, 
is too low. However, the height is in the same 
range as the results of Krüger and Rutschmann 
(2006) using an extended shallow water approach. 
The three dimensional code used in the current 
study improved the results compared to Krüger 
and Rutschmann (2006) on the left side of the 
channel, which fits quite well in the present study. 
When looking at the water surface in the middle 
of the channel, just upstream of the channel 
outflow, it can be seen that the elevation and the 
shape are matching well. 
One reason for the difference in the maximum 
water surface elevation might be that air 
entrainment has not been considered in the 
numerical simulation. The high Froude numbers 
of the flow make air entrainment highly possible 
in the area. 
When looking at the 3D-shape of the free surface 
in the junction area (Figure 7) it can also clearly 
be seen that the numerical simulation is 
representing the flow situation reasonably well.  

4. APPLICATION OF THE MODEL 

The numerical model validated with the two test 
cases in the previous section has been used to 
investigate the free surface of the highly complex 
three dimensional flow situation upstream of the 
weirs of the Sarpsfossen hydropower dam in 
Norway. The power plant is located at the end of 
the largest Norwegian river, Glomma. The 
Sarpsfossen (also Sarpefossen) waterfall has 
become a landmark of the city Sarpsborg which is 
located approximately 73 km southeast of Oslo 
(Norway). Three hydropower plants are installed 
in that area with more than 142 MW of  

 

 

Fig. 6 Free surface elevation [cm]: (a) Measurement 
(Hager, 1989); (b) Simulation. 

 

 
Fig. 7 Free surface comparison, flow from left to 

right: (a) Physical model (Hager, 1989);  
(b) Simulation. 

production capacity (Sarp power plant, Hafslund 
power plant to the east and Borregaard power 
plant on the west side of the waterfall). 

4.1 Physical model study 

The physical model of the Sarpfossen hydraulic 
structure was built in the hydraulic laboratory of 
the Norwegian University of Science and 
Technology (NTNU) in Trondheim (Figure 8) to 
assess the hydraulic conditions for the maximum 
probable flood (6000 m3/s). The model consists of 
the Sarpfossen dam, weirs and the river area 
upstream of the dam. The modelled area of 
approximately 1000 x 600 m in nature 
corresponds to 22 x 13 m in model scale (1:45).  
The main purpose of the model study was to 
investigate the effect of the reduced cross-section 
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area, caused by the bridge piers, on the capacity 
of the spillway.  
On the spillway crest three gates were installed - 
two flap gates and a sector gate. The sector gate in 
the Sarpfossen dam has a width of 27.9 m, height 
of approximatly 7.5 m and radius of 10.8 m. The 
flap gates are located on the right side, in flow 
direction, and both are about 5 m in height. 
Furthermore, each flap gate has a span length of 
approximately 13.5 m. 
The test runs used for this study have been 
conducted with a flow rate of 3396 m3/s (250 l/s 
in model) due to a flood event in 1995 with that 
discharge. During the testing, all power plant 
intakes were closed and the spillway gates were 
open completely. The water levels between the 
weirs and the bridge upstream were measured 
using a horizontal laser beam giving a determined 
height level as a fixed reference value and a ruler 
to measure the distance between that beam and 
the water level. Approximately 24 points along 
each cross section were taken. 

 
Fig. 8 Physical model in NTNU hydraulic laboratory. 

4.2 Numerical setup 

The flow volume with the riverbed as bottom wall 
boundary was imported to STAR-CCM+ using a 
stereolithography (STL) file, where the solid 
object surface is represented by triangles. Figure 9 
shows the project area and the cross-sections used 
for modelling the geometry. 
The intakes of the power plants have not been 
considered in the numerical model because they 
were also closed in the physical model test. 
Besides the wall boundaries, a velocity inlet 
boundary was used for the fluid fraction at the 
first cross-section. A symmetry boundary was 
used at the top and a pressure outlet boundary 
downstream of the weirs was used to get rid of the 
water without affecting the upstream flow as in 
the physical model. The top boundary was placed 
approximately 1 m above the free water surface to 
minimize the effect of the air flow on the free 
surface. For the bottom boundary a roughness 
height of 2 mm was defined, which corresponds 
to the roughness of a good-quality concrete.  

The domain was divided into two parts to reduce 
the total number of cells and therefore calculation 
time. The whole area was modelled with a coarser 
grid and the area upstream the weirs was 
modelled with finer cells 40% of the size of the 
original cells (Figure 9) in a first step and 20% of 
the size in a restart run. That resulted in 
approximately 2 million cells for the first run and 
11 million cells for the second one. 
For the time discretization of the turbulent, 
multiphase flow (water and air) an implicit 
unsteady model was used with a time step of 0.02 
s.  
The Reynolds-Averaged Navier Stokes (RANS) 
equations were solved using the standard k- 
model in combination with the SIMPLE method 
and wall laws at bed and side boundaries. 

 

Fig. 9 Project area with cross-sections used for 
setting up geometry and mesh refinement 
zone (highlighted). 

4.3 Results and discussion 

An isosurface has to be defined to visualize the 
free surface in STAR-CCM+ using the VOF 
method. The VOF value for that isosurface was 
set to 0.5 in the current study, which means that 
the free surface is placed at cells that are 50% 
filled with water and air. 
Figure 10 shows the location of the three cross-
sections compared in this study. They are 
positioned between the bridge piers and the weirs. 
Figure 11 shows that the overall pattern of the 
free surface in the area between the bridge and the 
weirs in the physical model look similar to that of 
the numerical model. 
Figure 12 gives a more detailed impression of the 
quality of the numerical results. It is clear that the 
results are quite reasonable. But there are 
deviations between measurement and simulation 
in some parts of the cross-sections.  
One reason for the deviations is the fact that the 
surface waves are moving slightly over time and 
therefore are not exactly at the same position in 
all three dimensions of space. This makes the 
measurement of the free surface in that area 
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difficult. Another possible reason for the 
deviations is air entrainment. This can be 
observed in Figure 11 in the area close to the 
weirs. A third reason for the deviations could be 
the complexity of the bed topography which 
could not be captured 100 percent as it is in the 
physical model. 

 
Fig. 10 Location of three free surface measurement 

cross-sections (CS). 

(a)  

(b)  

Fig. 11 Free surface comparison, (a) model test and (b) 
simulation, looking upstream. 

 
Fig. 12 Free surface comparison in three cross-

sections, looking upstream. 

5. CONCLUSIONS 

Three dimensional numerical simulations have 
been conducted and the results have been 
compared with measurements of three physical 
models with supercritical flow. Two idealized 
channel geometries from literature have been used 
for validation: An expansion and a channel 
junction. The third study was a natural river 
geometry of the flow situation upstream the weirs 
of the Sarpfossen dam. The first case shows shock 
waves along the sides of the expanding channel. 
At the channel junction, the maximum height of 
the shock wave is at the side wall downstream the 
junction. The supercritical flow in the natural 
river upstream the weir shows several complex 
oblique standing waves, interacting with each 
other. All results show that the numerical model 
(STAR-CCM+) is capable of reproducing the free 
surface of such flows reasonably well.  
When working with the VOF model in STAR-
CCM+ it is important to use a time step and a grid 
cell size small enough to obtain a sharp interface 
and to avoid false diffusion between the two 
phases, in this case water and air. 
In the future some numerical variations should be 
tested, to see if it is possible to reduce the small 
deviations between measurement and simulation. 
For flows with high Froude numbers the 
implementation of air entrainment in the 
numerical model might improve the results. 
Besides that, different turbulence models (e. g. 
LES) should be tested.  
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