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Abstract

Molecular Monte Carlo simulations are used to compute the three-phase (Hydrate-

Liquid water-Gas) equilibrium lines of methane and carbon dioxide hydrates, using

the TraPPE model for carbon dioxide, the OPLS-UA model for methane, and the

TIP4P/Ice and TIP4P/2005 models for water. The three-phase equilibrium tempera-

tures have been computed for pressures between 50 and 4000 bar via free energy calcu-

lations. The computed results behave as expected for methane hydrates, but deviates

from direct coexistence Molecular Dynamics studies for carbon dioxide hydrates. At

pressures higher than 1000 bar, both methane hydrates and carbon dioxide hydrates

dissociate at lower temperatures than expeted from experiments and Molecular Dy-

namics studies. The dissociation enthalpy is found to be largely independent of water

models. The dissociation enthalpy is measured to be 7.6 kJ/mol of water for methane

hydrates, and 6.0 kJ/mol of water for carbon dioxide hydrates. We evaluate the effect

of systematic errors in the determination of chemical potentials, and show that system-

atic errors of 0.1 kJ/mol in the chemical potential of water correspond to deviations of

5 K in the three-phase equilibrium temperatures.

Introduction

Gas hydrates are ice-like structures that form at high pressures when water is in con-

tact with a suitable gas1. The crystalline structure is characterized by the formation of

several water cages that form around the guest molecules. This, in turn, helps to keep

the clathrate structure stable, resulting in hydrates being stable even at temperatures

where one would normally expect water to be in liquid form. There are three common

hydrate structures:1 sI, sII and sH. These differ in which cage types they are composed

of, and as a result, which guest molecules they hold enclathrated, and which pressures

and temperatures they form at.

At the pressures and temperatures we will consider, methane (CH4) and carbon dioxide
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(CO2) both form sI hydrate1–4. In one unit cell of this structure, there are 46 water

molecules, which form 2 small (S) cages, defined by 12 pentagonal faces, and 6 large

(L) cages, defined by 12 pentagonal and 2 hexagonal faces1. At the sea floor, and in

permafrost regions, hydrates formed from methane present a sizeable5 source of energy.

The fact that methane and carbon dioxide form the same hydrate structure has led

to suggestions that methane can be harvested from hydrates, by replacing it with car-

bon dioxide6,7. A recent review by Chong et al.8 discusses the potential of harvesting

methane from hydrate formations, with a special focus on the CH4-CO2 exchange. To

perform such an exchange, it is crucial to properly understand the kinetics and ther-

modynamics of the exchange process. To determine driving forces, it is necessary to

estimate the relative difference in water chemical potential between hydrates of differ-

ent compositions, as well as the difference in chemical potentials of the guests in gas

phase and hydrate phase. In order to avoid an uncontrolled dissociation of methane or

carbon dioxide from the resulting hydrate formation, correct estimates of the stability

of hydrate formations are needed.

The stability of hydrates is often computed using a combination of equations of state

and experimental data. Typically, the fugacity of the guest molecules can be obtained

from an equation of state, such as the Peng-Robinson equation of state9 (PR-EOS),

while the filling of the hydrate is described by the van der Waals-Platteeuw10 (vdWP)

model, or one of the more advanced variants1,11–13. Combined with the knowledge of

a single coexistence point from an experiment, one can estimate the chemical potential

difference between liquid water and an empty hydrate at the pressure and temperature

of that coexistence point. The chemical potential difference between liquid water and

empty hydrate can then be obtained from integration of the residual enthalpies and vol-

umes, along isotherms and isobars.1 Re-applying the model used to describe the filling

of the hydrate, a reasonable estimate of the three-phase equilibrium between hydrate,

liquid water and gas phase can be made at all pressures. An unfortunate aspect of
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this approach is that the empty hydrate is treated in a manner that depends on the

guest in the filled hydrate1. For example, the density of an "empty" hydrogen hydrate,

is different from the density of an "empty" propane hydrate. In spite of the caveats

above, the stability of simple hydrates can be well understood by these approaches1,14,

although care must be taken to obtain accurate results12.

The kinetics of nucleation remains an important field of study. It was recently reviewed

by Warrier et al.14. Since the time scales and sizes associated with nucleation are quite

small, it is a field of study well suited for molecular simulations14. In the study of

nucleation kinetics, factors such as the degree of subcooling of the system, diffusivities,

and the solubility of guests in water and hydrate are all important in obtaining accu-

rate nucleation rates, as is the chemical potential gradient between the current and final

state. In simulations, all of these properties depend on the models used for water and

guests14–18. In particular, the degree of subcooling in a simulation must be determined

using the dissociation temperature and entropy of dissociation of the molecule models,

not values obtained from experiments. For this reason, it is important to determine the

stability of hydrates directly from molecular simulations14.

The first direct computation of the phase diagram of hydrates, using molecular models,

was performed by Wierzchowski and Monson19. Tha work utilized the simple mod-

els of water and alkanes developed by Nezbeda et al.20,21. Jensen and coworkers22,

expanded on the approach of Wierchowski and Monson and calculated the phase dia-

gram of methane hydrates using TIP4P/Ice23 and OPLS-UA Methane24. The chemical

potentials of guests and water molecules were determined in all present phases, by a

combination of different molecular Monte Carlo techniques, to be discussed below. By

requiring the chemical potential of all phases to be equal, the three-phase equilibrium

line was found. Ravipati and Punnathanam, and Pimpalgaonkar et al. used a simi-

lar free energy methodology to determine the three-phase line of methane and mixed

methane/ethane hydrates25,26 and other hydrocarbons27. This work was done in an
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effort to establish a vdWP-like theory with a thermodynamically consistent definition

of the empty hydrate. Beyond this, we are not aware of any works that use the method

of Wierzchowski and Monson19. In particular, we are not familiar with any works

studying carbon dioxide in this manner.

More recently, the less involved method of direct coexistence simulations28 has become

popular15,16,18,29–34 for studying phase coexistence. Several direct coexistence studies

have been made studying hydrates15,16,18,33,34. In this approach, a system consisting

of gas hydrate, liquid water, and free gas molecules is simulated at several different

temperatures using Molecular Dynamics (MD) simulations for a long period of time

- in one study, simulation times of more than one microsecond were reported35. The

phase coexistence point is found as the middle point between the highest temperature

where the hydrate grows, and the lowest temperature where the hydrate melts.

For methane hydrate, Michalis et al.16 noted that the results by Jensen et al.22 appeared

to deviate systematically from the results obtained via direct coexistence simulations.

Smirnov and Stegailov34 performed direct-coexistence simulations that agreed with the

findings of Jensen et al.22 Unfortunately, Smirnov and Stegailov34’s simulations only

considered a system where hydrate was in contact with liquid water saturated with

methane to such an extent that methane formed bubbles, rather than a system with all

three phases (hydrate, liquid water and methane gas) explicitly present. Additionally,

the coexistence-point was evaluated by melting the hydrate in the NV E ensemble, after

a "brief" initial equilibration in the NPT ensemble. If the equilibration period was too

short, it is unlikely that the methane molecules had time to form a gas phase - as a con-

sequence, the chemical potential of methane will have been highly distorted. Moreover,

studying the melting or crystallization in the NV E ensemble is known to strain the

solid being simulated31. As a consequence, there is no reliable match between direct

coexistence simulations and the work by Jensen et al.22 Clearly, it would be desirable

to have correspondence between direct coexistence simulations and free energy-based

ones. If such a correspondence cannot be reached, it is necessary to determine why the
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methods are divergent. In particular, if the divergence arises due to assumptions made

for the direct coexistence simulations, these effects could also appreciably affect MD

simulations that study the nucleation of the hydrates, or any other simulations in which

two phases are in direct contact. For this purpose, it is useful to provide a detailed

analysis of potential systematic errors in the computation of the phase diagrams.

In this work, we have computed the phase diagrams of methane and carbon dioxide

hydrates using a free energy based methodology, largely the same as the one used by

Jensen et al in Ref.22. As noted previously, this technique requires the computation of

the chemical potential of water and guests in all phases. This means that a number of

sub-problems must be solved, which makes it difficult to keep track of how each specific

sub-problem fits into the overall goal. To help remedy this, so that the approach is

more accessible, we provide an overview of the techniques used in Fig. 1.

The main goal is to compute the phase diagram of two gas hydrates. Each diagram is

represented by the three-phase coexistence line, at which hydrate (h), liquid water (l),

and gas (g) phases are in equilibrium with each other. As a condition of thermodynamic

equilibrium, the chemical potentials µ in each phase are equal at constant pressure P

and temperature T ,

µh
w(xh, P, T ) = µl

w(xl, P, T ) = µg
w(xg, P, T )

µh
g(xh, P, T ) = µl

g(xl, P, T ) = µg
g(xg, P, T ).

(1)

Here, x is the composition of each phase. Subscript w denotes water, while g is used

for any guest component.

If the solubility of water into the gas phase is negligible, the guest’s chemical potential
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is only a function of temperature and pressure,

µh
g(xh, P, T ) = µl

g(xl, P, T ) = µg
g(P, T ), (2)

Thus, if we can determine the gas phase chemical potential of the guest component, we

can determine the liquid and hydrate phase composition at any pressure and tempera-

ture by way of semi grand-canonical Monte Carlo simulations22,36.

For any pressure, we need to find the temperature at which water in the liquid and

water in the hydrate phase have equal chemical potential. For each pressure, we need

to compute the water chemical potential difference between the liquid and the hydrate

phases at several temperatures in the vicinity of the three-phase line. The three-phase

coexistence point is then found as the point where

∆µw = µl
w(P, T )− µh

w(P, T ) = 0. (3)

While the individual steps required to determine this point are well established by

previous works22,25,26,36,37, a thorough explanation collected in a single document can

be useful. We therefore attempt to cover this in the following sections.

Method

System

The molecules used are rigid molecules. The atoms are described by a Lennard-Jones

(LJ) potential with a potential depth, εij , and a range parameter, σij , as well as elec-

trostatic charges, qi. The potential energy of the system is

U = ULJ + Uel.stat, (4)
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where

ULJ =
∑
i<j

4εij

(σij
rij

)12

−
(
σij
rij

)6
 , (5)

Uel.stat =
∑
i<j

qiqj
4πε0rij

, (6)

and the sum is taken over all pairs of non-bonded atoms. Lennard-Jones interactions

between unlike atoms are treated with modified Lorentz-Berthelot rules38,

σij = 1
2(σii + σjj), (7)

εij = χij
√
εiiεjj . (8)

If the mixing parameter, χij is one, the conventional Lorentz-Berthelot rules are re-

covered. We have performed simulations using the water models TIP4P/Ice23 and

TIP4P/200539, two models that describe the phase diagram of water in a qualitatively

accurate manner23,39. Of the two, TIP4P/Ice has the closer fit to the experimental

phase diagram. Model parameters are shown in table 1. For the guest molecules, we

have used TraPPE carbon dioxide40 and OPLS-UA methane24. Both water models

have recently been used to study methane15,16- and carbon dioxide17,18 hydrates, using

direct coexistence simulations. Studying TIP4P/2005, Docherty et al.41 showed that

a mixing parameter χij = 1.07 between the oxygen atom in water and methane was

required to correctly estimate the solubility of methane in liquid water. Similar ap-

proaches have led to an improved description of carbon dioxide in water42, and are also

known to improve the description of gas hydrates15,18. In this work, we have studied

the phase diagram as obtained both with and without modified mixing parameters.

The choices for mixing parameters are listed together with the guest model parameters

in table 2. All simulations were performed with a radial cut-off rc = 10 Å. At this

cut-off, Lennard-Jones interactions were truncated and shifted. Appropriate mean field

corrections43 were added. Electrostatic interactions were handled by an Ewald sum-
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mation with a relative precision of 10−5.

To determine the pressures and temperatures where equation (3) holds, we performed

classical molecular Monte Carlo simulations. We define the length of these simulations

by the number of cycles. In the simulations, a single cycle consisted of on average one

attempt to either translate or rotate each molecule. For NPT -simulations, there were

also two attempts to alter the volume of the simulation box per cycle.

Figure 1, provides an overview of the techniques used to compute ∆µw. We shall

now discuss each computational step in detail.

Pure liquid water

To compute the chemical potential of pure liquid water, µl
w(P, T ), we took the right-

most route illustrated in figure 1. We first computed the density of liquid water at the

chosen state point by performing NPT simulations that ran for 105 equilibration cy-

cles and 5× 105 production cycles. At this density, we obtained the residual Helmholtz

energy of the Lennard-Jones fluid, F res
LJ , from the equation of state of Johnson et al.44,

which we will refer to as LJ-EOS.

Next, the Helmholtz energy of pure liquid water at this density was determined by

thermodynamic integration from the Lennard-Jones fluid characterized by the Lennard-

Jones parameters of the oxygen atom of the water molecule. The electrostatic interac-

tions of the water molecules were coupled to a parameter α that was varied from 0 to

1. The potential energy of the system under this coupling was U = ULJ +αUel.stat. The

difference in Helmholtz energy between water and Lennard-Jones fluid was computed

via thermodynamic integration43 (TI) at the determined volume,

∆TIF l
w =

∫ 1

0
dα
〈
∂U

∂α

〉
NV T

, (9)
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where 〈·〉NV T denotes an ensemble average in the NV T ensemble. The integral was

evaluated using a 16-point gaussian quadrature, where each point corresponded to a

simulation of 105 equilibration cycles and 106 production cycles. In this way, we ob-

tained the residual Helmholtz energy of liquid water F l,res
w = F l,res

LJ + ∆TIF l
w. Finally,

the residual chemical potential of liquid water at the chosen pressure and temperature

was obtained as

µl,res
w (P, T ) =G(P, T )−Gid(P, T )

Nw
= F (V (P ), T )− F id(V id(P ), T ) + P (V − V id)

Nw

=F l,res
w (V (P ), T ) + P (V − V id)

Nw
−RT ln( V

V id ),

(10)

where V id ≡ V id(P, T ) is the volume of the ideal gas at the considered pressure and

temperature, and R is the universal gas constant.

Empty hydrate structure

We now turn our attention to the empty hydrate, which we shall refer to by h0. The

chemical potential of water in an empty hydrate structure was found by following

the leftmost path in figure 1. First, a 2 × 2 × 2 unit cell sI hydrate structure was

constructed. Oxygen atoms in the hydrate structure were placed according to X-ray

data by McMullan and Jeffrey45, while the protons were configured according to data

by Takeuchi et al.46 We determined the density of the empty hydrate structure using

NPT ensemble simulations. At the determined density, we determined the residual

Helmholtz energy of an Einstein crystal with rotations47. In this Einstein crystal, the

molecules are bound to their "ideal" positions r0
i and orientations by spring potentials,

UE = λT (ri − r0
i )2 + λR

[
sin2 φa +

(
φb
π

)2]
. (11)
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Here, ri is the current position of the molecule’s center of mass, while φa and φb

represent the rotation away from the ideal orientation, defined as in Ref. 47. For the

spring constants, we used values of λT

RT Å2 = λR
RT = 25000. The residual Helmholtz

energy of such an Einstein crystal is47–50

FE,res

RT
= − ln(N3/2(RTπ

λT
)

3
2 (N−1))−N ln(J( λR

RT
))−ln(V

N
)+N(ln(V

N
)+1)+lnN+ ln π

2 ,

(12)

in which the rotational contribution is47,50

J( λR
RT

) = ln
[∫ 1

0
dx exp( λR

RT
(1− x)2)

∫ 1

0
dy exp( λR

RT
(−y)2)

]
. (13)

For the thermodynamic integration, we used a coupling parameter α to construct a po-

tential where the Einstein crystal potential was switched off smoothly, while the "real"

interactions were switched on, U = αUE + (1 − α)Ureal. This approach differs slightly

from the approach in Refs.22,36, where the interactions were turned on discontinuously

using an umbrella simulation. While that would be necessary for a hard sphere system,

the water molecules are characterized by continuous interactions, so a smooth integral

from Einstein crystal to "real" crystal is allowed. When α approaches 0, the integrand

increases rapidly, resulting in a potential numerical instability. As described in Ref. 48,

we therefore performed the integration in logarithmic space,

∆TIF h0 =
∫ ln(1+c)

ln(c)
(α+ c)

〈dU
dα

〉
d ln(α+ c), (14)

using an integration constant c = 10−5, for which the integral was numerically stable.

Again, the thermodynamic integrand was evaluated using a 16-point gaussian quadra-

ture. The simulations in this section were performed for 105 equilibration cycles and

5×105 production cycles. Having performed the thermodynamic integration, the empty
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hydrate Helmholtz energy was determined by

F h0,res = FE,res + ∆TIF h0 − TSres, (15)

where we used the Nagle estimate for the residual entropy of ice51, Sres = 0.410NR.

Finally transitioning from constant volume to constant pressure, the residual chemical

potential was found in a similar manner as in equation (10), as

µh0,res
w (P, T ) = F h0,res

w (V (P ), T ) + P (V − V id)
Nw

−RT ln( V
V id ). (16)

Chemical potential of guests

To compute the guest chemical potentials in the gas phase, µg
g(P, T ), we followed the

central path of figure 1. The steps involved in this procedure are in principle the same as

those described for pure liquid water, although methane is described as a single Lennard-

Jones interaction site, and thus does not require any thermodynamic integration. We

compared these chemical potentials to ones obtained from the PR-EOS9, which, if it

can be used, would provide the fugacity of gases in a more convenient matter. This

would be useful for the study of mixed-component hydrates. The input parameters

used in the PR-EOS are listed in table 3.

Test for self-consistency

To ascertain the correctness of the computed chemical potentials of liquid water and

the empty hydrate, we computed the chemical potential directly, as described above,

but also by integration along isotherms and isobars22, as follows

µres
w (P2, T2)
RT2

= µres
w (P1, T1)
RT1

+
∫ P2

P1

V (P, T1)− V id(P, T1)
Nw

dP−
∫ T2

T1

Hres(P2, T )
RT 2 dT, (17)
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This was done for all temperatures and pressures. The chemical potentials obtained in

this manner were consistently within ±0.001 kJ/mol of those obtained from thermody-

namic integration at each pressure and temperature.

Filling the hydrate structure

Finally, we considered filling the hydrate structure. The chemical potential of water in

a filled hydrate was related to that of the empty hydrate36, by integrating the Gibbs-

Duhem equation

∆µh,res
w = µh,res

w − µh0,res
w = − 1

Nw

∫ µg

−∞
Ngdµ′g, (18)

where the upper bound is the chemical potential of the guest component in pure guest

phase, which we found earlier. The lower bound corresponds to the chemical potential

of a guest in a completely empty hydrate. To compute the integrand for any given

pressure and temperature, we performed a set of semi grand-canonical simulations of

the hydrate system. In each simulation, the pressure, temperature, total number of

water molecules, and chemical potential of guest species were kept constant, meaning

that the number of guest molecules was allowed to fluctuate. The sI hydrate is made

up of 6 large cages and 2 small cages per unit cell. In other words, there are θL = 6/46

and θS = 2/46 large and small cages per water molecule. We explicitly computed the

fractional occupancy of each cage xL/S
occ . To compute the fractional occupancy of cages,

we computed the distance between each guest molecule, and the center of mass of each

cage, as determined by the positions of the water molecules that constitute the cage.

While water molecules are very mobile during simulations, we did not observe any water

molecules swapping positions. Thus, the water molecules could be assigned to cages

at the beginning of the simulations. The radius used to determine which cage a guest

molecule occupied was chosen conservatively to 3.3 Å. This radius guaranteed that a

guest molecule would never be assigned to two cages at the same time. It did also result
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in some guests not being assigned to cages. In the most extreme cases, this resulted in

a relative inaccuracy of less than 10−5 in the estimated fractional occupancy. If desired,

the accuracy could be improved by using different radii for large and small cages. We

fitted the measured occupancies to Langmuir isotherms,

xL/S
occ = C

L/S
g fg

1 + C
L/S
g fg

, (19)

where CL/Sg are the Langmuir constants for the large and small cages and guest g.

The fugacity, f , is related to the residual chemical potential of the guest as f =

P exp(µres
g /RT ). Since Ng

Nw
= xLθL + xSθS, this fit allows us to solve equation (18)

analytically,
∆µfilling

w

RT
= θL ln(CLg fg + 1) + θS ln(CSg fg + 1). (20)

Due to guest-guest interactions, and the deformability of the water cages, such a fit

cannot be completely precise36. As was the case with liquid water solubility, it is

necessary to estimate to which extent the error due to this assumption affects the

computed phase diagram. To obtain the isotherms, we performed 64 simulations for

each temperature/pressure combination considered, varying chemical potentials in such

a way as to evenly cover the adsorption isotherm of the guest components. Each

simulation lasted 105 equilibration cycles and 3 × 105 production cycles. We utilized

the CFCMC52 methodology with a bias obtained using the Wang-Landau method53

to improve the efficiency of the simulations. In this approach, a fractional molecule is

used to improve the rate of insertion and deletion of guest molecules. The fractional

molecule acts with interactions that are modified by a fractional parameter λf , which

alters electrostatic interactions52,

qfrac
i = λ5

fqi (21)
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and Lennard-Jones interactions52,

ULJ,frac = λf4εij


( rij

σij

)6

− ζf (1− λf )2

−2

−

( rij
σij

)6

− ζf (1− λf )2

−1
 , (22)

where ζf , in this case was chosen as 0.5. The CFCMC methodology is described in fur-

ther detail in the following references52,54–56. In the CFCMC simulations, 100 attempts

to change the fractional parameter of the fractional molecules were made per cycle, in

addition to the normal moves named previously. Every cycle, we sampled the total

number of (non-fractional55) molecules present in the system. We explicitly counted

how many small and large cages were occupied by non-fractional molecules.

Computing the adsorption isotherms at each combination of pressure and temperature

is a computatinally expensive procedure. Pimpalgaonkar et al.25 demonstrated that the

phase diagram can be obtained in a cheaper manner, by performing a full evaluation

only at a chosen reference state, and otherwise computing occupancies corresponding to

the gas fugacities obtained at the pressure and temperature. Care should still be taken

to compute the full adsorption curve at intervals, to root out any systematic deviations.

By completing this step, we found the chemical potential of water in a hydrate that

is filled with guests according to the guest chemical potential. Thus, we computed

∆µw(P, T ). Using linear interpolation, we determined the temperatures at which

∆µw(P, T ) = 0, and obtained the three-phase equilibrium line.

Solubility of guests in liquid water

At the conditions considered, both methane and carbon dioxide are sparingly soluble

in water. The mole fraction xg of guests dissolved in water was therefore determined,
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using the Krichevsky-Kasarnovsky equation57,58,

lim
xg→0

f

x
= Hgwe

vg
RT

(P−P 0), (23)

where Hgw is the Henry constant of the guest mixed in water, vg is the partial molar

volume of the guest, and P 0 is the reference pressure at which Hgw was defined. The

value of Hgw was obtained from the NIST database59,60. For partial molar volumes,

we used values from Moore et al.61, which were obtained at 298.15 K. We neglected

the temperature and pressure dependence of the partial molar volume. For methane,

we used the correlation presented in ref62 to estimate the error in the solubility due

to neglecting the temperature dependence of the partial molar volume. For pressures

lower than 1000 bar, it is less than 10% for a temperature difference of 40 K. At higher

pressures, the error increases, but at the three-phase equilibrium points, it remains

less than 20%. We expect the error due to neglecting the pressure-dependence to be

similar.63,64 The solubility of CO2 computed in this manner is high enough that it

can appreciably affect the computed three-phase equilibrium temperature. For this

reason, we explicitly computed the solubility by performing CFCMC simulations for

105 equilibration cycles and 5 · 106 production cycles, using a system of 400 water

molecules. For methane, no such additional simulation was performed.

By obtaining xg, the corresponding change in the residual chemical potential of liquid

water can be expressed as22

∆µl,res
w (P, T ) = RT ln(1− xg). (24)

16



Results and discussion

Guest Chemical Potential

In figure 2, we have plotted the difference in the guests’ chemical potentials as cal-

culated from simulations or from the PR-EOS9 as a function of pressure at 280 K.

For carbon dioxide, the PR-EOS computes an residual chemical potential as much as

1.0 kJ/mol higher than that obtained from simulations. The difference appears to be

strongly pressure dependent. The maximal difference appears to be between 50 and

100 bar, which is reasonable as the critical pressure of TraPPE carbon dioxide is 77.7

bar65. The deviation did not seem to vary much with temperature. Clearly, the PR-

EOS is unsuitable near the critical point of the gas, an unsurprising result. However,

the deviation is noticeable also at higher pressures, remaining as high as 0.2 kJ/mol at

a pressure of 2000 bar. From equation (18), we estimate that a systematic error in the

CO2 chemical potential of 0.5 kJ/mol corresponds to an error in the water chemical

potential of 0.09 kJ/mol. For methane, the difference between the PR-EOS and the

chemical potential obtained from the LJ-EOS44 shows a less clear dependence on pres-

sure. Still, the PR-EOS can yield a chemical potential that is as much as 0.34 kJ/mol

lower than the one obtained from the LJ-EOS.

Adsorption isotherms

Figures 3 and 4 present representative adsorption isotherms for methane and carbon

dioxide. We show adsorption isotherms for two pressures, 50 and 4000 bar, which were

the end points of the pressures studied in this work (marked by black squares). It is

immediately clear that carbon dioxide is a two-site isotherm. For methane, this is also

so, although the difference between the small and large cages is less pronounced than

for carbon dioxide. The adsorption isotherms are shifted slightly to lower occupancy/

higher fugacity as the applied pressure increases, reflecting that there is a compression
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of the hydrate structure. In the pressure range considered, this can best be seen in

the adsorption isotherm that reflects filling of the small cages - the large cages remain

large enough so that the decrease in cage volume is negligible. For CO2, the shift is

large enough to observe a difference when the isotherm at 50 bar is compared to the

isotherm at 4000 bar. Methane has an adsorption isotherm for small cages that is

noticeably shifted, but the change is so small that there is no significant effect on the

total adsorption isotherm. Regardless, it is expected that a stronger shift will occur at

even higher pressures.

We have found that the Langmuir isotherms of equation (19) fit reasonably well. There

is, however, a noticeable deviation at lower occupancies, as well as a smaller, opposite

deviation at higher occupancies. A deviation is expected, as the guests interact with

each other, and also cause deformations to the cage structure, implying that the ad-

sorption energies vary with occupancy. In the past, Wierchowski and Monson36 studied

the effect of neglecting these phenomena on the accuracy of the van der Waals-Platteuw

model. Those authors found that the effect due to ignoring the deformability of water

cages led to errors in the adsorption isotherm, that roughly cancelled those that arose

from ignoring guest-guest interactions. The good fit of the Langmuir isotherms might

be a consequence of this fact. In Fig. 5, we have computed the difference between

using the analytical fit and a trapezoidal integration of the simulated results in the

evaluation of equation (18). For both methane and carbon dioxide, the error was less

than 0.03 kJ/mol, for all chemical potentials considered, with a maximal error occuring

when the hydrate is half loaded. We verified that this was the case for all temperatures

and pressures considered, but have only presented the error for a single temperature

and pressure for the sake of clarity. The error was similar for both methane and carbon

dioxide. It is plausible that it will vary for different guest molecules.

Ravipati and Punnathanam27 calculated pressure-dependent Langmuir constants for

four hydrocarbons in TIP4P/Ice, in a vdwP-like theory meant to treat the empty

hydrate in a more rigorous manner, obtaining good agreement with experiment for
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methane up to 1000 bar. As the adsorption isotherm for methane appears to be only

weakly pressure dependent up to this pressure, it would be interesting to see how

well their method treats the CO2-hydrate. The phase diagram of this hydrate is more

strongly pressure dependent, and has been challenging to model with other vdwP-based

approaches12,13.

Liquid phase solubilities

As a first effort, the solubility of guests in liquid water was estimated using equation (23)

in combination with experimental values for the Henry constants59,60 and the partial

molar volumes of methane62 and carbon dioxide66. For methane, the mole fraction

obtained from equation equation (23) is, at all points considered, lower than 0.007.

This corresponds to an estimated effect on the liquid water chemical potential between

0.003-0.02 kJ/mol. For carbon dioxide, the estimated liquid phase mole fraction varied

between 0.02 and 0.03. From equation (24), this implies a contribution to the liquid

water chemical potential of 0.05-0.09 kJ/mol. In the following section, we analyze

the effect of systematic errors on the determination of the three-phase equilibrium

points. For methane, the estimated solubility in water was low enough that it can

be neglected. For carbon dioxide, however, the solubility is not negligible. Therefore,

we also calculated the solubility of CO2 explicitly with CFCMC simulations. The

solubilities measured in this manner are presented in tables 12-15. In general, the

solubilities deviated from the solubilities obtained via (23) by less than 25%, when the

Lennard-Jones interactions were modified by χij . The simulated solubilities appeared to

be more strongly pressure dependent than those obtained via equation (23) - this could

be due to the approximate nature of the input we used for the Krichevsky-Kasarnovsky

equation. For TIP4P/Ice, we never measured a carbon dioxide mole fraction higher

than 0.045 in the pressure and temperature ranges considered. Further, we obtained a

maximal solubility at 2000 bar, with a decrease in mole fraction for the simulations at
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4000 bar. This is significantly different from Costandy et al.18, who reported a mole

fraction as high as ∼ 0.07 at 4000 bar and 293.6 K, with the solubility consistently

increasing with higher pressure. Indeed, our observed solubilities are consistently lower

than those reported by Costandy et al. Qualitatively, our observed solubilities fit with

what Costandy et al.18 report up to 2000 bar. After this, the measured solubilities

diverge sharply. Unfortunately, the correlation of Duan et al67, which Costandy et

al. have compared their results to, is unapplicable at pressures above 2000 bar. We

have not been able to find other works studying the solubility of CO2 at these high

pressures. While our observed behavior fits with that of the Krichevsky-Kasarnovsky

equation, it is plausible that our application of this equation is inaccurate at 4000 bar,

as was discussed previously. Regardless, we have faith that our measured solubilities are

accurate. For simulations with unmodified Lennard-Jones interactions, the measured

mole fractions were lower than for those with modified Lennard-Jones interactions by

approximately 0.01.

Dissociation entropy and a discussion on systematic errors

In figure 8, we show how ∆µw, as defined in equation (8), varies with temperature. As

can be seen, a linear fit is appropriate, even in the relatively wide temperature range

that has been considered. The slope of the curve corresponds to minus the entropy of

dissociation, ∆dS. The value of ∆dS appeared to be only weakly dependent on the

which guest was enclathrated. The estimated values were between 21 and 30 J/K mol

of water, and are reported in tables 6-11. The values for ∆dS informs us of the sensitiv-

ity of the three-phase equilibrium points to systematic errors in the chemical potential

calculations. A systematic error of 0.1 kJ/mol corresponds to a ∼ 5 K displacement of

the three-phase line, as illustrated in figure 8. To use the analytical expression for the

adsorption isotherms will, at most, cause a 1.5 K shift of the phase line. For carbon

dioxide, a more dramatic shift would be obtained from using the PR-EOS to compute
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fugacities at the lower pressures - at 50 bar, that would cause a shift of nearly 10 K!

A further shift can be caused by the finite-size effects of the empty hydrate. Moustafa et

al.68 studied the effect of finite size on estimates of the free energies of empty clathrate

hydrates. As is the case with monatomic crystals49, Moustafa et al.68 found that the

leading-order finite-size contribution scales as −RT (lnN)/N . For a 2× 2× 2 unit cell

sI hydrate at the temperature ranges we have considered, this implies a contribution

of 0.03 − 0.04 kJ/mol. Of the direct coexistence works we have studied, none exceed

dimensions of Nx × 2 × 2, where Nx varies between 2 for the initial hydrate seed, to

6 for systems where all the water is consumed. For those systems, we would expect a

finite size correction of roughly 0.01 kJ/mol, implying that there could be a systematic

difference of 0.02−0.03 kJ/mol relative to those works, which is of the same magnitude

as the error caused by fitting a Langmuir isotherm to the adsorption isotherm.

Dissociation enthalpy

In tables 6-11, we report the entropies and enthalpies of dissociation at the three-phase

coexistence temperatures. The entropies and enthalpies show no clear dependence on

pressure or water model. For the methane hydrate, the enthalpy of disscociation varies

between 7.0 and 8.1 kJ/mol of water. The average value measured is 7.6 kJ/mol. Using

a high pressure differential scanning calorimeter, Gupta et al.69 reported an enthalpy

of dissociation of 9.1 kJ/mol of water. The values we report are 10− 25 % lower than

this, something which is consistent with results for the melting enthalpy of ice39. In

their simulation of the methane hydrate with TIP4P/Ice, Jensen et al.22 reported a dis-

sociation enthalpy of 9.2 kJ/mol of water at 25 bar, which would appear to be in very

good agreement with experimental values. However, Jensen et al. calculated the dis-

sociation enthalpy using the Clausius-Clapeyron equation. Experimentally, it is known

that the Clausius-Clapeyron equation mispredicts the dissociation enthalpy for higher
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pressures69, since it neglects the volume difference between liquid water and hydrate.

We believe that their seemingly accurate dissociation enthalpy is an artifact that is due

to the inaccuracy of the Clausius-Clapeyron equation.

For carbon dioxide, we find somewhat lower values, ∆dH lies between 5.3 and 6.5

kJ/mol of water, with an average of 6.0 kJ/mol, 1.6 kJ/mol less than for methane hy-

drate. Using the Clapeyron equation (not to be mistaken for the Clausius-Clapeyron

equation), Anderson70 reported a value between 9.63 and 10.3 kJ/mol of water - an

increase of 0.5 - 1.2 kJ/mol compared to methane hydrates. This is the opposite devel-

opment from our simulated results, so the deviation between our values and experimen-

tal results increases to ∼ 40% when going from methane to carbon dioxide hydrates.

This is a relatively large difference from experimental values. As discussed for methane

hydrate, we can expect the water model alone to contribute a deviation of as much as

20%. The remaining deviation is necessarily due to an inaccurate description of either

the water-CO2 interactions, or the description of pure carbon dioxide.

Phase diagrams

In figures 9 and 10, we present the phase diagram of methane hydrate, as computed

by Monte Carlo simulations in this work, together with values collected from other

simulations15,16,26 and experiments2. For both TIP4P/2005 and TIP4P/Ice, our work

results in a phase diagram closely corresponding to the direct coexistence simulations

of Michalis et al.16 and Conde and Vega.15 We note that there is still a systematic

deviation of roughly 3 K relative to Michalis et. al.16 In their direct coexistence simu-

lations, tail corrections to the Lennard-Jones interactions were not included, due to the

non-isotropy of the system. In our simulations, these corrections are included, as each

simulation box only considers a single phase. It is possible that this last systematic

deviation is due to this difference. Regardless, the deviation is far smaller than the

results presented by Jensen et al.22
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At high pressures, the phase diagram of the methane hydrate appreciably deviates from

the experimental data. It is possible that this is an indication that retrograde behavior

occurs at an earlier pressure than what is expected from experiment71. Smirnov and

Stegailov34 found a closer match with experimental values near 5000 bar, but as dis-

cussed in the introduction, that work had methodological issues that make the reported

results unreliable. It is not unexpected to see mild deviations from the experimental

phase diagram; such deviations also exist for the other ices37.

In figures 11 and 12, we show the phase diagram for carbon dioxide hydrate. For low

pressures, the results appear to be well behaved with respect to experimental data3,4,

as well as direct coexistence simulations17,18. As pressure increases, there appears to

be a small qualitative deviation from literature and direct coexistence simulations. The

coexistence temperature is steadily shifted towards lower temperatures, compared to

what could be expected from experimental results. It is not immediately clear where

this deviation arises. We can, however, exclude the computation of the chemical po-

tentials of pure liquid water and empty hydrate, as those same values were used when

computing the phase diagram for methane hydrate, which seems to be well behaved for

pressures up to 1000 bar.

Previously, we discussed the solubility of carbon dioxide, as computed from CFCMC

simulations, which is listed in tables 14-15. When pressure increases, this measured

solubility is lower than the one measured by Costandy et al.18. By itself, this reduced

solubility would imply that the hydrate is more stable at higher pressures, implying

that we should expect the opposite deviation than what we observe. But it is possible

that this reduced solubility is caused by a difference in the fugacity of carbon dioxide

at high pressures. In our simulations, such a difference would more strongly affect the

chemical potential of water in the hydrate phase, which would explain the qualitatively

different behavior. It is not immediately clear why such a difference occurs. Ultimately,

we suspect three possible culprits. First, our simulations are performed with a slightly
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shorter radial cut-off, 10 Å, compared to the 11 Å of Costandy et al18. Next, Co-

standy et al. had to perform their simulations without accounting for analytical tail

corrections, since the direct phase coexistence simulations are non-isotropic and non-

homogeneous16. Studying methane, Michalis et al.16 found that discarding the tail

corrections caused a change in gas phase density of 5 - 10%. While they did not find

that this amount affected the stability of the methane hydrate, it is plausible that it

could affect the carbon dioxide phase diagram, especially since the carbon dioxide sim-

ulations were performed at a higher pressures, where density differences have a stronger

effect on the Gibbs energy. Additionally, the simulations with carbon dioxide are per-

formed at conditions that are close to the critical point. This could accentuate any

effects from different treatments of the analytic tail corrections, a phenomenon which is

well known43. A final possible reason for the observed differences, is the use of different

barostats. The barostat employed in the direct coexistence simulation is anisotropic, so

as to avoid a shear strain between distinct phases. It is possible that this hinders the

deformation of the hydrate cage, which would improve the likelihood of carbon dioxide

being enclathrated, thus improving the stability of the hydrate structure.

Of these reasons, the first seems to put undue weight on the choice of cut-off radius,

while the third and fourth fail to explain the difference in solubility in liquid phase.

Thus, we propose that the elimination of tail corrections in the direct coexistence sim-

ulations is the reason for the deviation between those simulations and our own. If so,

direct coexistence simulations that employ a longer cut-off range should deviate from

the simulation of Costandy et al.18, and converge towards the results from our sim-

ulations. It might also be helpful if the direct coexistence simulations are performed

with the inclusion of long-term corrections that have been developed for multi-phase

systems72,73. It is however, also possible that the discrepancy between the present

work and the direct coexistence simulations is due to inherent differences between the

two methodologies. A similar discrepancy is reported for the study of the solubility of

sodium chloride74,75 - to our knowledge, this discrepancy has yet to be resolved.
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For all considered pressures, the solubility of carbon dioxide in water is lower than

experimental values67, as well as those reported by Costandy et al18. The deviation

increases with increasing pressure. The same is true also when the Lennard-Jones in-

teractions are modified, although this does increase the solubility. When modifying the

Lennard-Jones interactions, the three-phase coexistence temperature is between exper-

imental values and the values reported by Costandy et al. at low pressures, but lower

than both direct coexistence simulations as well as experimental values when pressures

is higher than 1000 bar. Qualitatively, the phase diagram behaves the same when the

Lennard-Jones interactions are, or are not mixed. It is clear that both the solubility of

carbon dioxide in water, and the stability of the CO2 hydrate are increased when the

χ-parameter is increased. Thus, our findings indicate that the current modification to

Lennard-Jones interactions cannot at the same time be used to fit the co2 solubility,

and the stability of the CO2 hydrate. This is similar to what was observed for a proce-

dure where both the C−O and O−O interaction were modified by the same factor by

Miguez et al.17

It is not clear that a simple model of carbon dioxide can be used to accurately model

hydrate behavior, even with the inclusion of a mixing factor for water-CO2 interactions.

Working from ab-initio simulations, Klauda and Sandler76 had found it necessary to

use different Lennard-Jones parameters to describe the water-CO2 interactions in small

and large cages. This reflected the importance of many-body interactions, which de-

pend on the different structures of the large and small cages. If it is necessary to modify

the water-carbon dioxide interaction in a different manner when carbon dioxide is in a

small or a large cage, it might also be necessary to adopt a third modification for when

carbon dioxide is dissolved in liquid water. In contrast to Klauda and Sandler, Velega

and Anderson77 used ab-initio simulations to make a single set of fitted parameters for

a carbon dioxide molecule based on the EPM278 model. In this case, the fitted param-
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eters led to a degradation of the description of carbon dioxide in it’s vapor phase. It

is possible that this could have been avoided by making a fit of the mixing rules for

water and carbon dioxide, rather than using Lorentz-Berthelot rules and only fitting the

Lennard Jones parameters of the carbon dioxide molecule. Neither Klauda and Sandler

nor Velega and Anderson reported solubility values for their models of carbon dioxide,

so we can not make a direct evaluation on whether their modifications improved this.

Aimoli et al.79 have made a comparative study of force fields for methane and car-

bon dioxide. Below 1000 bar, the density of TrAPPE CO2 deviates from experimental

carbon dioxide by ∼ 2−3%79. This deviation is higher near the critical point of CO2. It

is possible that a CO2-model with a better description of the gas phase would improve

the qualitative behavior of the phase diagram.

Since the modification of mixing rules is largely inspired by the need to account for

the polarizability of molecules, better results might be obtained from explicitly polariz-

able models. Jiang et al.80 recently developed a polarizable model of CO2, and it would

be interesting to see whether this can provide an improved description of the hydrate

phase diagram.

The simulated carbon dioxide hydrate reaches a maximum temperature at a lower

pressure than experimental values. It is possible that this premature retrograde behav-

ior is similar in nature to the deviation from experimental results observed for methane

hydrate at high pressures. This suggests that the premature retrograde behavior of the

carbon dioxide hydrate is not only caused by the treatment of the water-CO2 interac-

tions, but also by the properties of the water model alone. We note that Miguez et

al.17 found a similar pressure shift for the retrograde behavior of TraPPE CO2 mixed

with TIP4P/Ice, using a mixing parameter χ = 1.13 for all CO2-H2O Lennard-Jones

interactions, but not when the mixing parameter was unity.
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There are two primary causes of the retrograde behavior. First, the volume differ-

ence between liquid water and the hydrate structure, which contributes to the Gibbs

energy difference the quantity P (V h − V l) +RT ln(V h

V l ), which is approximately linear

in pressure. Second, the compression of the cage structure starts to affect the adsorp-

tion isotherms, reducing the guests’ contribution to the hydrate stability. The volume

difference between hydrate and liquid phase, which is related to the enthalpy of disso-

ciation, seems like the most likely reason for the premature retrograde behavior. Both

the water models we have studied underpredict the density-difference between ice and

liquid water39, which in turn reduces the melting enthalpy. It seems reasonable that

the misprediction of density also here is the cause of a distorted phase-diagram.

Even as the retrograde behavior starts to occur, the filling fraction of the metastable hy-

drate structure increases. This is evident from figures 6 and 7, where we have computed

the fractional occupancy at the dissociation temperature for each pressure considered.

Brumby et al.81 computed methane occupancy in TIP4P/Ice hydrate for a wide range

of pressures and temperatures, and found a deviation from the results of Jensen et

al.22 Our current results fit well with those of Brumby, implying that Jensen et al.

overpredicted the amount of methane adsorbed in the hydrate. It seems likely that a

systematic error occured when Jensen et al. computed the fugacity of methane, and

that this is the cause of systematic errors.

Conclusions

The phase diagram of OPLS-UA methane and TraPPE carbon dioxide hydrates has

been computed for two water models, TIP4P/Ice and TIP4P/2005, purely by molecu-

lar Monte Carlo simulations. To determine the three-phase coexistence points, residual

chemical potentials were calculated for all phases at several temperatures, using sev-

27



eral techniques, and a linear interpolation was used to find the temperature where the

chemical potentials in all phases were equal. The obtained phase diagram for methane

hydrates corresponds closely to direct coexistence simulations, as well as experimen-

tal values. For carbon dioxide, there is a systematic deviation from direct coexistence

simulations. We propose that this deviation may be caused by the lack of tail cor-

rections for Lennard-Jones interactions in direct coexistence simulations. The phase

diagram of carbon dioxide hydrate exhibits a retrograde behavior at pressures that are

somewhat lower than experimentally observed, while methane hydrates start deviating

from experimental results at high pressures, in what could be indicative of a premature

retrograde behavior. For carbon dioxide hydrates, this contradicts previous direct co-

existence simulations. For methane hydrates, this pressure region is to our knowledge

previously unstudied by reliable simulations. The dissociation entropies and enthalpies

for OPLS-UA methane and TraPPE carbon dioxide hydrate for the TIP4P/Ice and

TIP4P/2005 water models were provided. The computed coexistence points are found

to be highly sensitive to systematic errors in the computed chemical potentials. With

this work, we demonstrate a correct implementation of the technique. This sets up a

framework for calculating driving forces of hydrate nucleation.
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Table 1: Water models used in this work. TIP4P/Ice23 and TIP4P/200539 are
four-site models, for which the negative charge is placed on a virtual atom (M),
located along the bisection of the HOH angle.

Water Model Atom σ/Å ε/kJ ·mol−1 q/e dOH/Å dOM/Å φHOH
TIP4P/Ice O 3.1668 0.0.8822 - 0.9572 0.15 104.52

H - - 0.5897
M - - -1.1794

TIP4P/2005 O 3.1589 0.7749 - 0.9572 0.1546 104.52
H - - 0.5564
M - - -1.1128
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Table 2: Force fields of TraPPE40 carbon dioxide and OPLS-UA methane24

Methane is a single-site Lennard-Jones particle, while carbon dioxide is a linear
3-site molecule with charges and Lennard-Jones interaction sites on all atoms.
Mixing parameters χ that are fitted so that the solubility of the models in liquid
water corresponds to experimental values18,41

Molecule Atom σ/Å ε/kJ ·mol−1 q/e dCO/Å χ2005 χIce
Methane CH4 3.730 1.23053 - - 1.0741 1.0015

Carbon C 2.800 0.22449 0.7 1.16 - -
dioxide O 3.050 0.65684 -0.35 1.11518 1.0818
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Table 3: Critical pressures Pc, temperatures Tc, and acentric factors ω used in
evaluating the Peng-Robinson9 equation of state for TraPPE40 carbon dioxide
and OPLS-UA24 methane. Critical properties from Refs. 40,65. Acentric factors
from Ref. 82

Molecule Pc/bar Tc/K ω
CH4 45 191.4 0.011
CO2 77.7 306.2 0.224
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Table 4: Three phase equilibrium temperature T , as a function of pressure,
P of methane hydrate, as simulated with the OPLS-UA model of methane,
and the TIP4P/Ice and TIP4P/2005 water models. The mixing parameter χ
modifies the Lennard Jones interaction between the water oxygen atom and
CH4. Numbers in parentheses indicate the error in the last (two) digits.

Water model TIP4P/2005 TIP4P/Ice
χ 1.0 1.07 1.0

P/bar T/K
50 261.27(0.16) 268.01(0.13) 278(2)
100 267.6(0.3) 274.5(0.5) 286.5(1.4)
200 273.03(0.07) 280.4(0.2) 293.4(1.1)
500 278.2(0.6) 286.1(0.9) 300.0(1.2)
1000 283.5(0.8) 292.0(1.1) 304.7(0.5)
2000 289.1(0.5) 297.6(0.8) 310.0(0.6)
4000 - - 312.4(0.7)
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Table 5: Three phase equilibrium temperature T , as a function of pressure,
P of carbon dioxide hydrate, as simulated with the TraPPE model of carbon
dioxide40, and the TIP4P/Ice23 and TIP4P/200395 water models. The mixing
parameter χ modifies the Lennard Jones interaction between the water oxygen
atom and CO2 oxygen atoms. Numbers in parentheses indicate the error in the
last (two) digits.

Water model TIP4P/2005 TIP4P/Ice
χ 1.0 1.115 1.0 1.08

P/bar T/K
50 252.6(0.4) 262.5(0.2) 276(4) 283(2)
100 253.2(0.9) 262.8(0.5) 275(4) 283(2)
200 253.3(0.3) 263.29(0.10) 276(3) 283.9(1.7)
500 254.6(0.6) 264.8(0.3) 277(2) 284.8(0.9)
1000 255.6(0.5) 266.3(0.2) 279.3(0.5) 287.0(0.3)
2000 257.2(0.4) 268.0(0.3) 281.2(0.8) 288.9(0.4)
4000 - - 278.7(0.7) 287.45(0.18)
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Table 6: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of
methane hydrate at pressure P and corresponding three phase equilibrium tem-
perature T for OPLS-UA methane24 and TIP4P/2005 water39.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 261.2 29.4(0.6) 7.70(0.07)
100 267.6 29.5(1.3) 7.91(0.17)
200 273.0 27.3(0.1) 7.48(0.02)
500 278.1 26.6(1.0) 7.42(0.13)
1000 283.4 25.6(1.0) 7.27(0.13)
2000 289.0 25.2(0.5) 7.28(0.06)
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Table 7: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of
methane hydrate at pressure P and corresponding three phase equilibrium tem-
perature T for OPLS-UA methane24 and TIP4P/200539 water with a mixing
parameter χ = 1.07 modifying the methane-water oxygen Lennard-Jones inter-
action.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 268.0 30.3(0.5) 8.14(0.07)
100 274.4 30.1(1.1) 8.26(0.15)
200 280.4 27.9(0.2) 7.84(0.03)
500 286.1 26.8(1.1) 7.69(0.14)
1000 291.9 25.6(1.0) 7.49(0.13)
2000 297.6 25.3(0.6) 7.54(0.08)
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Table 8: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of
carbon dioxide hydrate at pressure P and corresponding three phase equilibrium
temperature T for TraPPE carbon dioxide40 and TIP4P/200539 water.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 252.6 22.3(0.5) 5.63(0.07)
100 253.2 23.0(1.4) 5.84(0.17)
200 253.3 22.3(0.4) 5.65(0.05)
500 254.5 22.7(1.0) 5.78(0.12)
1000 255.6 22.5(0.9) 5.76(0.11)
2000 257.1 22.6(0.8) 5.81(0.10)
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Table 9: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of car-
bon dioxide hydrate at pressure P and corresponding three phase equilibrium
temperature T for TraPPE carbon dioxide40 and TIP4P/200539 water. A mix-
ing parameter χ = 1.115 modified the Lennard-Jones interaction between the
oxygen atoms of carbon dioxide and the oxygen atom of water.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 262.4 23.0(0.6) 6.05(0.08)
100 262.7 23.3(1.4) 6.12(0.19)
200 263.2 22.6(0.3) 5.97(0.04)
500 264.7 23.2(0.9) 6.16(0.12)
1000 266.2 22.8(0.7) 6.07(0.09)
2000 268.0 22.4(0.7) 6.02(0.10)
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Table 10: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of
carbon dioxide hydrate at pressure P and corresponding three phase equilibrium
temperature T for TraPPE carbon dioxide40 and TIP4P/Ice23 water.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 275.5 22(4) 6.2(0.50)
100 274.7 19(5) 5.3(0.6)
200 275.7 20(4) 5.6(0.5)
500 276.7 21(2) 5.8(0.3)
1000 279.2 22.6(0.9) 6.33(0.12)
2000 281.1 23.2(1.5) 6.5(0.2)
4000 278.6 22.4(1.1) 6.25(0.14)
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Table 11: Dissociation enthalpy, ∆mH, and entropy, ∆dS, per mol water of
carbon dioxide hydrate at pressure P and corresponding three phase equilibrium
temperature T for TraPPE carbon dioxide40 and TIP4P/Ice23 water. A mixing
parameter χ = 1.08 modified the Lennard-Jones interaction between the oxygen
atoms of carbon dioxide and the oxygen atom of water.

P T ∆dS/J ·K−1mol−1 ∆dH/kJ ·mol−1

50 282.8 23(4) 6.4(0.6)
100 282.9 19(5) 5.5(0.6)
200 283.8 20(4) 5.8(0.5)
500 284.8 21(2) 6.0(0.3)
1000 286.9 22.7(0.8) 6.54(0.11)
2000 288.8 22.6(1.3) 6.54(0.19)
4000 287.4 22.8(0.5) 6.55(0.07)
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Table 12: Solubility of TraPPE carbon dioxide40 in TIP4P/200539 water as
measured from CFCMC simulations. Uncertainties are less than 0.002.

P/bar T/K
255 260 265 270 275

50 0.018 0.016 0.014 0.014 0.014
100 0.018 0.015 0.015 0.015 0.014
200 0.020 0.018 0.017 0.016 0.014
500 0.022 0.019 0.019 0.017 0.016
1000 0.023 0.022 0.021 0.019 0.018
2000 0.025 0.020 0.019 0.020 0.018
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Table 13: Solubility of TraPPE carbon dioxide40 in TIP4P/200539 water as
measured from CFCMC simulations. Lennard-Jones interactions between CO2
oxygen and water oxygen atoms have been modified by a factor χ = 1.115.
Uncertainties are less than 0.002.

P/bar T/K
255 260 265 270 275

50 0.033 0.032 0.031 0.030 0.028
100 0.034 0.031 0.030 0.028 0.027
200 0.037 0.032 0.034 0.029 0.029
500 0.039 0.036 0.035 0.032 0.030
1000 0.041 0.042 0.038 0.037 0.034
2000 0.048 0.046 0.040 0.041 0.036
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Table 14: Solubility of TraPPE carbon dioxide40 in TIP4P/Ice23 water as mea-
sured from CFCMC simulations. Uncertainties are less than 0.002.

P/bar T/K
280 285 290 295 300

50 0.016 0.015 0.013 − −
100 0.015 0.015 0.014 0.014 0.012
200 0.018 0.016 0.014 0.014 0.014
500 0.020 0.019 0.017 0.016 0.015
1000 0.023 0.018 0.019 0.018 0.017
2000 0.024 0.019 0.022 0.020 0.017
4000 0.022 0.023 0.017 0.019 0.018
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Table 15: Solubility of TraPPE carbon dioxide40 in TIP4P/Ice23 water as mea-
sured from CFCMC simulations. Lennard-Jones interactions between CO2 oxy-
gen and water oxygen atoms have been modified by a factor χ = 1.08. Uncer-
tainties are less than 0.002.

P/bar T/K
280 285 290 295 300

50 0.026 0.025 0.021 − −
100 0.026 0.025 0.023 0.022 0.019
200 0.027 0.024 0.024 0.024 0.021
500 0.032 0.031 0.028 0.025 0.025
1000 0.036 0.033 0.033 0.030 0.026
2000 0.043 0.036 0.035 0.035 0.028
4000 0.031 0.031 0.032 0.029 0.030
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Figure 1: Flowchart describing how to compute the chemical potential difference
betwen liquid water and hydrate, in contact with a third guest phase.
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Figure 2: Difference in chemical potential as computed from simulation (sim) or
the Peng-Robinson equation of state9 (PR). Squares: Carbon dioxide. Circles:
Methane.
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Figure 3: Fractional occupancy xocc of sI hydrate (simulated using the
TIP4P/Ice23 water model), as a function of fugacity f , at 290 K and 50 and
4000 bar. Triangles represent the fractional occupancy of the large cages, circles
the small cages, while squares represent the total fractional occupancy. The hy-
drate is filled by OPLS-UA methane24. The adsorption isotherms for the two
different pressures are virtually indistinguishable.
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Figure 4: Fractional occupancy xocc of sI hydrate (simulated using the
TIP4P/Ice23 water model), as a function of fugacity f , at 290 K and 50 and 4000
bar. Triangles represent the fractional occupancy of the large cages, circles the
small cages, while squares represent the total fractional occupancy. The hydrate
is filled by TraPPE carbon dioxide40. At 4000 bar, the adsorption isotherm cor-
responding to the small cage has shifted slightly to higher values, indicating
that higher chemical potentials are required to fill the cages.
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Figure 5: The error in water chemical potential due to integrating the adsorption
curve analytically, via a fitted Langmuir-isotherm, equation (19), rather than
numerically via measured occupancies. Evaluated for methane at 4000 bar and
290 K, different guests and conditions observe similar behavior.
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Figure 6: Fractional occupancy xocc of OPLS-UA methane24 in sI hydrate (sim-
ulated using the TIP4P/Ice23water model), as a function of pressure f , at the
dissociation temperature. Triangles represent the fractional occupancy of the
large cages, circles the small cages, while squares represent the total fractional
occupancy.
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Figure 7: Fractional occupancy xocc of TraPPE carbon dioxide40 in sI hydrate
(simulated using the TIP4P/Ice23 water model), as a function of pressure f ,
at the dissociation temperature. Triangles represent the fractional occupancy
of the large cages, circles the small cages, while squares represent the total
fractional occupancy.
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Figure 8: Temperature T , as a function of difference in water chemical poten-
tial, ∆µw between liquid water and TIP4P/Ice23 hydrate filled with OPLS-UA
methane24, evaluated at a pressure of 200 bar. The slope represents a linear
fit to the simulation results. The intercept of the linear fit is the three-phase
equilibrium point.
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Figure 9: Three phase equilibrium points between sI hydrate (sI), liquid water
(Lw) and gas vapor (V) for OPLS-UA methane24 and TIP4P/Ice23 hydrate.
Experimental data from Marshall et al.2. Simulations due to Monte Carlo sim-
ulations from from Jensen et al.22 and Ravipati and Punnathanam26. Direct
coexistence simulations from Michalis et al.16 and from Conde and Vega15
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Figure 10: Three phase equilibrium points between sI hydrate (sI), liquid water
(Lw) and gas vapor (V) for OPLS-UA methane24 and TIP4P/200539 hydrate.
Experimental data from Marshall et al.2. Direct coexistence simulations from
Conde and Vega15.
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Figure 11: Three phase equilibrium points between sI hydrate (sI), liquid wa-
ter (Lw) and gas vapor (V) for CO2 hydrate, simulated using TraPPE CO2

40

and TIP4P/Ice23, together with experimental results3,4, and direct coexistence
simulations from Costandy et al.18 and Miguez et al.17
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Figure 12: Three phase equilibrium points between sI hydrate (sI), liquid water
(Lw) and gas vapor (V) for CO2 hydrate, simulated using TraPPE CO2

40 and
TIP4P/200539 water, together with experimental results3,4, and direct coexis-
tence simulations from Costandy et al.18 and Miguez et al.17
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