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a b s t r a c t

Carbon dioxide/water (CO2/H2O) mixtures are of much interest in carbon capture and storage, atmo-
spheric science, in the description of human lungs and in the processing of food and beverages. We
present a comprehensive comparison of thermodynamic models for describing their PVTxy behavior, i.e.
densities and phase compositions. The most accurate experimental data in the temperature range 273
e478 K and at pressures below 61 MPa are selected after a critical data evaluation. The most reliable
phase equilibrium data are used to fit the binary interaction parameters of a wide range of thermody-
namic models: cubic equations of state (EoS) with quadratic/WongeSandler/HuroneVidal mixing rules,
CPA, PC-SAFT and PCP-SAFT with different association schemes, and corresponding states models with
various reference fluids. We test the predictive ability of the models by comparing to data outside of the
region used in the parameter-fit. All of the thermodynamic models are fitted with the same experimental
data and compared on the same basis, facilitating a general discussion about their strengths and
weaknesses. As a benchmark for the performance of the models, we compare with the performance of
two multiparameter EoS: GERG-2008 and EoS-CG. At least three fitting parameters are needed to
represent the PVTxy behavior of CO2/H2O mixtures within an accuracy of 10%. By including a fourth
parameter, it is possible to significantly improve the accuracy for phase compositions, where the Peng
eRobinson cubic EoS with the HuroneVidal mixing rule and volume shift gives the best results with an
average accuracy of 4.5% and 2.8% for phase compositions and densities respectively. In comparison, the
most accurate multiparameter EoS, EoS-CG, exhibits an average accuracy of 8.0% and 0.6% for phase
compositions and densities respectively.
© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The phase behavior of the binary system carbon dioxide/water
(CO2/H2O) is complicated, but ubiquitous in nature and of impor-
tance to many industrial applications. Examples range from the
physics of volcanoes and human lungs, to processing of food and
beverages or production of hydrogen and ammonia in the industry.

One emerging application is carbon capture, transport and
storage (CCS), for which the two perhaps most important ther-
modynamic properties are solubilities (equilibrium phase
f Science and Technology,
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compositions) and densities. Accurate dew point predictions are
needed in transport of humid CO2-rich mixtures, to avoid a sour
water-rich liquid phase and subsequent corrosion of pipelines.
Accurate density and solubility predictions of the aqueous phase
are important when CO2 is pumped into aquifers for CO2-storage
[1]. Moreover, for the purpose of enhanced oil recovery, the degree
of recovery depends strongly on the portion of CO2 that dissolves in
the brine [2]. Due to its importance and complexity, there is a
wealth of literature addressing the CO2/H2O system, both in terms
of modeling and measurements [3e37]. These works all use a
different choice of solubility data to fit the models, rarely consider
density predictions, and often test only a single model. It is there-
fore difficult to comparemodels from different works, because they
vary by the temperature-pressure range considered and the data
used in the fitting procedure. In this work, we fit a wide variety of
thermodynamic models with the same experimental data and
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compare them on the same basis. The goal of this work is fourfold:

1 Build on and refine previous data evaluations for solubility and
densitymeasurements for the CO2/H2O system and extend them
with recent measurements.

2 Based on the data evaluation, use the most accurate solubility
measurements to fit binary interaction parameters for a wide
range of thermodynamic models.

3 Compare and discuss the accuracy of the models with respect to
solubility and density.

4 Explore the accuracy of the models when extrapolated to
extreme temperatures and pressures.

The CO2/H2O system is of type III according to the phase diagram
classification of Scott and van Konynenburg [39]. The phase
behavior of the system is illustrated in Figs. 1a and b. Fig. 1a shows
the two-, three, and four-phase loci in the TP-space, and for refer-
ence also the saturation curve of pure CO2. Fig. 1b shows the Pxy
phase envelope at T ¼ 288:15 K. In the fluid region, the salient
feature is the vapor-liquid-liquid (VL1L2) coexistence curve, located
at pressures slightly below the pure CO2 saturation curve and ter-
minating in an upper critical end point (UCEP). Hydrates can form
at temperatures below 283 K at sufficiently high pressures.

For temperatures below the critical temperature of CO2 at 304 K,
and above the freezing point of water at 273 K, there is vapor-liquid
equilibrium (V þ L1 in Fig. 1a) for pressures below the saturation
pressure of CO2 (solid line), and liquid-liquid equilibrium (L1 þ L2)
at pressures above the vapor-liquid-liquid equilibrium curve
(VL1L2). The small pressure interval where these two regions
coincide exhibit both VLE and LLE, where varying the total
composition will give rise to a water-rich liquid (L1), a CO2-rich
liquid (L2) and a CO2-rich vapor (V); Fig. 1b illustrates this.

We will fit the thermodynamic models to phase equilibrium
composition measurements in the temperature range 274e478 K
and for pressures below 60.8 MPa; this includes the operating
conditions relevant for CCS conditioning, transport and storage
[40], and excludes regions where reliable data for at least one of the
phases are scarce. Solid phases such as hydrates will not be
Fig. 1. (a) Phase behavior of the CO2/H2O system in the temperature-pressure space. Region
the saturation pressure of pure CO2. Dashed curves: three-phase loci. Q: four-phase point. T
The Pxy phase diagram at T ¼ 288:15 K generated by EoS-CG. Inset: scaled diagram of the reg
aqueous phase is denoted L1.
considered since they require additional models, e.g. van der Waals
Platteeuw type of hydrate models [3]. However, thermodynamic
models that accurately reproduce the fluid phase equilibria data of
a particular water mixture, usually also perform well when pre-
dicting hydrate equilibria when coupled with a hydrate model [3].

We restrict the discussion to equations of state (EoS) that are
capable of modeling all fluid phases with a single consistent model.
This is known as the f� f approach (see e.g. Ref. [41]). The so-
called g� f approach, where the liquid phase is modeled with an
activity coefficient model and the vapor phase is modeled with a
conventional EoS like SRK, will not be considered. The g� f

approach comes with a number of drawbacks such as not being
able to predict the shift from VLE to LLE at subcritical pressures, as
well as not being able to predict liquid-phase densities.

The work will be structured as follows: We provide in Sec. 2 a
description of the thermodynamic models that will be fitted and
evaluated, including EoS, a-parameter correlations and mixing
rules, association schemes and reference EoS in corresponding state
EoS. An explanation of how the parameters are regressed is pro-
vided in Sec. 3. We next present the results in Sec. 4, with the data
evaluation in Sec. 4.1 and a discussion of the regressed models in
Sec. 4.2. Concluding remarks are given in Sec. 5.
2. Thermodynamic models

The thermodynamic models studied in this work comprise
variations of cubic EoS, corresponding states EoS, multiparameter
EoS, and EoS explicitly modeling association. An overview of the
thermodynamic models and how they are connected is given in
Fig. 2, and the models are defined in the subsequent text. The figure
shows that there are many choices associated with cubic EoS, such
as the type of alpha correlations, mixing rules, and incorporation of
so-called volume shifts. Further, the dashed lines elucidate that
cubic EoS are used as input inmany thermodynamicmodels such as
corresponding state (CSP) models and the cubic plus association
(CPA) EoS. Multiparameter EoS and Perturbed-Chain Statistical
Associating Fluid Theory (PC-SAFT), however, do not use cubic EoS.
Use of PC-SAFT and CPA requires choosing an association scheme,
s of hydrate formation (H) can be seen at low temperatures. The solid curve represents
he correlations used to obtain the coexistence curves are obtained from Refs. [7,38]. (b)
ion between 5.05 and 5.1 MPa with VLE between the two CO2-rich phases V and L2. The



Fig. 2. Overview of models. Dashed arrows signify that one model is used as a building
block in another, and names in parentheses represent choices. Each model evaluated in
this work corresponds to a certain set of choices in the above diagram. The abbrevi-
ations and modeling concepts will be defined in the text.
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as well as the temperature-dependence of the interaction param-
eter kij, as the figure shows.
2.1. Cubic EoS

The PengeRobinson EoS (PR) [42] and the Soa-
veeRedlicheKwong [43] EoS (SRK) are cubic EoS that can be
written in pressure-explicit form as

P ¼ RT
v� b

� aðTÞ
ðvþ d1bÞðvþ d2bÞ

; (1)

where v is the molar volume, aðTÞ is the attraction parameter, b is
the covolume, and ðd1; d2Þ ¼ ð1þ

ffiffiffi
2

p
;1�

ffiffiffi
2

p
Þ for PR and ðd1; d2Þ ¼

ð1;0Þ for SRK.
PR is more accurate in modeling liquid densities than SRK, and

the critical compressibility of PR (0.307) is closer to realistic values
than that of SRK (0.333); on the other hand, SRK more accurately
predicts critical fugacity coefficients [44]. A general method to
improve the density predictions of cubic EoS is to use a volume-
shift (abbreviated VS), which is simply a composition-dependent
shift of the volume; details and correlations for the volume-shift
parameters can be found in Refs. [45,46].
Table 1
TWU parameters fitted to saturation pressures from the triple point up to 301 K
(CO2) and 630 K (H2O).

a-correlation CO2 ðL;M;NÞ H2O ðL;M;NÞ
SRK-TWU ð0:046115;0:91388;6:8838Þ ð0:36117;0:87308;2:4389Þ
PR-TWU ð0:022762;0:92848;7:7217Þ ð0:40274;0:87000;1:8869Þ
2.1.1. The a-correlation
For pure components one has aðTÞ ¼ a0aðTÞ, where a0 and b are

chosen to match the critical temperature and pressure ðTc; PcÞ. The
alpha correlation aðTÞ is a somewhat arbitrary function that is
usually chosen so to accurately reproduce the saturation curve, and
is either (a) correlated in terms of the acentric factor, or (b) fitted to
pure-component saturation pressures and/or liquid densities. Un-
less otherwise stated, we have used the classic alpha correlation
aðTÞ ¼ ½1þmðuÞð1� ffiffiffiffiffi

Tr
p Þ�2 for the cubic equations, where

Tr ¼ T=Tc and the acentric factor-correlation mðuÞ is given in
Refs. [42,43]. However, we have also tested the effect of using the
more accurate alpha correlation by Twu et al. [47] with three fitted
parameters (hereafter abbreviated TWU), given by
aðTrÞ ¼ TNðM�1Þ
r exp

h
L
�
1� TMN

r

�i
: (2)

We fitted L,M andN in Eq. (2) to the saturation pressures coming
from the reference EoS ([36]) for H2O and CO2. The resulting pa-
rameters are given in Table 1.

2.1.2. Mixing rules
A mixing rule converts pure-component parameters into

mixture parameters, and answers what a and b in Eq. (1) is for a
mixture. The mixture covolume is usually calculated as a quadratic
sum of binary cross parameters bij,

b ¼P
i

P
j
xixjbij; bij ¼

2
4b1=si þ b1=sj

2

3
5s: (3)

A common choice is to set s ¼ 1 and let the mixture covolume
become a linear combination of the pure fluid covolumes. Unless
otherwise stated, we have used s ¼ 1. However, most of the avail-
able mixing rules are for the attraction parameter a, and we shall
next discuss the most common choices.

2.1.2.1. Quadratic mixing rules. The mixture attraction parameter is
in the quadratic mixing rule given by

a ¼P
i

P
j
xixjaij; aij ¼

ffiffiffiffiffiffiffiffi
aiaj

p �
1� kij

�
; (4)

where kij is a binary interaction parameter (BIP) fitted to solubility
data. This mixing rule is used unless otherwise stated.

Excess Gibbs energy models can be included in cubic EoS as
mixing rules by considering the infinite (GE

∞) or zero (GE
0) pressure

limit [48,49]. The mixture attraction parameter a of the cubic EoS
then takes the following form in the infinite pressure limit:

a
RTb

¼
X
i

xi
ai

RTbi
� 1
h∞

GE
∞

RT
: (5)

Here h∞ ¼ 1
d2�d1

ln 1þd2
1þd1

, with d1 and d2 defined in Eq. (1). In the

zero pressure limit one uses the following expression for the
mixture attraction parameter a:

a
RTb

¼
X
i

xi
ai

RTbi
� 1
h0

 X
i

xiln
b
bi

þ GE
0

RT

!
; (6)

where h0 equals�0:593 for SRK and�0:53 for PR. Amodel for GE
0 or

GE
∞ thus yields one equation for the two mixture parameters a and

b, and one additional equation is thus needed for a full mixing rule.
Some of the most common excess Gibbs energy (GE) mixing

rules are the group contribution (GC) methods, e.g. UNIFAC, and the
HuroneVidal or the Non-Random Two-Liquid (NRTL) rule. Also
interesting is the WongeSandler rule, which has been shown to
performwell in the critical region for binary systems of CO2 with O2
or N2 [50,51].

2.1.2.2. UNIFAC mixing rules. The UNIFAC (UNIQUAC Functional-
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group Activity Coefficients) model [52] is a GC version of the UNI-
QUAC model [53]. The underlying idea of GC models is to treat pure
species as being composed of functional groups, and then focus on
modeling group-group interactions. If the group interaction en-
ergies are known from e.g. fits to experimental VLE data, these
parameters can be used to predict properties for any molecule
comprised of known functional groups. Examples of such groups
are CH2 and CH3, that can be thought of as monomers in a hydro-
carbon polymer. A molecule too small to divide into groups is
usually considered a group in itself; in particular, this is the case for
both CO2 and H2O.

For the original UNIFACmodel the overall excess Gibbs energy is
the sum of two terms: a combinatorial contribution describing the
excess Gibbs energy arising from differences in molecular size and
shape, and a residual term describing the excess Gibbs energy
differences due to molecular interactions. The UNIFAC residual
term, GR, is in this work used as defined by Fredenslund et al. [52].
Adding the combinatorial termGE;C, the overall excess Gibbs energy
for the UNIFAC model becomes

GE

RT
¼ GR

RT
þ GE;C

RT
:

The GE;C term is derived from statistical mechanics, and com-
prises the FloryeHuggins (FH) [54,55] combinatorial and the Sta-
vermaneGuggenheim (SG) correction term [56],

GE;C ¼ GE;FH þ GE;SG:

The UNIFAC excess Gibbs mixing rule has found applications
in the predictive SRK (PSRK) model [57], and later a volume
shifted PR (VTPR) model from the same group [58]. It is also
used as the universal mixing rule (UMR) [59] together with
translatedemodified PR (t-mPR) EoS [60,61]. The combined
model is denoted PR-UMR. Both VTPR and PR-UMR make
similar changes to improve on the performance of the earlier
PSRK model, that gave poor predictions in highly non-
symmetric systems, containing both long chain molecules and
short chain molecules. VTPR ignores the entire combinatorial
term while PR-UMR ignores the FloryeHuggins contribution.
VTPR and PR-UMR apply the zero pressure limit when
including the excess Gibbs energy in the cubic EoS, Eq. (6), but
ignore the logarithmic term. As a consequence, the expression
for the attraction parameter a becomes as for the infinite
pressure limit, using h0 instead of h∞.

VTPR uses modified UNIFAC parameters, and the parameter set
used in this work is taken from Schmid et al. [62]. Further, VTPR
uses the TWU a-correlation in Eq. (2), and s ¼ 4=3 is used in the
covolume mixing rule in Eq. (3). PR-UMR uses the original
temperature-independent UNIFAC parameters published by Han-
sen et al. [63] and the Dortmund Data Bank [64]. s ¼ 2 is used as
covolume mixing parameter in Eq. (3). For simplicity we apply the
same volumeeshift for both VTPR and PR-UMR, namely a P�eneloux
type volume-shift adapted for PR [46].
2.1.2.3. HuroneVidal mixing rules. Huron and Vidal [48] derived an
expression for the infinite pressure excess Gibbs energy of cubic
EoS, and equated it with a modified NRTL model that contains the
quadratic mixing rule Eq. (4) as a special case. The modified NRTL
model is given by

GE
∞ ¼ RT

XNC
i

xi

XNC
j

tjibjxjCjiXNC
k

bkxkCki
; tji ¼

Dgji
RT

: (7)

Here, Dgji=R is either a zeroth, first, or second order polynomial
in temperature

Dgji
.
R ¼ dji þ eji$T þ fji$T

2;

and Cji ¼ expð�ajitjiÞ. In this work, we have used aij ¼ aji ¼ 0:03.
Indeed, the model in Eq. (7) is insensitive to the value of aij.
Depending on the degree of the polynomial tji, the models employ
2, 4 or 6 BIPs, which we will refer to as HV0, HV1, and HV2,
respectively, where the number refers to the degree of the poly-
nomial. HuroneVidal uses linear covolume mixing, i.e. s ¼ 1 in Eq.
(3); in fact GE

∞ of cubic EoS diverges unless linear covolume mixing
is used.
2.1.2.4. WongeSandler (WS) mixing rules. Wong and Sandler [65]
derived an expression for the infinite pressure excess Helmholtz
energy AE

∞ of a cubic EoS, and equated it with the NRTL model [66].
The NRTL model for GE

∞ is given by Eq. (7) with bi ¼ 1, and as in the
HuroneVidal rule we set aij ¼ aji ¼ 0:03. Combining this GE

∞ model
with Eq. (5) gives one equation for a and b. The second equation
enforces a quadratic composition dependence of the second virial
coefficient, as is required by statistical mechanics:

b� a
RT

¼
X
i

X
j

xixj
�
b� a

RT

�
ij
; (8)

where the combining rule is given in Eq. (9). The WongeSandler
rule uses the three BIPs kij, eij and eji, given by

Dgji
.
R ¼ eji$T ;

and

bij �
aij
RT

¼

�
bi � ai

RT

�
þ
�
bj � aj

RT

�
2

�
1� kij

�
: (9)
2.2. Corresponding states EoS

The corresponding states approach (here called CSP) is
described in detail by Michelsen and Mollerup [44]. The idea
behind this approach is to use an accurate EoS for a pure compo-
nent, and then map any mixture state ðT ; v;n1;…Þ to a state ðT0; v0Þ
of the pure component; where the hypothesis is that an accurate
description of the pure fluid will give an accurate description of any
mixture, relying thus on the principle of corresponding state. This
modeling approach is associated with three choices: 1) what
component to use as the reference fluid, 2) what equation to use for
modeling the reference fluid and 3) how to compute the shape
factors T=T0 and v=v0. In this work, we use the SRK EoS to compute
the shape factors with conventional a correlations, but we will test
both the quadratic and the HuroneVidal mixing rules.

The CSP approach in conjunctionwith cubic EoS has been tested
in several previous works [67e69], and has shown to improve
density predictions in comparison to standard SRK and PR. Another
advantage with the CSP approach when using a cubic EoS for the
shape factors, is that Tc and Pc are reproduced exactly. This work
uses the reference components C1 (methane), C3 (propane) and
R23 (fluoroform), all modeled using a modified Bene-
dicteWebbeRubin (MBWR) multiparameter EoS. These models
will be referred to as CSP-SRK-C1, CSP-SRK-C3, CSP-SRK-R23,
respectively. Parameters for the MBWR equations can be found in
Ref. [70] for C1 and C3, and in Ref. [71] for R23.
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2.3. Association theories: CPA and PC-SAFT variants

Association theories explicitly model interactions such as
hydrogen bonding (association) by allowing a molecule to have
several electron acceptor and/or donor sites, where sites of
different polarity interact. The resulting EoS model the Helmholtz
energy, A, by adding an association term to some underlying
“physical” contribution:

A ¼ Aphys þ Aassoc: (10)

Within the association theories, we will in this work evaluate
CPA-SRK [72] (using Aphys ¼ ASRK), PC-SAFT [73] and PCP-SAFT
[74e76]; more specifically, we use the versions of them that
employ the simplified mixing rules described in Refs. [77,78]. Since
several, slightly different forms of the Aassoc term exist in the
literature, we explicate the association contribution:

Aassoc ¼ RT
X
i

ni
X
Ai

�
lnXAi

� XAi

2
þ 1
2

�
;

where R is the gas constant, the ni are mole numbers, and XAi
is the

fraction of molecules not bonded at site Ai in molecule i. XAi
is given

by the implicit equation

1
	
XAi

¼ 1þ ð1=VÞ
X
j

nj
X
Bj

XBj
DAiBj :

Here DAiBj is the bond association strength, and is given by

DAiBj ¼ gijfijk
AiBj

h
exp

�
ε
AiBj

.
RT
�
� 1

i
;

where fij, kAiBj , εAiBj are binary parameters obtained from pure-
component parameters using combining rules. fij and the radial
distribution function gij differ between PC-SAFT and CPA. For PC-
SAFT they are given by

gij ¼
1� h=2

ð1� hÞ3
; h ¼ p

6
r
X
i

ximid
3
i ;

di ¼ si

h
1� 0:12exp

�
� 3

εi

RT

�i
; fij ¼ NA

��
si þ sj

�	
2
�3

where NA is Avogadro's constant, r is the density, the xi are mol-
fractions, while mi, si and εi are pure-component parameters for
PC-SAFT. For CPA-SRK gij and fij are given by

gij ¼
1� y=2

ð1� yÞ3
; y ¼ br=4; fij ¼

bi þ bj
2

where b is the mixture covolume, and bi; bj are the pure-
component covolumes of the SRK EoS, cf. Eq. (1). We will follow
convention and assume that all acceptor and donor sites within a
molecule are identical, and if wewishwe can thus simplify notation
as follows: DAiBj1Dij, εAiBj1ε

ij, kAiBj1kij.
Popular choices of association schemes for molecules are the 2B
Table 2
Pure-component parameters used for CPA-SRK. The 2B scheme for H2O was fitted agains
630 K.

Component Scheme a½m6Pa=mol2� b½m3=mol�
CO2 0 0.35079 2.72E-5
H2O 2B 0.46754 1.5798E-5
H2O 4C 0.12277 1.4515E-5
scheme (1 donor and 1 acceptor), the 4C scheme (2 donors and 2
acceptors), and the trivial 0 association scheme (0 donors and ac-
ceptors) where the molecule does not take part in association.
Several different association schemes for the CO2/H2O system have
been tested for association models, but what the optimal scheme is
remains unclear. From a physical perspective, water is dipolar while
carbon dioxide is non-dipolar but with a large quadrupole moment.
Ab initio calculations by Danten et al. [79] indicate that the
resulting forces induce effects akin to a weak hydrogen-bonding
between H2O and CO2, in which CO2 acts as the electron acceptor.
Tsivintzelis et al. [80] thus tested a model of CO2 which excluded
self-association but allowed cross-association, with CO2 having
either one or two electron acceptor sites; this is called solvation. We
have included a comparable model (CPA-SRK-S4C), where the CO2
molecule has 1 electron acceptor but no donors, so that it does not
self-associate but cross-associates with the electron donors on H2O.
We will refer to this as the S association scheme.
2.3.1. CPA-SRK
The CPA-SRK EoS was developed by Kontogeorgis et al. [72] by

adding an association term to SRK. This work uses the CPA-SRK
model with the simplified mixing rules described in Kontogeorgis
et al. [77] (simplified CPA). CPA-SRK has previously been evaluated
for the CO2/H2O system [80]. The counterpart CPA-PR is also in
active use [81].

The pure-component parameters are provided in Table 2. Since
no parameters were found in the literature using the 2B scheme for
H2O, they have been fitted as part of this work and are listed in
Table 2. The binary parameter we have fitted for CPA-SRK is kij in
the quadratic mixing rule of the SRK EoS, cf. Eq. (4). For the sol-
vation model CPA-SRK-S4C we have also fitted the association en-
ergy ε1 and association volume k1 of CO2 with 1 acceptor and
0 donors; these are listed in Table 5.
2.3.2. PC-SAFT
This work evaluates the simplified PC-SAFT proposed by von

Solms et al. [78]. For pure components it has the same form as the
original PC-SAFT by Gross and Sadowski [73], but uses simplified
mixing rules for the radial distribution function and hard-sphere
terms; it has in all considered cases been found to have accuracy
comparable to the original PC-SAFT. PC-SAFT models Aphys as

Aphys ¼ Aideal þ Ahard�chain þ Adisp:

There are three pure-component parameters for non-
associating components, namely the number of segments m, the
well-depth ε, and the molecular diameter s. Associating compo-
nents also have nonzero association energy ε

AiBj and association
volume kAiBj between site Ai on molecule i and site Bj on molecule j.
The PC-SAFT pure-component parameters for CO2 modeled as non-
associating are taken from Ref. [73]; H2O 2B parameters are from
Ref. [82]; H2O 4C parameters are from Ref. [41].

For PC-SAFT we use the conventional combining rules
t reference data [36] saturation pressures and liquid volumes between 273 K up to

c½�� ε½J=mol� k½�� Ref.

0.7602 0 0 [41]
0.77667 4449.53 6.2192E-3 This work
0.67359 16655 69.2E-3 [41]
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sij ¼
�
si þ sj

�	
2; εij ¼

ffiffiffiffiffiffiffi
εiεj
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1� kij

�
;

ε
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�
ε
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2;

kAiBj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kAiBikAjBj

p � ffiffiffiffiffiffiffiffi
sisj

p .
sij

�3
:

The BIP kij is the fitting parameter of the PC-SAFT models, and it
can be constant, or incorporate a temperature-dependence using a
first (ORD1) or second (ORD2) order polynomial in T:
kijðTÞ ¼ Aþ B,T þ C,T2.
2.3.3. PCP-SAFT
The PCP-SAFT model [74e76] extends PC-SAFT by explicitly

modeling Helmholtz energy contributions due to dipole-dipole
(DD), quadrupole-quadrupole (QQ), and dipole-quadrupole (DQ)
interactions:

Aphys ¼ Aideal þ Ahard�chain þ Adisp þ AQQ þ ADD þ ADQ : (11)

We will model the quadrupole moment of CO2, and follow the
convention [74,83] of ignoring the dipole and quadrupole moment
of H2O, hoping that contributions from these moments are effec-
tively subsumed in the association contribution Aassoc. Thus for the
CO2/H2O system the last two terms of Eq. (11) are zero, while AQQ

models the interaction between quadrupoles of CO2-molecules.
One new pure-component parameter enters in AQQ , namely the
quadrupole moment of CO2; we have used the pure-component
parameters from Ref. [74], where the quadrupole moment is not
fitted but taken from measurements.

The underlying PC-SAFT EoS used in PCP-SAFT is the one with
the simplified mixing rules; we later present evidence that this
simplification does not significantly alter the aggregate PCP-SAFT
model. The fitting parameter for PCP-SAFT is the kij of PC-SAFT.
2.4. Multicomponent, multiparameter EoS

The components CO2 and H2O are included in both GERG-2008
[84] and its recent variant, the equation of state for combustion
gases (EoS-CG) [36]. These multicomponent, multiparameter
equations have model forms allowing them to fit all available high-
accuracy thermodynamic data (including phase compositions,
density, heat capacity, speed of sound), with an error approaching
experimental uncertainties. EoS-CG was developed with specific
focus on humid gases and CCS mixtures, and is an improvement of
the GERG-2008 model for six components, two of which are H2O
and CO2. Multiparameter EoS are superior when it comes to
reproducing experimental data, but are computationally
demanding, not easily extended to new components, and require a
lot of work to fit. Having many parameters compared to simpler
models, the process of fitting multiparameter EoS demands an
understanding of the uncertainty in the data to avoid modeling the
random noise of measurements. We will however not refit these
models, but use the original parameters [36,84].
3. Model regression procedure

To obtain the parameters of the various the mixing rules for the
attraction parameter, a, the following objective function was
minimized:
S ¼
Xm
i¼1






x
measured
i � xmodel

i

xmeasured
i






þ
Xn
j¼1







ymeasured
j � ymodel

j

ymeasured
j






; (12)

where xi (i ¼ 1;…m) represent the molefractions of CO2 in the
aqueous phase, and yj (j ¼ 1;…n) represent the molefractions of
H2O in the CO2-rich phase. Further, S is a scaled total average ab-
solute deviation (AAD), with the total AAD being S=ðnþmÞ. Scaling
the deviations by the molefractions as in Eq. (12) does not take into
account that some of the data have lower uncertainty than others.
Scaling by themeasurement standard deviations would rectify this;
however, these are not always reliable and often not reported.

The objective function in Eq. (12) does not penalize errors in
pressure or density, which is possible by using orthogonal distance
regression [85]. This is justified for the CO2/H2O system, since the
pressure dependence of the solubility is very modest (i.e. nearly
vertical Pxy envelopes), and since the low mutual solubilities make
computed densities insensitive to the parameters in the EoSmixing
rule.

Often, a sum of squared errors is minimized in the fitting pro-
cess, even though the AAD is used for reporting the results. One
advantage of using squared errors is that it gives a differentiable
objective function, allowing for gradient optimization methods. In
our experience, however, non-gradient methods such as Nelder-
Mead (as used in this work) are adequate. Another argument for
using squared errors is that large errors are highly weighted in the
sum; however, this has the potential drawback of giving extreme
weights to data points where the measured molefraction is very
close to zero.

We emphasize that any reasonable choice of objective function
in Eq. (12) will likely lead to the same qualitative conclusions of the
model comparison drawn in this work.
4. Results and discussion

In Sec. 4.1 we conduct a critical evaluation of the available
experimental data. Here, the most accurate solubility data are
identified, which extends and refines previous work on the topic
[6e9]. Themost accurate solubility data are next used to regress the
binary interaction parameters of the thermodynamic models pre-
sented in Sec. 2, using the methodology described in Sec. 3. The
resulting thermodynamic models are evaluated and compared in
Sec. 4.2.
4.1. Data evaluation

As an initial part of this work, we performed a survey of solu-
bility and density measurements for the CO2/H2O system available
in the literature. We only surveyed fluid phase data, and point the
reader interested in hydrates to other recent experimental and
modeling works [3,4]. We limit the domain of the literature survey
to temperatures in the range 274e478 K and pressures below
60.8 MPa, both to cover the entire domain for CCS operating con-
ditions [40], and to avoid regions where reliable measurements are
scarce.We found thatmeasurements are generally scarcer at higher
temperatures and pressures.
4.1.1. Solubility measurements
There are many formal methods for evaluating the thermody-

namic “consistency” of VLE/LLE measurements. They are usually
based on thermodynamic identities coupled with some approxi-
mations (see e.g. Ref. [5]). For the CO2/H2O system, the following
criteria were used to evaluate the experimental data:
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1 The agreement between data from different publications.
2 The judgment of previous data evaluations [6e10].
3 The agreement between different publications.
4 The agreement with models.

Exhaustive data evaluations and g� f-like solubility correla-
tions of fluid phase compositions were made by Diamond and
Akinfiev (2003) [7] for the aqueous phase, Duan and Sun (2003)
[10] for the aqueous phase, and Spycher et al. (2003) [6] for all
phases. The latter work focuses on the CO2-rich phase, up to 373 K
and 600 bar. Notable experimental works published after these
surveys are [8,11e22]; these do not include measurements limited
to very low pressures, to hydrate conditions, or that only comprise a
small number of measurements taken to validate experimental
setups.
4.1.1.1. Questionable measurements. The much cited works by Tak-
enouchi and Kennedy (1964) [86] and T€odheide and Franck (1963)
[87] have dew point measurements that are inconsistent with the
remaining bulk of experimental data [6,8,9]. Moreover, we deem
the bubble point measurements by Guo et al. (2014) [20] more
accurate than those in Refs. [86,87], and therefore use none of the
data in Refs. [86,87] in the fitting process.

The measurements by Gillespie and Wilson (1982) [88] have
been questioned by several data surveys. Meyer and Harvey (2015)
[19] used their dew point data to estimate the second cross virial
coefficient B12 for the CO2-rich phase, and found an erratic
temperature-dependence. Spycher et al. [6] remarked that several
of their measurements fell “off-trend”, while Diamond and Akinfiev
[7] assigned their bubble point data a confidence factor of zero. We
have therefore excluded the data by Gillespie and Wilson from the
fitting process.

In the LLE region, themeasurements by Hou et al. (2013) [16] are
inconsistent with the rest of the data. Their 6 strongly deviating LLE
measurements (cf. Fig. 3a) are not used in the fitting process. None
of our models are able to reproduce the trend in their LLE data, and
in their own paper, they only employ g� f models to correlate
their VLE data, not their LLE data. Their VLE data however, seem to
be of very high quality, consistent withmostmodels in this paper as
well as the remaining bulk of the experimental data. We only used
Fig. 3. Measurements (markers) and the phase envelopes calculated by EoS-CG (solid lines)
used in the fitting process are also shown: the aqueous phase data by Wiebe and Gaddy [2
the VLE data of Ref. [16] in the fitting process.
With the addition of new data [16,20] for the aqueous phase,

there is strong indication (see Fig. 3) that the measurements by
Wiebe and Gaddy [23,24] underestimate the CO2 solubility. More-
over, the models generally fit these measurements poorly, even
though they can be well-fitted to data by Hou et al. (2013) 16 and
Guo et al. (2014) [20] in the same TP-range. Our conclusion con-
trasts the fact that previous surveys have rated the data in
Refs. [23,24] as reliable, with Diamond and Akinfiev [7] even
assigning them the highest confidence factor; still, we exclude all
data from Refs. [23,24].

Valtz et al. [11] measured compositions of both the aqueous and
the CO2-rich phases in the range of 278.22e318.23 K and
0.47e7.96 MPa. We have excluded Valtz et al.’s dew point data in
the fitting, since the dew data by Meyer and Harvey [19] cover the
same region, are better reproduced by models, and have better
inherent consistency [19]. We will however use Valtz et al.’s
aqueous phase data.
4.1.1.2. Overview of accepted measurements. An overview of the
experimental data used in this work is given in Table 3 and illus-
trated in the temperature-pressure space in Fig. 4. Notice the
paucity of reliable high-pressure vapor phase measurements. Most
of the high-pressure liquid phase measurements come from Guo
et al. (2014) [20], whose measurements show good agreement with
other works at low pressures, show little scatter and are well-
reproduced by models (e.g. PR-HV1-TWU).
4.1.1.3. Summary of the solubility survey. The conclusions of the
data survey for phase compositions are summarized as follows:

� Aqueous phase. Equilibrium compositions at pressures below
20MPa have been thoroughly studied, withmeasurements from
a large number of works being consistent. At higher pressures,
we have fitted to the measurements by Guo et al. [20]. This
phase has the best data coverage.

� Vapor phase. With the recent contribution by Meyer and Har-
vey [19], the composition is known to a high accuracy up to
353 K and 5MPa. Other works have larger uncertainty. There are
considerable experimental gaps at pressures above 20 MPa.
at 298.1 K (a) and 323 K (b) showing accepted measurements. Some measurements not
3,24], the LLE data by Hou et al. [16], and the data by Gillespie and Wilson [88].



Table 3
Measurements used for fitting. N is the number of phase composition measurements. All measurements by the publication in the stated TP-range have been used. L1 is the
aqueous phase, L2 is the CO2-rich liquid phase, V is the vapor phase.

Publication T-range (K) P-range (MPa) N Phases

Wiebe and Gaddy (1941) [25] 298:15� 348:15 0:10� 60:80 37 L2=V
Coan and King (1971) [26] 298:14� 373:07 1:73� 5:15 22 V
Zawisza and Malesinska (1981) [27] 323:15� 473:15 0:15� 5:39 47 L1=V
Nakayama et al. (1987) [28] 298.19 3:63� 10:99 8 L1=L2
Briones et al. (1987) [29] 323.14 6:82� 17:68 14 L1=V
Müller al. (1988) [30] 373:12� 473:11 0:33� 7:80 84 L1=V
King et al. (1992) [31] 288:15� 313:15 5:17� 24:32 68 L1=L2
Bamberger et al. (2000) [32] 323:20� 353:10 4:05� 14:11 58 L1=V
Anderson (2002) [33] 274:15� 288:15 0:08� 2:18 54 L1
Valtz et al. (2004) [11] 278:22� 318:23 0:47� 7:96 47 L1
Koschel et al. (2006) [13] 323:10� 373:10 2:06� 20:20 8 L1=V
Tabasinejad et al. (2011) [8] 422:98� 478:35 3:85� 43:48 28 V
Han et al. (2011) [14] 313:00� 333:00 0:10� 2:50 17 L1
Hou et al. (2013) [16] 298:15� 448:15 1:09� 17:46 78 L1=V
Guo et al. (2014) [20] 288:15� 473:15 10:00� 60:00 65 L1
Meyer and Harvey (2015) [19] 283:15� 353:15 0:50� 5:01 58 V
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� CO2-rich liquid phase. There is a need for accurate LLE mea-
surements, primarily at temperatures below 298 K. The most
recent measurements of this phase at 298.15 K [16] should be
checked, since they are highly inconsistent with older experi-
mental works found in the literature [31,88].

4.1.2. Density measurements

4.1.2.1. Aqueous phase. Recently, Hu et al. (2016) [34] evaluated
density data for the CO2/H2O system, and performed measure-
ments to close some of the gaps. They also presented a density
correlation for the apparent molar volume vF;CO2

of CO2, a mixture
property defined by:

v ¼ xH2O$v
pure
H2O

þ xCO2
$vF;CO2

:

Although vF;CO2
depends on temperature and pressure, it is

effectively independent of the CO2 concentration. The density
model reproduces all reliable density measurements within 0.45%,
and is claimed to be valid in the fluid phase region from 273.15 K to
573.15 K and pressures up to 120 MPa. Hu et al.’s correlation results
were used as a reference for the accuracy evaluation of the aqueous
phase density predictions by the thermodynamic models explored
Fig. 4. The measurements used for fitting illustrated in TP-space. Symbols: vapor
phase V; aqueous liquid phase L1; CO2-rich liquid phase L2. Black curve: pure-
component saturation curves. Gray curve: hydrate formation boundary.
in this study.

4.1.2.2. CO2-rich phase. We use the EoS-CG model as the bench-
mark for density predictions of the CO2-rich phases, since it re-
produces all measurements almost within the experimental
accuracy [36]. The most reliable density data can be found in the
temperature range 323e619 K and for pressures up to 16.4 MPa;
they are reproduced within 0.2% by EoS-CG [36]. Below 333 K and
between 10 and 300 bar, the CO2-rich phases have densities
essentially equal to the density of pure CO2 [37]; EoS-CG reproduces
the pure-component densities within the experimental uncer-
tainty. However, accurate measurements of the density of the CO2-
rich phases above 16.4 MPa should be performed.

4.2. Evaluation of regressed thermodynamic models in predicting
the PVTxy behavior of the CO2/H2O mixture

Using the most accurate solubility data identified in Sec. 4.1, we
have fitted the mixing rules of several EoS with the total number of
fitting parameters varying from one to four. The data used in the
fitting process as well as their temperature and pressure ranges are
provided in Table 3. In all cases, we used the methodology elabo-
rated in Sec. 3.

4.2.1. The thermodynamic model evaluation
The fitted parameters as well as the performance of the result-

ing models are presented in Table 5. To ease the readability of
Table 5, abbreviations are repeated and explained in Table 4. To
gauge the performance of the models in predicting the densities,
we compared themodels to EoS-CG for the CO2-rich phase (ry), and
Hu et al.’s correlation for the aqueous phase (rx). Densities for both
phases were evaluated in the temperature range 283e473 K in
intervals of 10 K and at the pressures 0.5, 1, 5, 10, 20, 30, 40, 50 MPa.
The densities were computed using the saturation composition as
determined from EoS-CG at these TP-values, and not the saturation
composition as determined by each individual model.

While the solubility predictions depend strongly on the mixing
rule, this is not the case for the density predictions, cf. Table 5. This
is a result of the low mutual solubilities in the CO2/H2O -mixture,
causing the densities of the H2O -rich and the CO2-rich phases to be
close to those of pure H2O and CO2, respectively.

We note that all the models that have been studied in this work
accurately reproduce the VLLE curve in TP-space. This is because all
the models detect VLLE very close to the saturation curve of pure
CO2, and all models reproduce the saturation curves within a



Table 4
Explanation of abbreviations used in Table 5.

Abbreviation EoS (reference comp./assoc. schemes) Mixing rule (Nr. of par.) a-correlation

PR-UMR PR UNIFAC Classic
VTPR PRþvolume shift UNIFAC Classic
SRK SRK Quadratic (1) Classic
PR PR Quadratic (1) Classic
CSP-SRK-C1 CSPSRK (C1) Quadratic (1) Classic
CSP-SRK-C3 CSPþSRK (C3) Quadratic (1) Classic
CSP-SRK-R23 CSPþSRK (R23) Quadratic (1) Classic
PC-SAFT-02B PC-SAFT (CO2:0, H2O:2B) Simpl. PC-SAFT (1) e

PC-SAFT-04C PC-SAFT (CO2:0, H2O:4C) Simpl. PC-SAFT (1) e

CPA-SRK-04C CPA-SRK (CO2:0, H2O:4C) Simpl. CPA (1) Classic
CPA SRK-02B CPA-SRK (CO2:0, H2O:2B) Simpl. CPA (1) Classic
PR-HV0 PR HuroneVidal (2) Classic
PC-SAFT-02B-ORD1 PC-SAFT (CO2:0, H2O:2B) Simpl. PC-SAFT (2) e

CPA-04C-ORD1 CPAþSRK (CO2:0, H2O:4C) Simpl. CPA (2) Classic
PR-WS-TWU PR WongeSandler (3) TWU
SRK-WS-TWU SRK WongeSandler (3) TWU
PC-SAFT-02B-ORD2 PC-SAFT (CO2:0, H2O:2B) Simpl. PC-SAFT (3) e

PCP-SAFT-02B PC-SAFTþAQQ
CO2 (CO2:0, H2O:2B) Simpl. PC-SAFT (3) e

CPA-SRK-04C-ORD2 CPA-SRK (CO2:0, H2O:4C) Simpl. CPA (3) Classic
CPA-SRK-S4C CPA-SRK (CO2:S, H2O:4C) Simpl. CPA (3) Classic
CSP-SRK-C1-HV1 CSPþSRK (C1) HuroneVidal (4) Classic
CSP-SRK-C3-HV1 CSPþSRK (C3) HuroneVidal (4) Classic
CSP-SRK-R23-HV1 CSPþSRK (R23) HuroneVidal (4) Classic
SRK-HV1-TWU-VS SRKþvolume shift HuroneVidal (4) TWU
PR-HV1 PR HuroneVidal (4) Classic
PR-HV1-TWU PR HuroneVidal (4) TWU
PR-HV1-TWU-VS PR þ volume shift HuroneVidal (4) TWU
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couple of percent. In other words, any model that is able to accu-
rately fit the saturation pressure of CO2 seems to also reproduce the
VLLE curve well.

In Fig. 5 we have illustrated the best solubility fits we obtained
using one, two, three and four fitting parameters, respectively. The
figure highlights that two types of thermodynamic models give
generally more accurate solubility predictions for the CO2/H2O
mixture; PC-SAFT using the 2B scheme for water and 0 for CO2, and
cubic EoS with HuroneVidal mixing rules. We next discuss the
results for each EoS, highlighting their strengths and weaknesses.

4.2.1.1. Cubic EoS and multiparameter EoS. Table 5 and Fig. 5 high-
light the remarkable ability of simple cubic EoS to accurately
reproduce even complex phase behavior if the right mixing rule is
applied. This is in line with results from e.g. Austegard et al. [89],
but unlike themwe find that the extra fitting parameters in the PR-
HV2-TWU model (6 parameters) do not significantly lower the
solubility AAD beyond what PR-HV1-TWU (4 parameters) offers. A
comparison of PR-HV1 and PR-HV1-TWU in Table 5 shows that the
effect of using the more accurate TWU alpha correlation is to
decrease the solubility AAD for the CO2-rich phase by 3 percentage
points. Although the liquid-phase density predictions from stan-
dard cubic EoS are generally poor, a simple volume shift greatly
ameliorates this for the aqueous phase, at the slight expense of the
CO2-rich phase density.

It is remarkable that the PR-HV1-TWU model, with only four
fitting parameters, exhibits a lower total solubility AAD (4.5%) than
the very recently fitted multiparameter EoS-CG (8.0%). However, it
must be emphasized that EoS-CG was not fitted directly to the data
chosen in this work, and was fitted to more properties than just
phase compositions and densities. Moreover, it is clear from Table 5
that GERG-2008 has not been fitted to aqueous phase composi-
tions. However, the twomultiparameter EoS predict densities more
accurately than the other models.

4.2.1.2. Group contribution approaches. Table 5 shows that the two
group contribution EoS PR-UMR and VTPR are more accurate than
the standard cubic EoS in terms of the total solubility AAD, even
though the latter were equipped with one interaction parameter
fitted directly to the data. In particular, the VTPR model displays a
total solubility AAD of 26.0%, which is less than half of the AAD of
SRK (53.0%) and PR (52.3%). This means that the group contribution
parameters that have been fitted in VTPR and PR-UMR capture
some of the nonideality in the CO2/H2O system. However, similar to
multiparameter EoS, group contribution EoS require that high-
quality data have been used in the initial fit. When fitting GC
models, the parameters for a group must be fitted to data for
several components containing that group, and the effects must be
de-coupled from the effects of other groups in those components.
The reliance on high-quality experimental data, combined with the
amount of work needed for fitting, are among the main drawbacks
for this type of model.

4.2.1.3. Corresponding states models. Corresponding states (CSP)
models are capable of achieving the same accuracy as cubic EoS for
the solubility, while generally improving density predictions
compared to cubic EoS without volume shift. Using the TWU alpha
corelation and volume shift for the CSP models will likely bring the
solubility and density AADs down to that of PR-HV1-TWU-VS. We
observe that usingmethane (C1) as reference component in the CSP
model gives the most accurate solubility predictions, but using
fluoroform (R23) gives the best density predictions. The best
reference component therefore varies with the thermodynamic
property sought, which is a drawback of the CSP modeling
approach.

4.2.1.4. Association EoS. Association EoS are able to accurately fit
the solubility data, with the PC-SAFT-02B model being the most
accurate SAFTmodel in terms of solubilities. However, they come at
the price of increased computational time and complexity
compared to cubic EoS. Moreover, the temperature-dependence of
the interaction parameter in the SAFT models used in this paper
must be improvised, where we have used a constant, linear or
quadratic polynomial. This is in contrast to cubic EoS, where e.g. the



Table 5
AADs and interaction parameters for the models fitted to the data in Table 3. The x column lists AADs for solubility of CO2 in H2O, while the rx column gives the AADs for
aqueous phase densities; analogously, y signifies the CO2-rich phase. The columns entitled “Total” give the total AAD over all phases. In the HuroneVidal and WongeSandler
mixing rules, index 1 is CO2 and 2 is H2O. We have introduced the reference temperature T0 ¼ 1000 K to get adimensional interaction parameters.

Model x y Total rx ry Total Interaction parameters

Zero fitted interaction parameters
PR-UMR 63.8 17.7 42.5 3.5 2.3 2.9 e

VTPR 10.7 43.8 26.0 3.3 3.3 3.3 e

One fitted interaction parameter
SRK 88.6 11.6 53.0 25.7 4.6 15.2 k12 ¼ 0:1513
PR 89.9 8.7 52.3 16.3 1.6 9.0 k12 ¼ 0:1697
CSP-SRK-C1 89.7 7.0 51.4 25.7 2.5 14.1 k12 ¼ 0:1909
CSP-SRK-C3 89.2 10.0 52.5 21.4 0.9 11.2 k12 ¼ 0:1673
CSP-SRK-R23 89.4 7.9 51.7 12.3 3.1 7.7 k12 ¼ 0:1827
PC-SAFT-02B 23.8 10.2 17.5 7.8 1.3 4.5 k12 ¼ �0:005927
PC-SAFT-04C 17.8 30.9 23.9 0.7 1.2 1.0 k12 ¼ �0:03646
CPA-SRK-04C 15.8 35.3 24.9 0.8 2.4 1.6 k12 ¼ �0:004900
CPA-SRK-02B 97.2 6.1 55.0 0.9 1.7 1.3 k12 ¼ 0:1383
Two fitted interaction parameters
PR-HV0 9.8 12.7 11.1 16.3 1.8 9.0 g12

RT0
¼ 4:669; g21

RT0
¼ �3:130

PC-SAFT-02B-ORD1 12.8 8.5 10.8 7.8 1.2 4.5
k12 ¼ �0:09262þ 0:2529

�
T
T0

�
CPA-SRK-04C-ORD1 10.2 35.5 21.9 0.8 2.5 1.6

k12 ¼ �0:1346þ 0:3987
�

T
T0

�
Three fitted interaction parameters
PR-WS-TWU 15.1 7.5 11.6 15.9 2.8 9.3

�
k12 ;

g12
RT0

; g21RT0

�
¼
�
0:2905;12:27

�
T
T0

�
;�5:421

�
T
T0

��

SRK-WS-TWU 16.2 7.9 12.4 25.4 6.3 15.8
�
k12 ;

g12
RT0

; g21RT0

�
¼
�
0:2992;12:24

�
T
T0

�
;�5:391

�
T
T0

��
PC-SAFT-02B-ORD2 8.3 8.8 8.6 7.8 1.2 4.5

k12 ¼ �0:3990þ 1:988
�

T
T0

�
� 2:404

�
T
T0

�2

PCP-SAFT-02B-ORD2 8.9 10.2 9.5 7.8 1.3 4.6
k12 ¼ �0:5363þ 2:221

�
T
T0

�
� 2:474

�
T
T0

�2

CPA-SRK-04C-ORD2 10.2 35.5 21.9 0.8 2.5 1.6
k12 ¼ �0:1401þ 0:4143

�
T
T0

�
� 0:00277

�
T
T0

�2

CPA-SRK-S4C 9.7 14.2 11.8 0.8 2.2 1.5 ½k12; ε1=ðRT0Þ; k1� ¼ ½0:08831;2:595;5:687,10�5�
Four fitted interaction parameters
CSP-SRK-C1-HV1 3.8 7.6 5.6 25.6 2.7 14.2 g12

RT0
¼ 6:362� 4:562

�
T
T0

�
; g21

RT0
¼ �3:745þ 1:786

�
T
T0

�

CSP-SRK-C3-HV1 3.8 10.8 7.1 21.3 1.2 11.3 g12
RT0

¼ 6:313� 4:214
�

T
T0

�
; g21

RT0
¼ �3:779þ 1:568

�
T
T0

�

CSP-SRK-R23-HV1 5.9 8.4 7.1 12.2 2.9 7.5 g12
RT0

¼ 6:609� 5:387
�

T
T0

�
; g21

RT0
¼ �3:935þ 2:358

�
T
T0

�

SRK-HV1-TWU-VS 4.1 5.5 4.8 3.6 2.5 3.1 g12
RT0

¼ 5:820� 2:565
�

T
T0

�
; g21

RT0
¼ �3:339þ 0:1390

�
T
T0

�

PR-HV1 3.5 8.6 5.9 16.3 1.7 9.0 g12
RT0

¼ 5:772� 2:610
�

T
T0

�
; g21

RT0
¼ �3:346þ 0:2419
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T0

�

PR-HV1-TWU 3.5 5.6 4.5 16.3 1.7 9.0 g12
RT0

¼ 5:831� 2:559
�

T
T0

�
; g21

RT0
¼ �3:311þ 0:03770
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T
T0

�

PR-HV1-TWU-VS 3.5 5.6 4.5 3.5 2.2 2.8 g12
RT0

¼ 5:831� 2:559
�

T
T0

�
; g21

RT0
¼ �3:311þ 0:03770

�
T
T0

�
Multiparameter EoS
GERG-2008 85.2 9.8 50.3 2.1 0.6 1.3 e

EoS-CG 9.3 6.5 8.0 0.6 e e e
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HuroneVidal mixing rule has a temperature-dependence that has
been thoroughly validated by the scientific community. Interest-
ingly, we note that although PC-SAFT-02B is the most accurate as-
sociation EoS in terms of solubilities, it is the worst in terms of
densities; PC-SAFT-04C is the most accurate association EoS for
density predictions.

Interestingly, using the 0 scheme for CO2 and the 2B scheme for
H2O in PC-SAFT yields accurate solubility predictions, but using the
same schemes for CPA does not. Indeed, it appears that the best
choice of scheme for each of CO2 and H2O depends both on the
application and the choice of association EoS. For instance, it is
generally accepted that CO2 should be modeled as non-associating
when in a hydrocarbon mixture. However, if CO2 is modeled as
non-associating in the CO2/H2O system, neither CPA-SRK nor CPA-
PR are able to describe the increased H2O solubility in the CO2-rich
liquid phase compared to the vapor phase [80,90]; PC-SAFT-02B, on
the other hand, is able to describe it. Tsivintzelis et al. [80] specu-
lates that this is due to a cancellation of errors in PC-SAFT-02B.
Previous works [8,90] have shown that for the CPA-PR EoS, the
best results are obtained when CO2 is modeled as a self- and cross-
associating molecule; this stands in contrast to the results with
CPA-SRK, which performs best when only cross-association (i.e.
solvation) is allowed, cf. Table 5.

The pure-component parameters in CPA and PC-SAFT are usu-
ally fitted to saturation pressures and liquid densities, and for self-
associating components they generally yield [91] more accurate
densities than cubic EoS. However, this comes at the expense of not
being capable of reproducing the critical temperature and pressure



Fig. 5. The bar chart presents the total solubility AAD for the most accurate EoS from
Table 5 with a given number of fitting parameters. The most accurate thermodynamic
model is indicated in parentheses.

Table 6
Accuracy of extrapolations for selected models. We compared against 52 ðT; PÞ
points for the CO2 solubility in the range 293� 573 K, 10� 120 MPa, and 12 ðT; PÞ
points for the H2O solubility in the range 423� 478 K, 71� 129 MPa. Density AADs
were computed over the union of two uniform 5� 5 grids in TP-space: (1) 285� 478
K and 65� 120 MPa, (2) 478� 573 K and 10� 120 MPa. Reference densities are
computed from Hu et al.’s model (rx) and EoS-CG (ry).

Model x y rx ry

VTPR 11.6 96.8 6.8 3.5
CPA-SRK-04C 15.6 55.6 0.7 2.7
PC-SAFT-04C 14.6 50.2 1.6 1.6
PC-SAFT-02B 21.6 67.4 6.4 1.1
PC-SAFT-02B-ORD2 11.9 48.1 6.5 0.9
PR-WS-TWU 21.3 88.6 17.1 12.7
CPA-SRK-S4C 18.6 46.3 0.8 2.9
CSP-SRK-C1-HV1 6.8 9.2 25.6 4.9
CSP-SRK-C3-HV1 7.0 4.7 22.2 3.4
PR-HV1-TWU-VS 5.6 12.7 6.8 1.7
EoS-CG 14.8 10.1 2.0 e
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of the fluid, and results in an inconsistent representation of the
region near the critical point. This problem has been discussed in
the literature [92,93].
4.2.2. The extrapolation behavior
We shall next evaluate the ability of the models to predict data

outside the temperature and pressure range used to fit their mixing
rules. Instead of fitting excessively many parameters to unvalidated
data measured at extreme temperatures and pressures, it may be
better to fit fewer parameters to more reliable data, and then
extrapolate to regions where reliable measurements are scarce. A
priori, one would expect that such an approach is more sound
when using a first-principles model such as PC-SAFT. To test this,
we computed solubility and density AADs for themodels using data
outside of the fitting range. For solubilities, we used the aqueous
phase data by Guo et al. [20], and CO2-rich phase data from Taba-
sinejad et al. [8], but included only the data for which the
Fig. 6. Densities as computed from CPA-SRK-04C (dashed curve), PR-HV1-TWU-VS (dotted
correlation by Hu et al. [34], while EoS-CG is the reference model for the CO2-rich phase. D
kink at 298 K in Fig. 6b is due to the transition from VLE to LLE.
temperature exceeded 478 K or the pressure exceeded 61 MPa.
Results for selected models are given in Table 6.

Fig. 6 illustrates how the densities computed from PR-HV1-
TWU-VS and CPA-SRK-04C compare with the reference densities
provided by EoS-CG. In the aqueous phase, CPA-SRK-04C is very
accurate, while PR-HV1-TWU-VS performs poorly even with the
volume shift. In the CO2-rich phase, the density predictions of PR-
HV1-TWU-VS are closer to the reference densities (from EoS-CG)
than CPA-SRK-04C, especially at high temperatures and pres-
sures; however, there does not exist any density measurements of
the CO2-rich phase at these extreme conditions, and EoS-CG is also
extrapolated here. The density extrapolations of both examined EoS
have the correct trend, i.e the partial derivatives of rðT ; PÞ have the
correct sign and comparable magnitudes.

Table 6 shows that the CSP-HV1 models have by far the best
extrapolative abilities for the solubilities. PR-HV1-TWU-VS, which
is the best model for predicting solubilities in the fitting region,
yields poor solubility extrapolations in the CO2-rich phase. Indeed,
Fig. 7b shows that PR-HV1-TWU-VS incorrectly predicts that the
solubility of H2O in the CO2-rich phase decreases with pressure. The
curve) and reference model (solid curve). The reference model for the aqueous is the
ensities have been computed at saturation compositions, as calculated by EoS-CG. The



Fig. 7. Extrapolation of solubilities outside the region of fitting. PR-HV1-TWU (solid curve), EoS-CG (dashed curve), and CPA-SRK-04C (dotted curve). The kink at 293.15 K in Fig.7a is
due to the transition from VLE to LLE.

A. Aasen et al. / Fluid Phase Equilibria 442 (2017) 125e139136
model which uses the WongeSandler mixing rules also extrapo-
lates very poorly for the CO2-rich phase, even though Table 5 shows
that it reproduces the CO2-rich phase data used for fitting well.
Almost all the extrapolated models give a more accurate CO2 sol-
ubility than H2O solubility. This may mean that the high-pressure
CO2-rich phase data by Tabasinejad et al. [8] are inaccurate, or
that it simply is more difficult to predict.
4.2.3. A discussion of previous modeling approaches
It is important to discuss the present work in light of previous

modeling efforts aiming to accurately represent the PVTxy behavior
of CO2/H2O mixtures. Zhao and Lvov [94] evaluated a model for the
CO2/H2O-system similar to the HuroneVidal mixing rule used here,
by incorporating an NRTL-like temperature dependence into the
WongeSandler mixing rule, in addition to a first-order composition
dependence for the binary interaction parameter. Such a model is
likely to be just as successful as the HuroneVidal mixing rule, and it
is physically more correct in the sense that it gives the theoretically
correct composition dependence of the second virial coefficient.
Some of the data used in the fitting process by Zhao and Lvov are of
questionable quality, e.g. the LLE data by Hou et al. [16]. In the
fitting process, four parameters per temperature were used,
whereas the best model in our study (PR-HV1-TWU-VS) uses four
parameters in total. Hence, their model would be easier to use if a
temperature correlation simpler than cubic splines were
developed.

Tsivintzelis et al. [80] concluded that CPA-SRK is a good model
for the CO2/H2O system if the 4C scheme is used for water and CO2

is modeled as solvating, a conclusion supported by Table 5. The
concept of solvationwas implemented, as in this work, bymodeling
CO2 as having sites all of the same polarity, with a corresponding
association strength ε and an association volume k. However, a
problem with the solvation approach arises if CO2 is in a mixture
where it solvates with more than one molecule. Indeed, examining
the results by Tsivintzelis et al. [80], the values of the association
strength and association volume of CO2's association site(s) are
seen to depend on the component CO2 is interacting with. With the
current model for solvation, ε and k thus lose their physical sig-
nificance as pure-component parameters, and instead become
fittable binary interaction parameters. It is thus not clear whether
the improved accuracy of the solvation approach is due to a phys-
ically more correct model, or the result of including more fitting
parameters. Indeed, both CPA-PR and PC-SAFT are capable of rep-
resenting the CO2/H2O mixture to a good accuracy without using
the solvation approach. However, although certain features of CPA
sometimes appear more like correlations than physical models, in
practice it has proven enormously successful in reproducing the
behavior of complex mixtures [41,95,96].

Tang and Gross [83] modeled phase equilibria of various mix-
tures containing acid gases with both PC-SAFT and PCP-SAFT,
showing that PCP-SAFT offers systematic improvements
compared to PC-SAFT. The CO2/H2O systemwas modeled with PCP-
SAFT (but not PC-SAFT), and they used a quadratic temperature
dependence of the kij parameter. In other words, their model cor-
responds to PCP-SAFT-02B-ORD2 in Table 5, the only difference
being that we use simplified mixing rules; that this difference is
insignificant is indicated by the fact that our fit of PCP-SAFT-02B-
ORD2 gave optimal parameters very close to the ones found in
83. From Table 5 we draw the conclusion that modeling the
quadrupolar moment of CO2 does not improve the fit for the CO2/
H2O system. This possibly stems from the interdependence of
associating interactions and dipolar interaction not being accoun-
ted for, seeing as the dipole moment of water is not explicitly
modeled. Tang and Gross [83] outlined a remedy to this problem: to
choose a dipolar reference fluid in the association theory under-
pinning the PCP-SAFT model. To the best of our knowledge, this
approach has not yet been realized within the PC-SAFT framework.

Tang and Gross [83] also present a modified mixing rule for the
dispersive term in PCP-SAFT, utilizing an extra, asymmetric binary
interaction parameter lij, yielding improved results on the binary
system H2S/CH4. Considering the success of the asymmetric Hur-
oneVidal mixing rule demonstrated in Table 5, implementing such
an approach has the potential to lower the AAD of the fit. However,
the modified mixing rule is not given a physical interpretation, and
one can thus question what its benefits are compared to a physi-
cally sound approach such as e.g. explicitly modeling the octapole
moment of CH4.

Austegard et al. [89] fitted an SRK-HV2 model and obtained an
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AAD of 2.6% for the solubility of CO2 in H2O and 7.4% for H2O in CO2.
In addition to using less and older data than this work, the data that
deviated substantially from the model were not included when
computing the AAD. For applications below 61 MPa and 478 K, we
recommend using the parameters presented in Table 5 for accurate
representation of the CO2/H2O -mixture with HuroneVidal mixing
rules.

The SAFT-LJ EoS by Sun and Dubessy [91] is another EoS from the
SAFT family that uses the Lennard-Jones intermolecular potential to
describe dispersion interactions. All terms have physical meaning.
In addition to accounting for the self-association of H2O, it explicitly
accounts for both the quadrupole moment of CO2 and the dipole
moment of H2O. It is able to correlate the CO2/H2O solubility
behavior well, but is extremely complex and computationally
intensive, and needs improvised correlations for interaction pa-
rameters. The model may need to be re-fitted, as some measure-
ments they have used in the fitting process (e.g. dew point data by
T€odheide and Franck [87]) are of questionable accuracy.

5. Conclusion

This work presented a comprehensive comparison of a wide
selection of thermodynamic models for describing the PVTxy
behavior, i.e. the densities and the phase compositions, of CO2/H2O
-mixtures. All thermodynamic models were fitted to the same
experimental data and compared on the same basis. This allowed
us to make rather general statements.

First, the most accurate experimental datawere identified in the
temperature range 273e478 K and for pressures below 61 MPa, by
conducting a critical, up-to-date literature survey. The literature
survey revealed that the phase behavior of water saturated with
CO2 is well-characterized experimentally, both when it comes to
CO2 concentration and densities. For the CO2-rich phases however,
we identified temperature and pressure ranges where accurate
measurements are needed, both with respect to densities and
phase compositions.

The most reliable data were next used to fit the binary inter-
action parameters of awide range of thermodynamic models: cubic
equations of state (EoS) with quadratic/WongeSandler/Hur-
oneVidal mixing rules, PC-SAFT, PCP-SAFT and CPA with different
association schemes, and corresponding states models with various
reference fluids. The predictive ability of the models was tested by
comparing to data outside of the TP region used in the parameter-
fit. We discussed strengths and weaknesses of the thermodynamic
models. The multiparameter EoS-CG, PC-SAFT, and cubic EoS with
HuroneVidal mixing rules and volume shift, were found to repre-
sent the experimental data most accurately.

The association EoS outperformed cubic EoS when only a few
binary interaction parameters were used, but the flexibility of the
HuroneVidal mixing rule in representing solubility behavior was
apparent when enough parameters were employed. The associa-
tion EoS were capable of better density predictions than cubic EoS,
evenwhen applying a volume shift to the latter. The corresponding
states approaches we tested performed on-par with cubic EoS
without volume shifts, but had better extrapolation abilities. One
drawback of association EoS compared to the other EoS is that they
misrepresent the critical region of pure components, a deficiency
that carries over to mixtures.

At least three fitting parameters were needed to represent the
PVTxy behavior of CO2/H2O mixtures within an accuracy of 10%,
where PC-SAFT with the 2B association scheme for water was most
accurate for representing the solubility. By including a fourth
parameter, it was possible to improve the accuracy in the prediction
of phase compositions, where the PengeRobinson cubic EoS with
HuroneVidal mixing rules and volume shift gave the best results
with an average accuracy of 4.5% and 2.8% for predicting phase
compositions and densities respectively. However, this model gave
the incorrect trend for the solubility when extrapolated to extreme
pressures in the CO2-rich phase. The most accurate multiparameter
EoS, EoS-CG, exhibited an average accuracy of 8.0% and 0.6% for
predicting phase compositions and aqueous densities respectively.
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