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Summary

We are living in the age of internet where massive amount of information is produced from
various digital resources on daily basis. The information of these resources is typically
stored in unstructured textual format such as reports, news, e-mails, blogs, etc., therefore,
a proper classification and organization of this huge amount of information is apparently
needed. In this regard, an automatic classification, particularly ontology-based classifica-
tion, plays an important role in helping people to classify and organize the information
accordingly. The ontology-based classification system is an automatic system that utilizes
the ontology in order to take advantages of organizing and classifying the knowledge in a
more structural and formal way, thus providing better classification accuracy comparing to
the traditional keyword-based classification system.

The performance of an ontology-based document classification system can be affected
by several aspects involved in the entire classification process that generally is constituted
of steps such as document collection and preprocessing, document representation, dimen-
sionality reduction, and the classifier. It is almost impossible to address all these research
aspects in order to obtain performance improvement in a single dissertation research work,
therefore we selected to work on the aspects that we consider are either rarely studied or
have a crucial role on the ontology-based classification system.

Document representation is one of the main aspects that affects the performance of
ontology-based document classification, thus the first research aspect that we investigated
is enriching document representation with semantics utilizing the background knowledge
exploited by ontologies. The background knowledge derived from an ontology is embed-
ded in a document using a matching technique. The idea behind this technique is mapping
of terms that occur in a document with the relevant ontology concepts by searching only
the presence of concepts labels in that document. Searching only the presence of concepts
labels occurring in a document limits the capabilities of the classification system to capture
and exploit the entire conceptualization involved in that document due to the semantic gap
issue, the lack of an in depth-coverage of concepts, and the ambiguity problem. In this the-
sis, the focus is placed on the conceptual document representation, in which, a document is
associated with a set of concepts not only by looking for the appearance of concept labels,
but also through the acquisition of lexical information integrated (linked) to the ontology
to enriching its coverage with new concepts. In this respect, an automatic ontology concept
enrichment model is developed to enrich ontologies with new concepts in order to provide
a broader coverage for document representation. The proposed model explores textual
data and relies on semantic and contextual information of terms occurring in a discourse.

The performance of ontology-based document classification is highly dependent on the
relevance of concepts that is indicated by weights. The weights reflect the discriminative
power of concepts with respect to the documents and are typically computed through the
frequency of occurrences of concepts in these documents. Thus, the second research aspect
that we studied in this research work is enhancing the existing concept weighting scheme
by introducing the notion of concept importance. Concept importance assesses the con-
tribution of a concept in discriminating between documents depending on its position in
the ontology hierarchy. In addition, we explored the possibilities to automatically evaluate
the concept importance and a Markov-based approach is developed. Further, we aggre-
gated concept importance and concept relevance in order to enhance the concept weighting
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scheme and thus to improve the concept vector space representation model.
Lastly, the third research aspect studied in this dissertation is related to improving clas-

sification accuracy by taking the advantages of the ontology enrichment model, and the
enhanced concept weighting scheme developed while studying the first and the second
research aspect respectively. We proposed a document classification approach that relies
on an ontology whose coverage is widen using the ontology enrichment model SEMCON
and the weights of concepts are assessed through the new concept weighting technique
composed of concept relevance and concept importance. Extensive experimental results
demonstrated a considerable improvement of the classification effectiveness.
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Part I

Introduction

1





This part presents an overview of this thesis. In Chapter 1, we provide some back-
ground information on ontology-based classification, and then we discuss our mo-
tivations and research questions that have been addressed in this thesis. Chapter 2
investigates the state of the art in context to the research aspects studied in this the-
sis. Our contributions and their connections to the published articles are presented in
Chapter 3.





Chapter 1

Introduction

This chapter presents a synopsis of the research work done during my PhD. First, it pro-
vides some background information about ontology-based classification and a discussion
about our motivations. Next, it outlines the objective and research questions followed by
the list of published articles and their connections to the research questions. Finally, it
depicts the structure of this thesis.

1.1 Background and Motivation

Nowadays, the web is the main source of information which is growing rapidly. This infor-
mation is coming from various unstructured resources in forms of emails, reports, news,
blogs, views, among others. Accessing and retrieving massive amount of such resources is
not an easy task, therefore, the need of an automatic retrieval of useful knowledge in order
to assist the human analysis is apparent. Automatic text document classification plays a
vital role in this regard.

Automatic text document classification also known as text categorization is the process
of automatically assigning a text document from a given domain to one or more class labels
from a finite set of predefined categories.

The first step in text document classification process is the preprocessing where a doc-
ument has to be converted from a full text version to a document as a vector of features.
The vector space model (VSM) is one of the simplest and most common models for rep-
resenting documents and is widely used in document classification [75]. In this model, a
document is typically represented as bag of words where each word/term is represented
as a dimension in a vector space and independent to other terms in the same document.
Numeric values are assigned to each term in order to show the relevance of that term for
distinguishing a document from the other documents. To compute these numeric values,
the vector space model uses the tf*idf weighting scheme which is composed of two main
factors: 1) the document specific statistic factor called term frequency tf, which shows the
importance of a term in a particular document, and 2) the global statistic factor called in-
verse document frequency idf, which indicates how widely a term is distributed over the
collection of documents.

Even though vector space document representation model has proved to be very sim-
ple and commonly used in the domain of text classification, it however has some limi-
tations [6, 7, 150]. The main limitation of this model is the ignorance of dependencies
of terms, i.e. grammatical relations, their hierarchical structure, i.e. taxonomic and non-
taxonomic, and ordering in a text document [93, 94]. In order to address the limitations of
VSM, several approaches have been proposed in the literature. These approaches make a
step away from string literals (keyword) based representation towards meaning (semantic)
based document representation. This content based document representation is achieved
by using the background knowledge constructed from thesaurus or ontologies [14, 88, 104,
137, 151]. In particular, WordNet [44] has been widely used to construct the background
knowledge for improving representation of documents [64, 78, 88]. WordNet is a lexical
database which groups terms into set of synonyms called synsets and each of these sets is
considered one concept. These concepts are linked together using semantic relationships
such as meronyms, hypernyms, hyponyms, synonyms, etc. Accordingly, this background
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knowledge gathered from WordNet is utilized as a means to enhance the representation of
documents.

Wikipedia is also another background knowledge resource which has been used to im-
prove document representation [49, 78, 99, 151]. Wikipedia describes concepts by articles
and each concept belongs to at least one category. Semantic relations between concepts,
namely, synonymy (equivalence), hyponymy/hypernymy (hierarchical), and associative,
are described via hyperlinks used between articles. Wikipedia also deals with polyse-
mous concepts. It provides disambiguation pages which cover all possible meanings as-
sociated with the corresponding concept. Therefore, this background knowledge derived
from Wikipedia is used to add semantic information into documents, and thus to enhance
documents representation.

Ontologies have recently been emerged as a means which takes advantages of orga-
nizing the knowledge in a more structural and formal way comparing to knowledge or-
ganized in thesaurus (WordNet, Wikipedia). Ontologies consist of a set of concepts and
relations which link these concepts. Relations of ontologies are composed of taxonomy
relations and non-taxonomy relations. The taxonomy relation of concepts forms a hier-
archical tree-based structure and it is indicated as is-a relation. Non-taxonomy relation
represents partonomy (part-whole) relation which divides concept as a whole into differ-
ent parts, e.g. Norway and Sweden are part of Europe. This wide coverage of concepts and
relationships provided by ontologies is the most common background knowledge used in
literature [15, 102, 130, 131, 154] to embed the semantics into documents in order to improve
documents representation.

The background knowledge derived from an ontology or thesaurus is embedded in
a document using a matching strategy. This strategy maps terms occurring in a docu-
ment with relevant concepts. This term to concept mapping is an exact matching which is
achieved by searching only the concepts (concepts labels) that explicitly occur in a docu-
ment [150]. The relevance of concepts is indicated by weights assigned to them (concepts).
These weights reflect the discriminative power of concepts with respect to the documents
and are computed automatically using the frequency of occurrences of concepts in each
document.

The next step involved by text document classification is employing of one of the tech-
niques from machine learning to train a classifier and generate a predictive model for clas-
sifying the unlabelled documents.

The final step of the document classification process is classifying of new unlabelled
documents into the appropriate categories. To achieve this task, unclassified documents
are primarily represented as concept vectors which are then used as input to the predictive
model built by the machine learning algorithms to classify the documents appropriately.

Searching only the presence of concept labels provides limited capabilities for captur-
ing and exploiting the whole conceptualization involved in user information and content
meanings. These capabilities limitations occur due to the following reasons: 1) semantic
gap issue - the domain ontology used for indexing may have different focus (intention)
and does not cover parts (content aspects) of the document that are of interest to some
users [11], 2) an in depth coverage of concepts is often not available, and 3) term to con-
cept matching is a many to many mapping due to linguistic forms such as polysemy and
synonymy [46] and this phenomenon leads to an ambiguity issue.

The weighting scheme employed by the existing approaches represents also a limitation
for conceptual document representation. The weights of concepts are basically computed
using the tf*idf weighting scheme which reflects only the relevance of concepts [24, 45]. It
is a well-known fact that some concepts are better at discriminating between documents
than the others, which means that various concepts of an ontology contribute differently.
The contribution depends on the position/location of concepts in the ontology hierarchy
and it is indicated by its corresponding importance.

In this research, emphasis is given to the conceptual document representation where a
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document is associated with a set of concepts not only by checking the presence of concept
labels, but also by identifying and extracting lexical information attached to the ontologies.
The need for integrating (attaching) ontologies and lexical information is a main issue for
the next generation tools envisaged by the semantic web [119] and depending on the fi-
nal result we intend to achieve, the integration can be used to enrich the coverage of an
ontology or to build a system which covers properties of an ontology and a lexical infor-
mation [110]. In this research, we aim to link ontologies and lexical information in order to
enrich the coverage of an ontology with new concepts and therefore an emphasis is placed
on exploring and analysing the approaches and techniques to deal with ontology enrich-
ment issue. In this regard, we pay close attention to the strategies and techniques to deal
with the word sense disambiguation problem which occurs due to the fact that a term may
appear within more than one concept labels. In this thesis, we are also looking at models
for enhancing the existing concept weighting scheme using the concept importance which
provides the capabilities to reflect the contribution of concepts in an ontology.

1.2 Objective and Research Questions

This research work aims to explore new methods and techniques for conceptual represen-
tation of documents by using ontologies as a background knowledge in order to improve
text document classification. So with this background, we formulated the main objective
as follows:

Main Research Objective: Improve text document classification effectiveness using ontolo-
gies.

The main goal of this research is to improve text document classification performance
in terms of effectiveness using ontologies as background knowledge. Ontologies pro-
vide a broad coverage of concepts which enable to derive the semantic representation
of documents, therefore, we aim to utilise concepts of ontologies as a means to im-
prove document classification effectiveness.

To achieve this main objective, the theme of the research is divided into two sub-
objectives:

Objective 1: Explore and analyse new strategies and techniques for enriching ontologies
with new concepts.

The objective is to explore new possibilities for conceptual document representation
in order to overcome the limitations of state of the art document representation tech-
niques (recall Section 1.1). Moreover, the focus of this objective is to explore and de-
velop new strategies and techniques for identification and extraction of lexical infor-
mation attached to the ontology concepts, which, in literature, is referred as ontology
concept enrichment.

Objective 2: Explore and improve concept vectors with new concept weighting scheme capa-
ble to consider and assess automatically the importance of concepts of the ontology.

The core of this objective is to investigate the contribution of ontology concepts in
terms of concept’s discriminating power. This contribution is represented by concept
importance. Furthermore, an emphasis is placed on approaches to compute automat-
ically concept importance which then can be aggregated with concept relevance in
order to enhance the concept weighting scheme used in concept vectors.

According to the objectives above, the following research questions were raised:

Research Question 1: Can the text document classification effectiveness be improved by
enriching the ontologies used as the background knowledge?
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This research question is the core of this research work and the main challenge of this
question is to determine whether the performance of text document classification can
be improved by enriching the ontologies used as the background knowledge, and
by enhancing the concept vectors through incorporating concepts importance into
weighting scheme.

Research Question 2: How can we use semantic and contextual information of terms within
a discourse for enriching an existing ontology with new concepts? What influence do they
have on the quality of ontology enrichment?
The main challenge of this research question is exploring and developing an effective
method for enriching ontologies, which, besides the contextual information, would
also take into account the semantic information of terms appearing within a dis-
course. Moreover, in this research question an emphasis is being placed on inves-
tigating the contribution of semantic and contextual information on the quality, i.e.
precision, of the ontology enrichment, and to what extent each of these components
influences the quality.

Research Question 3: What is the impact of statistical features on the performance of the
enrichment of the ontology? How and to what extent the disambiguation techniques affect the
quality of enriching an ontology?
This research question explores the contribution of new statistical features used for
deriving the context and evaluates to what extent such a contribution affects the per-
formance of the enrichment of the ontology. It has also placed an emphasis on explor-
ing the techniques for disambiguating the meaning of terms and on the evaluation of
the ontology enrichment quality and classification performance using these disam-
biguation techniques.

Research Question 4: Can we consider and assess automatically the importance of the con-
cepts of an ontology in order to improve the concept vectors with new weighting scheme?
The study related to this question is focused on exploring and developing a model
which considers and is capable to automatically estimate the importance of concepts
of an ontology. This research question also addresses the issue of improving concept
vectors through an enhanced concept weighting scheme that aggregates the concept
relevance and the concept importance.

1.3 List of Publications

This section provides a list of research articles which are produced as part of this research
work. These articles have been published in peer-reviewed international conferences and
journals.

A1: [69] Kastrati, Z., Imran, A., and Yayilgan, S., “SEMCON: Semantic and Contextual
Objective Metric”, in the 9th IEEE International Conference on Semantic Computing
(ICSC’15) (2015), IEEE, pp. 65-68.

A2: [70] Kastrati, Z., Imran, A., and Yayilgan, S., “SEMCON - A Semantic and Contextual
Objective Metric for Enriching Domain Ontology Concepts”, International Journal on Se-
mantic Web and Information Systems (IJSWIS) (2016), vol. 12, issue 2, pp. 1-24.

A3: [72] Kastrati, Z., Imran, A., and Yayilgan, S., and Dalipi, F., “Analysis of Online So-
cial Networks Posts to Investigate Suspects Using SEMCON”, in the 17th International
Conference on Human-Computer Interaction (HCI’15) (2015), Springer, pp. 148-157.

A4: [67] Kastrati, Z., and Imran, A., “Adaptive Concept Vector Space Representation using
Markov Chain Model”, in the 19th International Conference on Knowledge Engineering
and Knowledge Management (EKAW’14) (2014), Springer, pp. 203-208.
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A5: [68] Kastrati, Z., Imran, A., and Yayilgan, S., “An Improved Concept Vector Space Model
for Ontology Based Classification”, in the 11th International Conference on Signal Image
Technology & Internet Systems (SITIS’15) (2015), IEEE, pp. 240-245.

A6: [74] Kastrati, Z., Yayilgan, S., and Hjelsvold, R., “Automatically Enriching Domain On-
tologies for Document Classification”, in the 6th International Conference on Web Intel-
ligence, Mining and Semantics (WIMS’16) (2016), ACM, pp. 1-4.

A7: [73] Kastrati, Z., and Yayilgan, S., “Supervised Ontology-Based Document Classification
Model”, in the International Conference on Compute and Data Analysis (ICCDA’17)
(2017), ACM, pp. 245-251.

A8: [71] Kastrati, Z., Imran, A., and Yayilgan, S., “A Hybrid Concept Learning Approach to
Ontology Enrichment”, IGI Global 2017, ch. Innovations, Developments, and Applica-
tions of Semantic Web and Information Systems.

An overview of the published articles and their relationships to the research questions
is shown in Figure 1.1.

A3, A6, A7
Research Question 1:

Can the text document classification effectiveness be improved
by enriching the ontologies used as the background knowledge?

A1, A2, A3

Research Question 2:
How can we use semantic and contextual information of terms

within a discourse for enriching an existing ontology? What
influence do they have on the quality of ontology enrichment?

A2, A7, A8

Research Question 3:
What is the impact of new statistical features on the performance of
the enrichment of the ontology? How and to what extent the dis-

ambiguation techniques affect the quality of enriching an ontology?

A4, A5, A7

Research Question 4:
Can we consider and assess automatically the impor-
tance of the concepts of an ontology in order to im-

prove the concept vectors with new weighting scheme?

Figure 1.1: An overview of articles and their relationships to the research questions

1.4 Structure of the Thesis

This dissertation consists of the three major parts:

• Introduction: The remainder of this first part includes two more chapters: Chapter 2
that contains a summary of state of the art, and Chapter 3 that describes the contri-
butions of this thesis.

• Main Part: Contains the published articles A1-A7 listed above, and the conclusions.
Articles are categorized into three main research aspects: 1) Ontology concept enrich-
ment, 2) Concept weighting scheme, and 3) Improving document classification. This
part is structured according to these research aspects.
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• Appendix: Includes the Chapter 12, in which, the ontology concept enrichment re-
search aspect is also addressed. The chapter is an enhanced paper of the research
article A2, and this is the reason that we do not cover it in the Main Part of this dis-
sertation. We modified the reference and the literature in order to include the most
current research findings related to the subject of the article, and augmented some
new opinions for the discussion and contribution of the issues in the original article.
The title and the abstract is also modified reflecting the enhanced content.

In more detail, the main part consists of the following:

• Part II: This part tackles the ontology concept enrichment and it contains three chap-
ters. Chapter 4 shows the SEMCON model developed for enriching ontologies while
Chapter 5 gives an extension of the model with additional experiments and compar-
isons. An application of SEMCON model on analysing OSNs is presented in Chapter
6.

• Part III: The focus of this part is on the concept weighting scheme and it is com-
posed of two chapters. Chapter 7 describes an automatic approach based on Markov
model for computing concept importance while in Chapter 8 we show the implemen-
tation of this approach on concept vectors in order to improve them with new concept
weighting scheme.

• Part IV: This part focuses on the approaches for improving document classification
performance and it includes two chapters. In Chapter 9, we present a document
classification utilising an enriched ontology while Chapter 10 contains a ontology-
based classification model which employs an enriched ontology and a new concept
weighting scheme.

• Part V: This final part includes the chapter about the conclusions and future work.

The tree diagram illustrated in Figure 1.2 shows the structure of main part of this thesis.
Ellipses in the tree diagram represent the research aspects addressed by this thesis while
rectangles show the main features which have been tackled for each research aspect. The
figure would serve as a guide to aid the reader, and it will be shown in the beginning of
each part along with the chapters that are included in that part.
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Research Aspects

Improved Document
Classification

Ontology Concept
Enrichment

Semantic &
Context

Statistical
Features

Impact of
WSD

Application
of SEMCON

Concept Weighting
Scheme

Concept
Importance

Improved
CVS

Figure 1.2: Tree diagram of the main research aspects addressed in this thesis
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Chapter 2

State of the Art

In this chapter, we provide an overview of the state of the art research work done in the field
of text document classification with a focus placed on the existing techniques of indexing
that use ontologies as a background knowledge. This chapter provides a more comprehen-
sive overview of the state of the art than that provided in the research articles presented
in Part II. First, we provide an introduction of the ontology-based document classification
approaches related to our research work. Then, we explore the techniques to identify and
extract the lexical information attached to the ontology concepts; a process known as on-
tology concept enrichment. Finally, we provide a description of the concept weighting
approaches employed for assessing the weight of concepts.

2.1 Introduction

The term ontology originates from the field of philosophy. Philosophers described the
ontology as the study of existence. More than two thousand years ago, Aristotle was the
first who developed an ontology for his classification system of categories, which is still
relevant for defining nowadays ontological classification systems.

Ontology is defined as a fundamental form of representation of knowledge about the
real world and it has been growing into popular research in computer science. In the
context of computer science, an ontology is defined as a set of representational primitives
which are used to model the knowledge of a particular domain or a discourse [53]. These
representational primitives are typically composed of classes, attributes (properties) and
relationships among these classes.

There is no single definition for ontology but the contribution provided by Gruber [52]
is actually the first credible attempt at defining the notion of ontology. Gruber defines
the ontology as “a specification of conceptualization”. Gruber’s definition is widely accepted
among researchers; however, one objection about it is the general nature of the term ‘speci-
fication’, which allows different interpretation starting from simple one (simple glossaries)
to more advanced (logical theories of predicate calculus). Later, Borst [16] modified the
Gruber’s definition as “ontology is a formal specification of a shared conceptualization”. Inclu-
sion of the two words ‘shared’ and ‘formal’ in the modified definition makes it more explicit
emphasizing that conceptualization should express a shared view between several parties
and should be expressed in a (formal) machine readable format.

Ontology concepts and their relationships in a domain are commonly described using
a 5-tuple based structure [91]. This 5-tuple ontology structure is formally defined as:

O = (C, R, H, rel, A) (2.1)

where:

• C is a non-empty set of concepts

• R is a set of relation types

• H is a set of taxonomy relation of C

• rel is a set relationship of C with relation type R, where rel ⊆ C × C
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• A is a set of description of logic sentences.

Ontologies vary in their coverage and level of details and based on this variation they
generally can be divided in 3 different types: upper (top-level) ontologies, lexical ontolo-
gies, and domain ontologies. These types of ontologies create conceptualization by defin-
ing vocabularies organized by formal relationships among concepts.

Upper ontologies also known as top-level ontologies are ontologies which consist of
concepts that are universal, generic, and abstract, and are common across all domain areas.
These ontologies provide a structure and a set of concepts which can be used as a start-
ing point to develop ontologies for a particular domain, e.g. education, science, finance,
etc. SUMO (Suggested Upper Merged Ontology) [114], Cyc [82] and its free version Open-
Cyc, and DOLCE (Descriptive Ontology for Linguistic and Cognitive Engineering) [50], are
some prominent examples of the upper ontologies.

Lexical ontologies are the type of ontologies which describe the linguistic knowledge.
The lexical senses (meanings) are defined by ontological structures (concepts). WordNet -
an English based system [44], and its counterparts, HowNet - a Chinese-English bilingual
system [33], and EuroWordNet - a multilingual lexical database for European languages
based on WordNet [149], are some examples of lexical ontologies.

Domain ontologies are the third types of ontologies which are developed for a specific
domain area. These ontologies consist of concepts that are less abstract but more specific
comparing to concepts of upper ontologies that usually are more generic and common
over several domains. Domain ontologies are one of the most important [27] and com-
monly used types of ontologies because nowadays most of the application ontologies are
developed for particular target domain.

Ontologies are used in a wide range of applications and text document classification
(also known as categorization), in particular, is one among these applications where on-
tologies play a vital role. Ontologies provide knowledge that is organized in a more struc-
tural and semantic way, therefore, ontology-based document classification systems utilize
ontologies to derive and exploit the semantic aspect of documents. Consequently, ontolo-
gies enable to move from a document evaluation based on terms to an evaluation based on
concepts, thus moving from lexical to semantic interpretation.

Ontology-based document classification has become increasingly important and attrac-
tive research topic in many areas, dealing with enrichment of document and category rep-
resentation, and classification of documents in real time and without training corpus. Doc-
ument representation is enriched by adding the semantics derived from ontologies into
documents. An example of document classification which utilizes ontologies and relation
between documents as a background knowledge in order to enrich the document represen-
tation is presented in [109]. A set of binary T×T matrices that contain all relations between
terms, i.e. hyponyms, hypernyms, hyponyms of hyponyms, etc., is defined as a back-
ground knowledge. The hyponymy and associative relations are extracted from General
Finish Ontology - YSO [65] and they are used to add ontology information to the terms
appearing in the documents. This way, the classification model is capable to extend the
traditional bag of words classifier with new relations utilizing the background knowledge
exploited by the ontology.

Similarly, the approach presented by Camous et al. [21] exploits the ontology to en-
rich document representation but its focus is on enriching documents from the biomedical
domain. More concretely, they presented a domain-independent classification approach
which uses the relations between concepts from Medical Subject Headings - MeSH ontol-
ogy [159] for enriching the existing MeSH based representation of documents. To acquire
new concepts that are semantically close to the initial ontology concepts, a semantic sim-
ilarity measure is used. The semantic similarity is calculated by simply counting edges
(relations) between concepts in the MeSH hierarchy. The authors assume that all edges
between concepts in the hierarchy correspond to the same semantic distance. The edges
between concepts (descriptor or qualifier) in MeSH hierarchy are two types: the broader-
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than type which is close to hyponomy and holonomy relationships used in WordNet, and
narrower-than type which is close to WordNet’s hypernymy and meronymy relationships.

There are some ontology-based classification approaches that use background knowl-
edge derived from lexical ontologies to enhance document representation. These approaches
are focused primarily on exploiting background knowledge from WordNet to enrich se-
mantically the document representation. For instance, Nasir et al. [103] presented a seman-
tically enriched document representation for text classification which is based on a seman-
tic relatedness measure called Omiotis [145]. Omiotis is constructed from the word the-
saurus and lexical ontology WordNet and it takes into account all of the available semantic
relations in WordNet. Authors report that their approach provides significant improve-
ments across different text classification methods and different data sets. Later, Nasir et
al. [104] presented a similar approach of enriching document representation but with some
differences. In addition to the background knowledge gathered by WordNet, they used
the background knowledge derived by Wikipedia, and by large text corpora. Addition-
ally, they considered, besides Omiotis that uses WordNet, two other semantic relatedness
measures: one knowledge-based called Wikipedia Linked-based Measure - WLM [100] that
uses Wikipedia, and one corpus-based called PoitWise Mutual Information - PMI [146] that
uses word co-occurrence trained on SemCor corpus.

Other ontology-based approaches [131, 139, 140, 141] concern with real time document
classification. These approaches do not require a training set or a learning process to train
the classifier but they generally rely on the computation of similarity between the terminol-
ogy information extracted from text documents and the ontology categories. For example,
the ontology-based document classification approach presented in [139, 140, 141] basically
involves two phases: 1) finding relevant terminology (key vocabulary) in the documents,
and 2) mapping the vocabulary into a node (concept) in the concept hierarchy. The flow
diagram of this classification approach is illustrated in Figure 2.1.

Figure 2.1: Document classification using Ontology [139]

The first phase of the approach shown in Figure 2.1 is concerned with document pre-
processing where removing of stop words and stemming of words are performed and the
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relevance of terms is computed using tf*idf. In the second phase, the document is classified
into the appropriate category by mapping the given document into a concept with the
highest similarity value which is computed using Equation 2.2

Sim(Node, d) =

N∑
i=0

freqi,d
maxi,d

N
× Vd
V

(2.2)

where, N denotes the frequency of a concept, freqi,d is the frequency of property (fea-
ture and attribute) i that is matched in document d, andmaxi,d is the frequency of the prop-
erty that is matched the most in document d. V indicates the number of constraints, that
is, type of associations allowed between concepts (i.e. has-a, part-of ), and Vd the number of
constraints satisfied by document d.

Another ontology-based approach which also relies on real time classification of docu-
ments is presented in [131]. This approach exploits the background knowledge represented
in a domain ontology and it uses ontology concepts, relationships between these concepts,
and the taxonomy of categories represented in the ontology. The classification of a given
document into the appropriate category is achieved by transforming the text document
into a graph structure and employing then entity matching and relationship identification.
This approach consists of 4 modules: 1) a preprocessing step which involves lemmatiza-
tion, stemming, and removing of stop-words, 2) a thesaurus which indicates when a word
occurring in the text is present in the ontology, 3) a set of ontology terms tagged with its
corresponding classification label, and 4) a thesaurus crawling algorithm which evaluates
the matching degree of text words with a corresponding ontology term. The process flow
diagram of this ontology-based classification approach is illustrated in Figure 2.2.

Figure 2.2: Ontology-based classification process flow diagram [131]
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2.2 Ontology enrichment

Ontology enrichment is a process which aims to improve an existing ontology by updat-
ing it with new concepts. Ontology enrichment using textual data has been an attractive
research field recently. This attraction produced a wide variety of approaches which based
on relevance to the concept enrichment task can be grouped into 2 major categories: 1)
Statistical-based approaches, and 2) Linguistic-based approaches.

Statistical-based ontology enrichment approaches [8, 26, 28, 37, 89, 122, 158] rely on
the statistical features of terms such as term frequency (tf ) or term frequency inverse doc-
ument frequency (tf*idf ), and term collocations, to identify and extract concepts within
the textual data. The horizontal (non-taxonomic) relationships represented by dependen-
cies between concepts such as synonymy, meronymy, antonomy, etc., are computed using
lexical co-occurrence statistics [28, 158]. For example, DOODLE [134], and its extended
version, DOODLE II [158] is a statistical-based learning approach that relies on lexical co-
occurrence statistics. A machine-readable dictionary and domain-specific texts are used
as input to the system to build concepts along with taxonomic and non-taxonomic rela-
tionships of domain ontologies. DOODLE II deals with the non-taxonomic relationships
represented by dependencies between concepts such as synonymy, meronymy, antonymy,
attribute-of, and possession. These non-taxonomic relationships are extracted from domain
specific texts using lexical co-occurrence statistics based on WordSpace [61]. WordSpace is
a multi-dimension vector space which is composed of a set of word vectors. The inner
product between two word vectors represents the semantic relatedness between those two
words. Consequently, words that occur together frequently (their inner product is above
some upper bound) can have non-taxonomic conceptual relationships.

Other statistical approaches are concerned with batches of terms where meaning of
terms is represented by term co-occurrences and the frequency of the co-occurrences [8,
26, 37, 122]. The occurrence of two or more terms within a discourse is known as colloca-
tion [63]. Learning utilizing term collocations and statistical features (frequency) of colloca-
tions is the most addressed technique in statistical concept learning approaches. Location
and extraction of lexical information of a concept is achieved using correlation between
terms and a given concept within a window size. SYNOPSIS [37] is an example which fol-
lows this approach to acquire the lexical information for a given concept. It is an automatic
system that builds a lexicon for each specific term known as criterion. To identify and locate
the lexicon terms within a document, it (document) is initially split into several passages.
The similarity between terms and the user criterion is computed using the relative position
in a window size, that is, the frequency of occurring of grammatical terms, i.e. common
nouns, between a given term and the user criterion. Based on the assumption that the most
frequent term is more likely to characterize the criterion, a grammatical term with the high-
est similarity is used then to built its lexicon. Later, Ranwez et al. presented an adaptation
of SYNOPSIS, called CoLexIR [122]. CoLexIR, which stands for Conceptual and Lexical
Information Retrieval, employs the same approach as SYNOPSIS but rather than building
lexicon of terms, it builds automatically the lexicon of concepts of an ontology.

Arabshian et al. [8] presented a semi-automatic ontology learning system called LexOnt,
which uses the Programmable Web directory as the corpus, external domain knowledge
such as Wikipedia and Wordnet, and the current state of the ontology, to suggest relevant
terms that may be incorporated within the ontology. To accomplish this, LexOnt generates
initially a list of terms and phrases obtained by tf*idf algorithm, and significant phrase gen-
eration which is a two-phase process: the first phase which determines a list of collocations,
and the second phase which filters out only unique collocations from the list obtained in
the first step. Next, the generated terms are compared to external domain knowledge such
as Wikipedia, Wordnet, and the current state of the ontology in order to obtain only the
significant terms. More concretely, significant terms are considered only those terms that
are matched to the Wikipedia page description of the category. For each of these significant
terms, the synonymous terms are found using WordNet. Finally, the system searches if
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any of the generated terms lexically match terms that have been assigned manually in the
ontology and labels these terms to indicate that they have already been created.

Brunzel [20] presented a system called EXTREEM (Xhtml TREE Mining) that also re-
lies on statistical approach but rather than taking unstructured data as input, the system
exploits the structure of Web documents for acquisition of the relevant terminology to en-
riching an ontology. Web content is constituted by markups that represent textual data
marked-up by tags. The system exploits these markups and generates a collection of text
spans in which a frequency statistic (frequency of occurrences) is employed to select the
candidate terms for enriching the ontology

In contrast to statistical approaches which depend on statistical features of terms and
their co-occurrences, linguistic approaches rely on linguistic components, i.e. noun phrases,
and involve natural language processing (NLP) techniques such as syntactic [55, 105, 106],
morpho-syntactic [135, 161], and lexico-syntactic patterns analysis [1, 18, 38, 60, 101], to
acquire concepts from textual data. The NLP based technique of lexico-syntactic pattern
analysis is one of the most commonly used linguistic approach and the first lexico-syntactic
patterns are introduced and explored by Hearst in [60]. These patterns represented in form
of regular expressions are used for acquisition of ontological knowledge from English tex-
tual data. Table 2.1 shows the list of lexico-syntactic patterns proposed by Hearst.

Table 2.1: List of lexico-syntactic patterns introduced by Hearst

No Lexico-syntactic patterns
1 NP0 such as {NP, }* {(and|or)} NPn

2 such NP as {NP, }* {(or|and)} NP
3 NP {, NP}* {,} or other NP
4 NP {, NP}* {,} and other NP
5 NP {,} including {NP,}* {(or|and)} NP
6 NP {,} especially {NP,}* {(or|and)} NP

The patterns proposed by Hearst demonstrated to be successful on identification and
acquisition of ontological knowledge, that is, a set of relationships such as hypernym, but
this technique was limited to a small number of patterns. A list with a larger number of
patterns is used by Etzioni et al. [38, 39] in the proposed lexico-syntactic based approach
called KnowItAll. The list of lexico-syntactic patterns employed by KnowItAll is comprised
of some patterns adapted from Hearst’s patterns and by some other patterns which are
developed independently by the authors. Table 2.2 shows the list with some of the lexico-
syntactic patterns used by KnowItAll.

Table 2.2: A sample of lexico-syntactic patterns used by KnowItAll

No Lexico-syntactic patterns
1 NP1 {“,”} “such as” NPList2
2 NP1 {“,”} “and other” NP2
3 NP1 {“,”} “including” NPList2
4 NP1 “is a” NP2
5 NP1 “is the” NP2 “of” NP3
6 “the” NP1 “of” NP2 “is” NP3

KnowItAll is a domain-independent system which selects the relevant concepts for en-
riching an ontology using the developed patterns and by evaluating concept plausibility
using Turney’s PMI-IR algorithm [146] - a version of the pointwise mutual information
statistical measure.

ABRAXAS [18, 66] is another approach which depends on lexico-syntactic pattern anal-
ysis to perform concept and relation extraction for enriching ontologies. It uses three re-
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sources, namely, a corpus of texts, a set of lexico-syntactic learning patterns, and an in-
put ontology. The input ontology is needed for deriving a set of lexico-syntatic patterns
from which all co-occurrences of the subject-object pairs found in this ontology are spot-
ted. These derived patterns are then applied to the corpus in order to acquire new ontology
concepts. In addition to this, syntactic and semantic similarity measures are employed to
cluster the subject/objects of the concepts occurring in the corpus. This step produces a
ranked set of candidate concepts from which only the top most concept is selected to be
added into the ontology.

There is a strand of approaches that exploit the documents from the medical domain
through the lexico-syntactic pattern analysis to acquire the relevant terminology. Such
an example is presented in [144], in which, a simple lexico-syntatic pattern of the form
Noun {and, or, but} Noun, and the Resnik similarity algorithm [123], are used to locate and
extract pairs of noun terms from the Oshumed corpus [62]. The lowest common ancestor
of each pair of noun terms that reflects the correct medical meaning of these two nouns is
used to enriching WordNet concepts. Ben Abacha and Zweigenbaum [1] describe a similar
lexico-syntactic pattern-based approach for recognition of medical concepts and relations
linking those concepts. They present a platform called MeTAE (Medical Texts Annotation
and Exploration) which is composed of two main parts. The first part deals with the iden-
tification and extraction of medical entities using an enhanced MetaMap [9]. MetaMap is a
tool which allows effective mapping of biomedical text to the UMLS (Unified Medical Lan-
guage System) concepts. The second part deals with the extraction of semantic relations
that exist between concepts identified in the first part.

In addition to the above mentioned approaches, there are some other linguistic ap-
proaches that rely on natural language processing techniques concerning morpho-syntactic
analysis. An example of morpho-syntactic based approach employed as learning technique
is HASTI [135]. HASTI is an automatic system for building ontologies utilizing a combi-
nation of morpho-syntactic and semantic analysis approach. The input to the system is
unstructured data kept in the form of natural language texts in Persian. The initial ontol-
ogy in HASTI is a small kernel (small ontology) with a very small lexicon at the beginning
but it grows gradually by extracting new terms. These extracted terms along with their
conceptual relationships, taxonomic and non-taxonomic, are used on top of the existing
kernel to build the ontology.

OntoCmaps [161] is another approach which depends on natural language processing
technique to extract information. It is a domain independent ontology learning system that
is based on two main steps: a knowledge extraction step, and a knowledge filtering step.
The knowledge extraction step relies on patterns to extract candidate concepts from texts.
These patterns are mainly syntactic patterns which use a dependency grammar formalism
and part-of-speech tagging. Stanford Parser [76] is used to perform the dependency anal-
ysis where a set of grammatical relations that link each pair of related words in a sentence
is obtained. 31 different syntactic patterns are used by system to identify and extract onto-
logical knowledge. The knowledge filtering step is used to filter relevant concepts among
the candidate ones obtained by the first step.

A system for enriching an ontology by populating it with new concepts is also described
in [127, 126]. The system employs a linguistic learning approach and is composed of 4
sequential phases. The first phase concerns with a morphologic and syntactic analysis,
in which, tokenizing, tagging, lemmatizing, and parsing, are performed using the GATE
framework [30]. In the second phase are identified and acquired name entities while in
the third phase the system classifies name entities as instances, attributes, and relation-
ships of the ontology. The last phase checks the consistency of the enriched ontology using
OWL-DL reasoners such as Hermit or Pellet [138]. An extended OnTour ontology, and two
datasets from hotels and restaurants domain, have been used for experimenting.

Ontology learning system based on syntactic analysis described by Hahn and Romacker
in [55] utilizes technical documents in German language taken from test reports from the
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information technology domain and medical finding reports. They developed the system
named SynDiKATe whose approach to learning new concepts is based on syntactic anal-
ysis in performed in two different levels: sentence and text level. The syntactic analysis
results are captured in a dependency graph constituted of vertices that represent terms,
and edges that represent relations between these terms. Later, Hahn et al. brought an ex-
tension of SynDiKATe system called medSynDiKATe [56] that is designed to automatically
identify and acquire medical knowledge from medical finding reports. The system takes
the advantages of using various textual resources required for text understanding with a
focus being placed on grammar and domain knowledge. Additionally, the system puts
an emphasis on finding alternative ways to support knowledge acquisition to foster the
scalability of the system. An automatic and semi-automatic concept learning approach are
employed and fully embedded in the text understanding process of the system.

Navigli and Velardi [105, 106] have also acknowledged the problem of ontology enrich-
ment based on natural language processing utilizing syntactic analysis. They proposed a
new automatic approach for enriching a core ontology with the concepts and properties of
a domain glossary. This approach is applied in the cultural heritage domain using a core
ontology called CIDOC-CRM [29]. Resources such as the AAT art and architecture glossary,
WordNet, and the Dmoz taxonomy for identification named entities, are used to enrich the
CIDOC. To accomplish enriching task, this method involves several steps. The first step is
part of speech analysis where a given document is processed with the TreeTagger capable to
capture named entities of locations, organizations, persons, numbers, and time expressions.
The next step is annotation of documents using regular expressions enriched with syntactic
and semantic constraints. Syntactic constraints are defined by matching the lemma of the
word with a regular expression such as Verb-Preposition-Noun, e.g. Composed-Of-Stone,
while semantic constraints represent matching of words with concepts of formal core on-
tology CIDOC-CRM. The final step is formalisation of vocabularies to enrich CIDOC-CRM
ontology.

Acquiring terminology for ontology population and enrichment utilizing natural lan-
guage processing techniques is examined by Valarakos et al. in [148]. The researchers
placed the focus on the maintenance of the ontological concepts and their lexicographic
variants. To achieve this, new lexical variants are initially identified and attached to con-
cepts of a domain ontology and then non-taxonomic relationships between concepts are
acquired. This process referred as ontology population and enrichment is shown in Fig-
ure 2.3. It is an incremental process which consists of the following modules:

• Ontology-based semantic annotation module which uses concepts of the domain on-
tology to automatically annotate a domain specific corpus

• Knowledge discovery module which aims to locate new ontological concepts

• Knowledge refinement module whose concerning is the identification of lexicographic
variants of each concept using a partition-based clustering algorithm called COCLU
[147]. For example, ‘Pentium 2’ can have different variants, such as ‘Pentium II’, ‘P II’
or ‘Intel Pentium 2’

• Validation and insertion module where a domain expert validates the candidate con-
cepts that have been attached in the ontology.

While the above research all rely on either statistical or linguistic learning approach,
other research take the advantages of both approaches for ontology enrichment. TEXT-
TO-ONTO [26, 89] is an example which relies on learning by term collocations and co-
occurrences technique with a basic linguistic processing technique. Textual data kept in
either structured, semi-structured, or unstructured format can be exploited through the fre-
quency of term co-occurrences to locate and acquire horizontal (non-taxonomic) relations
using background knowledge gathered by a lexicon and a taxonomy.
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Figure 2.3: Ontology population and enrichment flow diagram [148]

WEB→KB [28] is another ontology learning system that relies on statistical and linguis-
tic approach to identify and acquire concepts from the world wide web documents. To
achieve this, the system is primarily trained using two training sets: 1) a set of concepts
and relations that are interesting for creating the knowledge base, and 2) a set of hypertexts
with labelled regions that are instances of these concepts and relations.

The work by Mima et al. [101] relies on lexico-syntactic pattern analysis and statis-
tical information to identify and acquire the terminology for enriching ontologies. To
achieve this, they developed the ATRACT system. ATRACT, which stands for Automatic
Term Recognition And Clustering of Terms, is an approach used for terminology recogni-
tion and clustering from the domain of molecular biology. Terms included in documents
represented in HTML/XML format are identified and extracted using the C/NC-value
method [47]. C/NC-value is a method for the automatic extraction of multi-word terms,
which combines linguistic (lexico-syntatic patterns) and statistical information (frequency
of occurrences of terms). These terms are then clustered based on the context in order to
form the concepts.

In contrast to the above mentioned approaches which utilize textual data, Castano et
al. [22, 23] present an ontology enrichment system, namely BOEMIE, that is able to iden-
tify and extract concepts from a variety of modalities, including texts, images, and videos.
The acronym BOEMIE stands for Bootstrapping Ontology Evolution with MultImEdia In-
formation. The system requires an initial ontology to be enriched and a collection of doc-
uments from which new concepts are identified and extracted. Due to the multi-modal
nature of BOEMIE, it separates the concepts into mid-levels concepts and high-levels. Mid-
level concepts represent primitive concepts that can be mapped directly to the objects (doc-
uments) while high-level concepts refer to composite concepts which can not be mapped
directly to objects and they usually are build on top of the primitive ones. The ontology
enrichment process of BOEMIE, illustrated in Figure 2.4, consists of the following tasks:

• Concept learning which aims to propose new concepts and relationships by exploit-
ing similarities found through clustering.

• Concept enhancement which is responsible for improving a concept identified in pre-
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vious task, through knowledge gathered from external sources such as external do-
main ontologies or taxonomies.

• Concept definition where an ontology expert must approve whether a new concept
(relation) is ready for adding into the ontology or its definition must be revised.

• Concept validation whose role is consistency checking. It tries to detect possible in-
consistencies which may occur due to the addition of the new concept/relation to the
ontology.

• Concept assimilation is the last task of ontology enrichment. It takes care for the
changes in the ontology structure that are required to add the newly formed con-
cept/relation into the ontology.

Figure 2.4: The ontology enrichment process [23]

A summary and comparison of the research described above in this section is presented
in Table 2.3, which constitutes of six dimensions that represent the major distinguishing
features among the ontology enrichment research. The very first column of the table con-
tains the reviewed approaches while the following columns indicate the evaluated fea-
tures of these approaches. The Learning Target column denotes the elements learned from
the enrichment process and it can take the values of Concepts and Relations. The Learning
Approach column describes the techniques used by the approach to identify and extract
concepts/relations and its values can be either Statistical, Linguistic, or both Statistical and
Linguistic. The Data Source column indicates which type of input data are supported by
the approach and the values of Struct for structured, Semi for semi-structured, or Unstru
for unstructured, can be taken of this column. The next column, WSD, describes whether
the approach addresses the disambiguation issue and it can take the values of Yes or No.
The following column namely Auto shows if the approach is automatic or manual, and its
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values can be either Yes for automatic, Semi for semi-automatic. The final column, Domain
Specific, describes if the approach is domain specific or independent and it can take the
values of Yes for domain specific and No for domain independent.

Table 2.3: Summary of the related ontology enrichment researches

Approach Learning
Target

Learning
Approach

Data
Source WSD Auto Domain

Specific

DOODLE II Concepts
Relations Statistical Semi

Unstru No Yes Yes

WEB→KB Concepts
Relations

Statistical
Linguistic

Semi
Unstru No Yes Yes

SYNOPSIS Concepts Statistical Unstru No Yes Yes

CoLexIR Concepts Statistical Semi
Unstru No Yes Yes

TEXT-TO-ONTO Concepts
Relations

Statistical
Linguistic

Struct
Semi

Unstru
No Yes No

LexOnt Concepts
Relations Statistical Unstru No Semi Yes

XTREEM Concepts
Relations Statistical Semi

Unstru No Yes No

ABRAXAS Concepts
Relations Linguistic Semi

Unstru No Yes Yes

KnowItAll Concepts Linguistic Semi
Unstru No Yes No

ATRACT Concepts Linguistic
Statistical

Semi
Unstru Yes Yes Yes

[144] Concepts Linguistic Unstru Yes Semi Yes

MeTAE Concepts
Relations Linguistic Unstru No Yes Yes

HASTI Concepts
Relations Statistical Semi

Unstru Yes Yes Yes

OntoCmaps Concepts
Relations Linguistic Unstru Yes Semi No

[126, 127] Concepts
Relations Linguistic Unstru Yes Yes Yes

SynDiKATe Concepts Linguistic Unstru No Yes Yes
medSynDiKATe Concepts Linguistic Unstru No Semi Yes

[105, 106] Concepts
Relations Linguistic Unstru Yes Yes Yes

[148] Concepts Linguistic Unstru Yes No Yes

BOEMIE Concepts
Relations

Statistical
Linguistic

Struct
Semi

Unstru
Yes Yes No

As can be seen from Table 2.3, most of the approaches (12) put the focus on learning
both concepts and relations through the ontology enrichment process while the some of
the other approaches (8) focus on learning only concepts.

From the concept learning approach perspective, the linguistic-based technique is em-
ployed in the most of the approaches (10), followed by the statistical-based which is used by
six approaches. Four systems employ both the linguistic and statistical learning technique.

The unstructured textual data is used as input in all the approaches. Ten of the ap-
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proaches support also the semi-structured data, and just two, TEXT-TO-ONTO and BOEMIE,
support the structured one.

The disambiguation issue is ignored by twelve of the approaches and it is addressed
only in nine of them. However, from these nine approaches, it is only [105, 106] that deal
explicitly with the disambiguation issue where a word sense disambiguation algorithm
called Structural Semantic Interconnections - SSI, is used to find the correct meaning of
concepts.

Most of the approaches are automatic (four are semi-automatic) and only few of them
(4) are domain independent.

2.3 Weighting Scheme - Concept Importance

Similar to the classical vector space model which assigns weights to keywords appearing
in a document, the concept vector space model assigns weights to concepts. These weights
reflect the relevance of concepts on representing the document meaning and are usually
computed using a modified tf*idf algorithm [128]. The modified version of this algorithm
relies on the frequency of occurrences of concepts which is primarily defined as the num-
ber of times the label of the given concept occurs in that particular document. The main
drawback of this algorithm is that it does not consider the importance of concepts reflected
by the number of ties (relations) a concept has to other concepts in an ontology.

Recently, there have been some efforts in the research domain to take into account the
discriminating feature of ontology concepts indicated by their position depicted in the on-
tology hierarchy. The common aspect of these efforts is computing of concepts weight
empirically through trial and error by conducting experiments thus keeping these weights
fixed. For instance, the research shown in [120] follows the idea that the higher the con-
cept in the ontology tree, it is less abstract and gives less contribution. Following this idea,
they used different weights for concepts depending on the position where they occur in
the ontology hierarchy. The first weight was assigned to concepts which are occurring as
classes, second weight for concepts occurring as subclasses and the third weight for con-
cepts occurring as instances. Finally, after an empirical analysis through trial and error by
conducting experiments, the value of 0.2 is set for the concepts which occur as classes, 0.5
for concepts occurring as subclasses and 0.8 when concepts occur as instances.

A similar approach to [120] is proposed later by the researchers in [87], in which, the
weight of concepts are computed based on the weights set to taxonomic and non-taxonomic
relationships acquired by the MeSH ontology. Four types of relationships, namely, identity,
synonymy, hypernymy, and meronymy, were taken in consideration and different weights
are set to each of them. More precisely, for ontology relationships such as identity and
synonymy, the weight is set to 1.0. The weight of 0.7 is set for hypernymy ontology rela-
tionships with a decrease step of 0.1 in backward direction at each level of the taxonomy
and the weight of 0.8 is set for meronymy ontology relationship with a decreased step of
0.01 at each upper level. Based on these weights of relationships and the number of occur-
rences of concepts, the weight of the concept is defined formally in Equation 2.3

W (ci) =

∑
j∈R

Freqj × weightj

N
(2.3)

where, W(ci) denotes the weight of the particular concept, Freqj denotes the frequency
of the particular relationship, i.e., identity, synonymy, hypernymy and meronymy. weightj
represents the weight set for the particular relationship, and N represents the frequency of
occurrences of all concepts.

A simple example which illustrates the way of assigning weights to different relations
for the MeSh ontology concept Hepatitis shown in Figure 2.5, is given in Table 2.4.

In addition to the approaches outlined above, there are also some other approaches [35,
42, 54, 116, 117] that focus on layers of ontology tree to assess the weights of concepts.
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Figure 2.5: Selection of path for the concept hepatitis [87]

Table 2.4: Relationships of concept Hepatitis and their weights

Relationship Concept Weight
Identity Hepatitis 1
Synonymy Hepatitis Animal, Hepatitis Human 1

Hypernymy Virus Disease 0.7
Diseases 0.6

Meronymy Hepatitis A, Hepatitis B 0.8

Consequently, the weight of each concept is computed by counting the length of path from
the root concept (node) to the given concept. Fang et al. [42] compute weight of concepts
using layers of ontology graph defined by counting the length of path which have is-a
relations starting from the very top node. More formally, weight of a concept is computed
using the Equation 2.4.

Weight(c) =
1

(layer)
1
4

(2.4)

Similarly, researchers in [54] used path of ontology tree to define weights of concepts.
They defined a concept’s weight (Equation 2.5) as the fraction of path’s length of current
concept h and path’s length of the branch including current concept H.

W (c) =
h

H
(2.5)

Weight of non-leaf concepts which are located at the same layer in the ontology tree is
computed using Equation 2.6.

W
′
(c) =

W (c)

Kn
(2.6)

where, n denotes the distance between the current concept and the concept with the
longest path in the branch, and K is a constant with value set to 2.

A concept weighting scheme relying on concept’s path length to compute weight of
concepts is proposed in [5]. The weighting scheme is defined by using tf*idf along with
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some information (path length) from the domain ontology. The idea of using ontology is
to consider the relationships between concepts and semantics which can be ignored using
only tf*idf. This concept weighting scheme is mathematically defined in Equation 2.7.

W ′i = Wi +
∑
j

[−Log10(Eij) ∗Wj ] (2.7)

where,
Wi represents the value of tf*idf calculated based on the Equation 2.8.

Wi =
fi
Nd
∗ log10(

∑
d,i

Nd

dfi
) (2.8)

Eij denotes the information from the domain ontology reflected by the weight of the
path from concept i to concept j in the ontology. If there is no path between these two
concepts in the ontology, then the Eij would be zero and the weighting scheme would
be consisted of only tf*idf. The logarithm is used to increase the effect of weights of the
ontology concepts on the final weights.

The work by Pereira and Tettamanzi [116, 117] uses also path length to compute the
weight of concepts but considering only leaf concepts of the ontology. They assume that
more general concepts, such as super-classes, are implicitly taken into account through the
use of leaf concepts by distributing their weights to all of their subclasses down to the leaf
concepts in equal proportion. Mathematically, the weights of concepts are computed using
Equation 2.9.

N(c) = occ(c) +
∑

c∈Path(c,...,T )

length(c)∑
i=2

(
occ(ci)

i∏
j=2

|children(cj)|
) (2.9)

where, N(c) is the weight of concept c computed using frequency of implicit (when a
concept e.g. dog, is referred in a document by its super-class, e.g. animal) and explicit
(when a concept is referred (mentioned) directly in the document) occurrences of concept
c, and occ(c) shows the number of occurrences of lexicalizations of concept c.

The approach in [116, 117] computes the weights of concepts for domain specific ontolo-
gies and do not consider all possible concepts of ontologies. They apply a cut at a given
specificity level considering only leaf concepts. Alternatively, Dragoni et al. [35, 34] pre-
sented an approach which is adapted for more general purpose ontologies and it considers
all independent concepts contained in a given ontology. The authors report that by doing
this, the weight associated to each concept is more precise and there is no need to apply
the cut. This way, the final weight of a concept is defined by the depth of concept c in the
ontology graph, frequency of occurrences in the document, and frequency of occurrences
in the whole set of documents (corpus). Consequently, these two frequencies also rely on
the number of ancestors (parent) and descendants (children) of concept c. The example
given in Figure 2.6 illustrates computation of the importance of an ontology concept which
is proportional to the number of children that all of its parents have.

In contrast to the approaches outlined above which assigns weights to concepts of an
ontology, the approach presented by Ni et al. [107] concerns with assigning weights to con-
cepts acquired from the knowledge base resource known as DBpedia [13]. The approach
employs two assignment methods to compute and assign weights to a concept: a global
method and a local method.

The global method which relies on graph-based weights, consists on the strength of
semantic relationships among concepts measured through a modified closeness centrality
property. The modified closeness defines the distance between two concepts as the inverse
of the weight of the edge between them in the concept graph instead of using the shortest
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Figure 2.6: Ontology representation and importance for a concept

path between these two concepts. The formal definition of distance between two concepts,
c1 and c2 is given in Equation 2.10.

dis(c1, c2) =
1

λ1 · ctxt(c1, c2) + λ2 · cat(c1, c2) + λ3 · struct(c1, c2)
(2.10)

where, ctxt(c1,c2) represents context association, i.e. how often two concepts share con-
text, cat(c1,c2) denotes category association, i.e. grouping similar concepts, struct(c1,c2) de-
notes structure association, i.e. Wikipedia infoboxes, and λi denotes weight parameters for
the three types of associations.

Subsequently, the closeness centrality of a concept c is defined in Equation 2.11

centrality(c) =
1

|V |
×
∑
cj∈V

1

dist(c, cj)
(2.11)

where, V denotes a set of concepts in the concept graph.
The local method relies on content similarity between the Wikipedia page of the concept

and the given document computed through Information retrieval techniques, specifically,
using the simple tf*idf measure of document similarity.
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Chapter 3

Contributions

This chapter presents a set of results, described as contributions, which are produced by
this research work. It also depicts the relationships of these contributions in context of the
published articles listed in Section 1.3.

3.1 Contributions of this Research

The main contributions of this research work are as follows:

Contribution 1: An effective approach for enriching an ontology with new concepts utilising
contextual and semantic information.

The ontology enrichment problem statement is not new in the research community
but according to our observation, most of the state of the art ontology enrichment re-
search was performed using only contextual information derived from distributional
property of terms such as term frequency (tf or term frequency inverse document fre-
quency tf*idf ), and terms co-occurrence analysis. In the research article A1, we have
investigated the possibility to perform enriching of concepts of an ontology not only
using contextual but also semantic information of terms occurring in a discourse.
We have developed an ontology enrichment model called SEMCON which combines
both contextual and semantic information of terms. Contextual information of a term
is defined by its surroundings, that is, the part of a text or statement (passage) in
which that particular term occurs and it is computed through the cosine distance be-
tween the feature vectors. The feature vectors are constituted of values derived by
the frequency of occurrences of terms in corresponding passages, and the new intro-
duced statistical features such as font types and font sizes. The semantic information
on the other hand is defined through a semantic similarity measure based on the lex-
ical database WordNet.

Subjective and objective experiments were conducted in the research article A1 and
A2 to validate our proposed approach. The subjective survey was conducted by pub-
lishing online a questionnaire from which the subjects had to pick up 5 terms from
a list of terms that were most semantically related to a particular concept. Using
Borda Count method, a list consisted of the top 10 terms was obtained from the sur-
vey, which was then taken as the ground truth for evaluating the effectiveness of our
SEMCON model, and the two other referent objective methods, namely tf*idf, and
χ2. The objective experiment was extended in the research article A2, in which, new
objective method called Latent Semantic Analysis - LSA was used in addition to the
two previous objective methods for comparing results obtained from SEMCON.

Contribution 2: Introducing of new statistical features for deriving the context of a dis-
course.

We have come up with a novel technique for deriving the context of a discourse (ar-
ticle A1 and A2). In addition to the term frequency, we have introduced for the first
time in the research community two new statistical features namely term font sizes
and term font types, for deriving the context. A linear increase model is adopted to
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set different values for various font types and font sizes. The idea of using linear
model is to keep the effect of each variable the same for all values of the other vari-
ables, e.g. the effect of bold font type terms is the same for every value of underline
or italic font type terms.

An investigation on the impact of these new statistical features on the performance
of the enrichment of the ontology in terms of precision is also performed in the re-
search article A2. The findings showed that the proposed statistical features have a
considerable impact on the performance of ontology enrichment.

Contribution 3: The influence of each of contextual and semantic components on the perfor-
mance of ontology enrichment.

It is shown (article A1) that using both contextual and semantic information do con-
tribute on improving the performance of ontology enrichment SEMCON model but
there is a need to examine the effect that each of these components may have on con-
stituting the performance improvement. To achieve this, in the research article A2,
we conducted an empirical investigation of the impact of each of contextual and se-
mantic components on the overall task of ontology enrichment process. Experiments
were conducted using various settings of weight parameter w, and based on the em-
pirical analysis of the dataset, we found that a balanced weight between these two
components gives the best performance in terms of precision.

Contribution 4: Application of the proposed SEMCON approach.

We have applied the proposed SEMCON approach to analyse Online Social Networks
(OSNs). More concretely, we proposed a model for automated social network anal-
ysis for identifying criminal activity and possible suspects, with a special focus on
analysing Facebook posts (article A3). Users’ data such as posts, feeds, and com-
ments retrieved by the acquisition module through a dedicated Facebook crawler,
have been exploited semantically and contextually using the ontology enrichment ob-
jective metric SEMCON. The final output of this automated network analysis model
is a probability value of a user being a suspect computed through cosine similarity
measure by comparing the terms obtained from the SEMCON and the concepts of
criminal ontology. The model is evaluated empirically through an experiment con-
ducted using the public information of 20 Facebook users.

Contribution 5: Improving concept vectors with new concept weighting scheme.

Concept importance shows how important a concept is in an ontology and this is re-
flected by the number of ties (relations) a concept has to other concepts. We explored
the possibilities to automatically compute concept importance and a Markov-based
approach has been introduced in the research article A4. Moreover, an improved con-
cept vector space model (iCVS) which takes into account the importance of ontology
concepts is presented in the research article A5. Concept importance computed using
the approach presented in the research article A4 is aggregated with concept rele-
vance computed using the frequency of concept occurrences in the dataset in order
to enhance the concept weighting scheme. Experiments conducted on a real dataset
showed that our iCVS proposed model yields higher classification accuracy compar-
ing to the traditional concept vector space (CVS) model, ultimately giving better doc-
ument classification effectiveness.

Contribution 6: The impact of disambiguation on the quality of ontology enrichment.

The impact of Word Sense Disambiguation on enriching concepts of an ontology by
employing two techniques, namely, First sense heuristic and Maximizing semantic
similarity, is investigated in the research article A7. Experiments are conducted and
the observation showed that different terms are retrieved as the relevant terms for
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enriching a particular concept when these two disambiguation techniques are em-
ployed by our proposed ontology enrichment model. Hence, using disambiguation
techniques yields different classification performances and the accuracy of some clas-
sifiers is more affected (Naive Bayes) than the accuracy of the others (SVM or Decision
Tree) when the model applies these disambiguation techniques.

Contribution 7: Improving document classification effectiveness. In the research article
A6, we applied the proposed SEMCON approach to enriching a baseline ontology
with new concepts and investigated how and to what extent the ontology enrichment
impacts the classification performance. To achieve this task, we used the Top-N terms
obtained from SEMCON as the most relevant terms for enriching each concept of the
baseline ontology. The results obtained by experiments conducted on the documents
from the funding domain using Decision Tree classifier showed that the average F1
measure is improved from 65.5% to 77.1% when concepts of the baseline ontology are
enriched with 4 new terms. Furthermore, the research article A7 extends the docu-
ment classification approach presented in the article A6 in two aspects: 1) in addition
to ontology enrichment, the model employs a new concept weighting scheme that ag-
gregates concept importance and concept relevance, and 2) it investigates the impact
of disambiguation techniques on the quality of ontology enrichment and classifica-
tion effectiveness. The experiments conducted on a real dataset and real ontology us-
ing three different classification algorithms showed that a considerable improvement
is achieved by our proposed classification model when the disambiguation issue and
the new concept weighting scheme is considered.

The contribution of this research work have been published in peer-reviewed interna-
tional conferences and journals and an overview of the published articles and their rela-
tionships to the contributions of this work is shown in Figure 3.1.
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3. CONTRIBUTIONS

A1
Contribution 1:

An effective approach for enriching an ontology with new
concepts utilising contextual and semantic information

A1, A2
Contribution 2:

Introducing of new statistical features
for deriving the context of a discourse

A2
Contribution 3:

The influence of each of contextual and semantic
components on the performance of ontology enrichment

A3
Contribution 4:

Application of the proposed SEMCON approach

A4, A5
Contribution 5:

Improving concept vectors by using new
concept weighting scheme

A7
Contribution 6:

The impact of disambiguation on
the quality of ontology enrichment

A6,A7
Contribution 7:

Improving document classification effectiveness

Figure 3.1: An overview of published articles and their relationships to the contributions
of this thesis
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This part includes the first research aspect addressed in this dissertation ‘Ontology con-
cept enrichment’. The research work presented in this part aimed to answer the second and
the third research question (first part) listed in Section 1.2.

This part contains three chapters constituted by three published research articles. Chap-
ter 4 presents a model called SEMCON capable to enrich an ontology with new concepts
utilizing semantic and contextual information. New statistical features are introduced to
derive the contextual information of a discourse.

Chapter 5 extended the previous work with an investigation of the impact of the con-
textual and semantic information, and the statistical features on the enrichment of the on-
tology. A thorough discussion and analysis along with a more extensive evaluation of the
proposed ontology enrichment SEMCON model is also presented in this chapter.

Chapter 6 gives an application of SEMCON approach which is used as the main mod-
ule of a model capable to analysing Online Social Networks, with a special focus on Face-
book. Users’s data such as post, comments, feeds, etc, are retrieved using a dedicated web
crawler and exploited semantically and contextually through the SEMCON to predict sus-
pect users.
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Kastrati, Z., Imran, A., and Yayilgan, S., “SEMCON: Semantic and Contextual Objective
Metric”, in the 9th IEEE International Conference on Semantic Computing (ICSC’15)
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Chapter 4

SEMCON: Semantic and Contextual
Objective Metric

Abstract

This paper proposes a new objective metric called SEMCON to enrich existing con-
cepts in domain ontologies for describing and organizing multimedia documents. The
SEMCON model exploits the document contextually and semantically. The prepro-
cessing module collects a document and partitions that into several passages. Then a
morpho-syntatic analysis is performed on the partitioned passages and a list of nouns
as part-of-speech (POS) is extracted. An observation matrix based on statistical features
is then computed followed by computing the contextual score. The semantics is then
incorporated by computing a semantic similarity score between two terms - term (noun)
that is extracted from a document and term that already exists in the ontology as a con-
cept. Eventually, an overall objective score is computed by adding contextual score with
semantic score. Subjective experiments are conducted to evaluate the performance of the
SEMCON model. The model is compared with state-of-the-art tf*idf and χ2 (Chi square)
using F1 measure. The experimental results show that SEMCON achieved an improved
accuracy of 10.64% over the tf*idf and 13.04% over the χ2.

4.1 Introduction

Domain ontologies are a good starting point to model in a principled way the basic vo-
cabulary - concepts of a given domain. However, in order for an ontology to be actually
usable in real applications, it is necessary to enrich concepts in ontology with available
lexical resources of this particular domain. Concepts enrichment means adding new con-
cepts without dealing with their ontological relations and types. Moreover, the ontology
structure will remain the same but its concepts will be enriched with their synonyms and
homonyms.

Recently, the population of the ontology with lexical data known as onto-terminology
[125] has been the subject of research. In this regard, researchers in [37] proposed a new
approach named Synopsis to automatically building a lexicon for each specific term called
criterion. The authors used the assumption that terms appearing closer to a given criterion
are more correlated to this criterion. The correlation is simply computed by only counting
the number of grammatical terms between a given term and the user criterion. An adapta-
tion of this approach is presented by researchers in [122]. They used the same methodology
to build automatically the lexicon of an ontology concept in contrast to building a lexicon
for a term. In order to do this, they built an information retrieval system called CoLexIR
which automatically identifies all parts of a document that are related to a given concept.
The issue of enriching the ontology concepts is also treated in [108] where researchers pro-
posed a new methodology to enrich the upper-level ontology SUMO (Suggested Upper
Merged Ontology) with the lexical data from the WordNet lexical database.

These approaches, using the the co-occurrence of terms, take into account only the con-
textual aspects of the domain in their learning process and do not consider the semantics.
Therefore, this paper proposes a new approach namely SEMCON, which combines the
contextual information and semantic information in the learning process of enriching the
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ontology concepts. Furthermore, in addition to frequency of occurrences of common noun
terms, new statistical features such as term’s font size and term’s font type are introduced
in this paper to build the observation matrix.

The rest of the paper is organized as follows. Section 4.2 describes the proposed SEM-
CON model in detail. In section 4.3, we describe the subjective and objective experiment
and we compare the subjective results with the results obtained by SEMCON model. Lastly,
section 4.4 concludes the paper.

4.2 SEMCON

This section describes the proposed SEMCON model to enrich concepts c of a domain on-
tology with new terms t. The model, illustrated in Figure 4.1, consists of 4 modules which
are explained in the following subsections.

4.2.1 Preprocessing

This module first collects a document and partitions that into subsets of text known as
passages. Each passage is treated as independent document in this paper.

Then a morpho-syntatic analysis is performed on the partitioned passages and the po-
tential terms obtained can either be a noun, verb, adverb or adjective. These are different
parts-of-speech (POS) of a language. It is a well established fact that nouns represent the
most meaningful terms in a document [84], thus the focus of this paper is on extracting
only common noun terms tn for further consideration.

4.2.2 Observation Matrix

The second module of SEMCON deals with calculation of the observation matrix. The
observation matrix is formed using the frequency of occurrences of each term tn, their font
type (bold, underline, italic), and their font size (title, level 1, level 2) as given in Equation 4.1.
Using of font type and font size of a term is inspired from the representation of tags in the
tag cloud. The font size and position of terms are found to be amongst the very important
factors in the information finding process [58]. For instance, the bigger the font size is, the
more important a term is in the given context.

Oi,j =
∑
i∈tn

∑
j∈p

(α ∗ Freqi,j + β ∗ Typei,j + γ ∗ Sizei,j) (4.1)

where, tn and p denotes the set of terms and set of passages respectively. α, β, γ are
some constants set as 1 in our case. Freqi,j denotes the frequency of occurrences of term tni

in passage pj , Typei,j denotes term’s font type tni in passage pj , and Sizei,j denotes term’s
font size tni in passage pj .

We assumed that terms occurring in bold have more influence/effect on the readers
than underline and than italic. According to this assumption, we computed the font type
of a term tn as given in Equation 4.2.

Type(tn) = 0.75 ∗B + 0.5 ∗ U + 0.25 ∗ I (4.2)

Font size of a term tn is calculated using Equation 4.3.

Size(tn) = 1.0 ∗ T + 0.75 ∗ L1 + 0.50 ∗ L2 + 0.25 ∗ L3 (4.3)

where T indicates title font size, L1 indicates level 1 font size, L2 indicates level 2 font
size, L3 indicates level 3 font size, B indicates the bold font type, U indicates underlined
font type, and I indicates the italic font type.

The computation of each term’s font size in the observation matrix is performed using
the font sizes from a master slide in PowerPoint presentations where the level 1 font size is
set to 28 pt, level 2 is set to 24 pt and level 3 is set to 20 pt.
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4.2 SEMCON

Figure 4.1: Block diagram of SEMCON model.

4.2.3 Contextual and Semantic Similarity

The observation matrix is used as input to compute the contextual and semantic similarity
between two terms in order to match a term extracted from a passage with a concept in the
ontology.

Term to term contextual distance, given in Equation 4.4, is computed using the cosine
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SoftwareEngineering

Attribute Process Model

Generic Hybrid

Product Cost

Figure 4.2: Software engineering lightweight ontology

measure in respect of passages.

Scon(tn1, tn2) =
tn1 · tn2

‖ tn1 ‖‖ tn2 ‖
(4.4)

A term square matrix is used to store Scon values among all extracted terms tn. This
matrix will later be used in computing an overall correlation between a term extracted
from a document and a concept in the ontology.

Further, we extract and use a subset of the terms tn in order to extend the concept list
of ontology. There maybe single label concepts in an ontology as well as compound label
concepts. For single label concepts, we use only those terms from the term square matrix
for which an exact term exists in the ontology. For example, for concept “Attribute” or
“Generic” in the software engineering ontology shown in Figure 4.2, there exists exactly a
same term extracted in the term square matrix.

For compound label concepts, we use those terms from the term square matrix which
are present as part of a concept in the ontology. For example, consider “SoftwareEngineer-
ing” as one of the compound label ontology concept, and the “Software” as one of the ex-
tracted terms from the document. Let “Program”, “Design”, “Development” be the highly
correlated terms with the term “Software”. In this case, the compound ontology concept
“SoftwareEngineering” will be enriched with the correlation terms of the term “Software”
namely with “Program”, “Design”, “Development”.

The next step is the computation of the semantic similarity. The semantic similarity
score, given in Equation 4.5, is calculated using the Wu&Palmer algorithm [156] imple-
mented in a freely available software package WordNet::Similarity [115].

Ssem(tn, c) =
2 ∗ depth(lcs)

depth(tn) + depth(c)
(4.5)

where tn, indicates term extracted from document, c denotes term that already exists
in ontology as a concept, depth(lcs) indicates least common subsumer of term and concept
label, depth(tn) indicates the path’s depth of term in WordNet::similarity and depth(c) indi-
cates path’s depth of concept label in WordNet::similarity.

4.2.4 Overall Score

The overall correlation of a term extracted from a document and a concept in the ontology
is computed using the contextual and semantic score and it is given in Equation 4.6.

Soverall(tn, c) = w ∗ Scon(tn, c) + (1− w) ∗ Ssem(tn, c) (4.6)
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where w is a parameter with value set as 0.5 in our case.
Finally, in order to obtain the terms which are more closely related to the ontology

concepts, a rank cut-off method is applied to the terms tn using a specified threshold. Terms
which are above the threshold are considered to be the relevant terms for enriching the
ontology concepts.

4.3 Experimental Procedures

To evaluate the performance of SEMCON, we have used PowerPoint presentations dataset
from 5 different domains: Computer, C++ Programming, Database, Internet, and Software
Engineering. We were restricted to a maximum of 5 presentations with a limited number
of slides (39 slides), due to subjective nature of the experiment.

The paper uses two approaches to evaluate the performance of SEMCON. The first one
is subjective evaluation and the second one is the objective evaluation. The results from
software engineering domain are presented in this paper.

4.3.1 Subjective evaluation

To compare term to concept correlation obtained from SEMCON, an online survey based
experiment is conducted. The subjective survey was carried out by publishing online a
questionnaire to 10 subjects. The subjects were all computer science PhD students and
postdocs at the Gjøvik University College. They were asked to select 5 closely related terms
from a list of terms for each concept, for 5 different domains, starting from the most relevant
term as their first choice, the second relevant term as the second choice and so on.

From the subjective survey, a single score, for each selected term, is calculated using
the Borda count method. Borda count, given in Equation 4.7, is an election method used
to determine a winner from a voting where voters rank the candidates in order of prefer-
ence [160].

BordaCount(tn) =
m∑
i=1

[(m+ 1− i) ∗ freqi(tn)] (4.7)

where BordaCount(tn) of a given term tn is calculated by a total sum of the weights of
the frequencies freqi(tn). freqi(tn) is the frequency of term tn chosen at Position i, and m is
the total number of possible positions, in our case m = 5.

The scores from the Borda count are then sorted to obtain the top ‘n’ terms, giving us
the refined list of the highest scoring terms. For our experiment, we set n = 10, and this
gives us the top 10 terms as shown in Table 4.1. The term “Waterfall” has the highest Borda
count value cause this term is selected by most of the subjects as the closest term for term
“Generic”.

Table 4.1: Borda count of subjects’ responses for “Generic” concept

Rank Term Borda Count
1 Waterfall 36
2 Model 16
3 Generic 10
4 Specification 10
5 System 10
6 Design 8
7 Transformation 7
8 Development 6
9 Phase 5

10 Formal 4
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4.3.2 Objective evaluation

The second approach used to evaluate the performance of SEMCON is comparing the re-
sults obtained from the SEMCON with results obtained from the tf*idf and χ2.

tf*idf is a mathematical algorithm which is used to find key vocabulary that best rep-
resents the texts by applying the term frequency and the inverted document frequency
together [133].

The traditional tf*idf considers only the term to document relation and thus it is not
appropriate for comparison as it is. Therefore, in order to take into account the term to
term relation, cosine measure is used where the dot product between two vectors of tf*idf
matrix reflects the extent to which two terms have a similar occurrence pattern in the vector
space.

χ2 is a statistical measurement which computes the degree of interdependency between
any two terms [85]. The measurement is carried out by comparing the observation fre-
quency with expected frequency.

We evaluated the performance of objective methods using the top terms scored by these
methods. In order to do this, scores for the 10 top terms are taken as the ground truth, and
they are compared with the top terms obtained by the objective scores. We used the top
15 terms as the refined terms list, and the effectiveness of objective metrics using the stan-
dard information retrieval measures are computed in order to compare with the subjective
results. These measures are Precision, Recall and F1. Precision is the number of correctly
retrieved terms, while recall is the number of retrieved terms. The F1 is considered as
average of precision and recall.

Table 4.2 shows precision, recall and F1 results obtained from the SEMCON for software
engineering concepts.

Table 4.2: The performance of SEMCON

Concept Precision (%) Recall (%) F1 (%)
Software 40.0 60.0 48.0
Cost 40.0 60.0 48.0
Product 40.0 60.0 48.0
Attribute 46.7 70.0 56.0
Process 60.0 90.0 72.0
Generic 60.0 90.0 72.0
Hybrid 60.0 90.0 72.0
Average 49.5 74.3 59.4

The performance of SEMCON, in terms of F1 measure, is compared with the perfor-
mance of tf*idf and χ2. The comparison, depicted in Table 4.3, shows that the SEMCON
has achieved an improvement on finding the most related terms to enrich the concepts of
an ontology, of 10.64% over the tf*idf and 13.04% over the χ2. This improvement is achieved
for all concepts excepts for “Software” and “Product”. This may have happened due to the
fact that the SEMCON, in contrast to tf*idf and χ2, takes into consideration not only the
frequency of occurrences of those terms in the corpus but also the semantics of those terms.

An example of a concept ontology enriched with new terms obtained by SEMCON
is shown in Figure 4.3. The “Generic” concept of the software engineering ontology is
enriched with new terms such as “System”, “Development”, “Formal” and “Transforma-
tion”. These terms are amongst the top 10 terms selected also by subjects in the subjective
experiment.

Finally, we evaluated the performance of the objective methods to a larger dataset com-
prised of lightweight ontologies from domains such as computer, database, internet, and
C++ programming (C++). The same experiment, as per Software Engineering domain on-
tology, was conducted. The obtained results in terms of F1 measure indicated in Table 4.4
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Table 4.3: The performance of objective methods using the F1 measure.

Concept tf*idf (%) χ2 (%) SEMCON (%)
Software 56.0 56.0 48.0
Cost 40.0 40.0 48.0
Product 64.0 56.0 48.0
Attribute 32.0 48.0 56.0
Process 72.0 48.0 72.0
Generic 48.0 64.0 72.0
Hybrid 64.0 56.0 72.0
Average 53.7 52.6 59.4

Figure 4.3: Generic concept enriched with new terms

Table 4.4: F1 measure for 5 different domains

Domain name tf*idf (%) χ2 (%) SEMCON (%)
Computer 44.44 40.89 49.78
C++ Programming 43.20 43.20 44.80
Database 40.00 32.10 41.00
Internet 49.14 41.14 45.71
SoftwareEngineering 53.71 52.57 59.43

show that the SEMCON gives better results then both of the methods for all domains ex-
cepts for internet domain ontology. This may have happened due to the fact that subjects
are making their selections based on descriptions provided under each concept on the ques-
tionnaire, when they were asked to select the 5 more closely related terms. Therefore, this
causes the overall score to be mainly affected by the contextual score.
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4.4 Conclusion

This paper proposed a new objective metric namely SEMCON to enriching the domain
ontology with new concepts by combining contextual as well as semantics of a term. The
proposed method can be applied to any existing domain ontology for extending it with new
concepts. The SEMCON takes into account the context of a term by first computing an ob-
servation matrix which exploits the statistical features. Currently three features - frequency
of the occurrence of a term, term’s font type and font size are used to compute observation
matrix. These features can easily be extended based on the type of the document chosen.
The future work may exploits further features for calculating observation matrix, and ex-
tracting candidate terms from multiple documents including word documents, audio and
video files. We also plan to conduct further research to examine the contribution of the
contextual and semantic scores in the overall score.
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Chapter 5

SEMCON: A Semantic and Contextual
Objective Metric for Enriching Domain

Ontology Concepts

Abstract

This paper presents a novel concept enrichment objective metric combining contex-
tual and semantic information of terms extracted from the domain documents. The pro-
posed metric is called SEMCON which stands for semantic and contextual objective met-
ric. It employs a hybrid learning approach utilizing functionalities from statistical and
linguistic ontology learning techniques. The metric also introduced for the first time two
statistical features that have shown to improve the overall score ranking of highly rele-
vant terms for concept enrichment. Subjective and objective experiments are conducted
in various domains. Experimental results (F1) from computer domain show that SEM-
CON achieved better performance in contrast to tf*idf, χ2 and LSA methods, with 12.2%,
21.8%, and 24.5% improvement over them respectively. Additionally, an investigation
into how much each of contextual and semantic components contributes to the overall
task of concept enrichment is conducted and the obtained results suggest that a balanced
weight gives the best performance.

5.1 Introduction

Domain ontologies are a good starting point to model in a formal way the basic vocabu-
lary of a given domain. They provide a broad coverage of concepts and their relationships
within a particular domain. However, in-depth coverage of concepts is often not available,
thereby limiting their use in specialized subdomain applications. It is also the business
dynamics and changes in the operating environment which requires modification to an on-
tology [97]. Therefore, the techniques for modifying ontologies, i.e. ontology enrichment,
have emerged as an essential prerequisite for ontology-based applications. An ontology
can be enriched with lexical data either by populating the ontology with lexical entries or
by adding terms to ontology concepts. The former means updating the existing ontology
with new concepts along with their ontological relations and types. This increases the size
of the existing ontology which requires more computational resources and more time to
compute. Thus making it less cost effective. The latter means adding new concepts with-
out taking into account the ontological relations and types between concepts. As a result
of this, the ontology structure will remain the same but its concepts will be enriched with
their synonyms and homonyms.

Enrichment of ontology concepts aims to improve a given ontology by updating it with
similar concepts. It is part of an iterative ontology engineering process [40] and it involves
subtasks from only lower part of ontology learning layer cake model [25]. Acquisition of
the relevant terminology, identification of synonym terms or linguistic variants and the
formation of concepts are subtasks involved. To perform these subtasks, the enrichment
process requires an initial ontology which has to be enriched. It then explores available
documents and texts from related domain of the given ontology in order to find synonyms
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or linguistic variants. Finally, by employing the learning approach, which is the core of
an ontology concepts’s enrichment process, the concepts are ready for updating the initial
given ontology.

There is a variety of learning approaches that are available to enrich concepts of an on-
tology. These approaches relies on either linguistic, pattern matching, machine learning
or statistical techniques [36, 59]. Even though these approaches have been proved useful
for enriching ontologies of many domains, they however have some limitations. These
approaches use only contextual information without taking into account the semantic in-
formation of terms. The contextual information is derived by distributional property of
terms such as term frequency or tf*idf, and co-occurrence of terms. Therefore, to address
this limitation, this paper proposes a new objective metric namely SEMCON to enriching
the domain ontology with new concepts by combining contextual as well as semantics of a
term.

The new proposed objective metric uses unstructured data as input for ontology learn-
ing process and is composed of two parts - contextual and semantic. Context is defined
as the part of a text or statement passage that surrounds a given term and it determines
term meaning. In our work, it is the cosine distance between the feature vectors of any
two terms. The feature vectors are composed of values computed by both the frequency
of occurrence of terms in corresponding passages, and the statistical features such as font
type and font size. The semantics on the other hand is defined by computing a semantic
similarity score using lexical database WordNet.

In addition, we also have investigated into how much each of contextual and semantic
components contributes to the overall task of enriching the domain ontology concepts and
compared our results with the results obtained by other approaches such as tf*idf, χ2 and
LSA. We present our results for several domains, namely, Computer, Software Engineering,
C++ Programming, Database and Internet.

The rest of the paper is organized as follows. Section 5.2 presents the state of the art
in the field of ontology enrichment. Section 5.3 describes our proposed SEMCON model
in detail. In Section 5.4 we describe the experiments including subjective and objective
evaluation of SEMCON along with measures used to evaluate the effectiveness of objective
methods. Results obtained by SEMCON and other objective methods and their compar-
isons are shown in Section 5.5. Section 5.6 presents some of the application areas of SEM-
CON and lastly, Section 5.7 concludes the paper and gives some future work directions.

5.2 Related Work

The field of ontology learning from unstructured data has attracted a lot of attention re-
cently, resulting in a wide variety of approaches. There are two main categories of these
approaches relevant to the concept enrichment task: 1) Statistical approach, and 2) Linguis-
tic approach.

Statistical approach uses distributional property of terms such as term frequency (tf )
or term frequency inverse document frequency (tf*idf ) and term co-occurrence to identify
concepts within the textual data. An example of statistical approach as learning technique
is DOODLE II [158]. It exploits a machine readable dictionary and domain-specific texts
to build domain ontologies with both taxonomic and non-taxonomic conceptual relation-
ships. The non-taxonomic relationships are dependencies between concepts such as syn-
onymy, meronymy, antonymy, attribute-of, possession. These non-taxonomic relationships
are exploited using domain specific texts with the analysis of lexical co-occurrence statis-
tics, based on WordSpace, which follows the idea that terms that occur together can have
non-taxonomic conceptual relationships. WEB→KB [28] is another ontology learning sys-
tem which relies on statistical approach to locate and extract concepts from world wide
web documents.
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Other statistical approaches deal with batches of terms. These approaches follow the
idea that the meaning of a term is represented by term co-occurrences and the frequen-
cies of the co-occurrences [89]. The occurrence of two or more terms within a sentence, a
passage or a document is known as collocation [63]. Learning by term collocations and
co-occurrences is the most addressed technique in statistical concept learning approach.
TEXT-TO-ONTO [26, 90] is an example which employs learning by term collocations and
co-occurrences technique. It uses textual data as input and computes the frequency of term
co-occurrences to identify and extract non-taxonomic relations using background knowl-
edge like a lexicon and a taxonomy. SYNOPSIS [37] is another example of learning by
term collocations and co-occurrences. It is a system which automatically builds a lexicon
for each specific term called criterion. To identify lexicon terms, the researchers use the
partition technique to split the document into several passages. The correlation between
terms and the user criterion is computed based on the relative position between each term
and the criterion. In other words, the correlation is simply computed by only counting
the number of grammatical terms between a given term and the user criterion. This way
a lexicon is built for each criterion. An adaptation of SYNOPSIS, namely CoLexIR, is pre-
sented in [122]. CoLexIR uses the same methodology as SYNOPSIS but it is used to build
the lexicon of an ontology concept automatically.

While statistical approaches depend on term frequencies and co-occurrences, linguistic
approaches involve natural language processing techniques, such as syntactic, morpho-
syntactic and lexico-syntactic analysis to identify concepts from textual data. An example
of linguistic approach as learning technique is HASTI [135]. HASTI is an automatic ontol-
ogy building method which uses a combination of morpho-syntactic and semantic analysis
techniques. Its input is unstructured data in the form of natural language texts in Persian.
The ontology in HASTI is a small kernel whose lexicon is nearly empty initially and grows
gradually by learning new terms. It learns concepts, taxonomic and non-taxonomic con-
ceptual relations, and axioms, to build ontologies on top of the existing kernel.

KnowItAll [38, 39] is another approach which is dependent on natural language pro-
cessing technique to extract information. It is a domain-independent system that extracts
information from the Web. KnowItAll employs lexico-syntactic patterns approach to iden-
tify and extract possible concepts. It selects the concepts by evaluating concept plausibility
derived using a version of the pointwise mutual information statistical measure.

SynDiKATe [55] is an ontology learning method based on natural language processing.
It uses technical documents in German language taken from test reports from the infor-
mation technology domain and medical finding reports. The approach to learning new
concepts is based on syntactic analysis in both sentence level and text level. The result of
the syntactic analysis is captured in a dependency graph, where vertices represent terms
and edges represent relations between those terms.

Categorizing SEMCON model in one of the two main categories of approaches of con-
cept enrichment is not an easy task due to differences which exist in many dimensions
amongst approaches. Shamsfard and Barforoush [135] identified six main categories of the
major distinguishing factors between ontology learning approaches. Even though there
are differences amongst approaches, they however have some points in common. From
this perspective, SEMCON can be considered as a hybrid approach which to some extent
utilizes both approaches, linguistic and statistical. From the linguistic point of view, SEM-
CON uses morpho-syntactic analysis to identify and extract noun terms, as part of speech,
which represent the most meaningful terms in a document. From statistical point of view,
SEMCON derives the context using cosine similarity between term vectors whose mem-
bers are frequencies of terms. SEMCON brings, besides term frequency, two new statistical
features to the table, i.e. term font size and font type, to determine the context of term. In
addition to contextual information, SEMCON also incorporates the semantic information
of terms using the lexical database WordNet and finally aggregates both contextual and
semantic information of this particular term.
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Figure 5.1: Block diagram of SEMCON

5.3 SEMCON

This section describes the proposed SEMCON model to enrich concepts of a domain ontol-
ogy with new terms which are closely related using the contextual and semantic informa-
tion. The model, illustrated in Figure 5.1, consists of four modules, which are explained in
the following subsections.
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5.3.1 Preprocessing

This module initially collects a document and partitions that into subsets of text known as
passages. These passages are text portions which have very strong semantic coherence and
are clearly disconnected from adjacent parts [129]. The partitioned passages can either be
fixed or variable length. They can also be classified into contextual passages if the parti-
tioning takes into account the context of the document or they can be classified as statistical
passages.

In this paper, we take into account the context of a document irrespective of the length
of partitioned passages. Partitioned passages are treated as independent documents. A
morpho-syntactic analysis using TreeTagger [132] is performed on the partitioned passages.
Passages are later cleaned by removing all punctuation and capitalization followed by a
tokenizer step to separate the text into individual terms. The lemmatization is the last step
used to find the normalized form of these terms.

The potential terms that are obtained as a result of this preprocessing step can either
be a noun, verb, adverb or adjective. These are different parts-of-speech (POS) of a lan-
guage. It is a well established fact that nouns represent the most meaningful terms in a
document [84], thus our focus is on processing only noun terms for further consideration.

5.3.2 Observation Matrix

Computation of the observation matrix is the next step in the proposed model. Observa-
tion matrix is a rectangular matrix where the rows represent the extracted passages from a
particular document and columns are the terms extracted from those particular passages.
An example of observation matrix is shown in Table 5.1.

Table 5.1: A part of the observation matrix from computer domain

Slide Computer Data Device Function Hardware System Web
1 6.25 5.25 1.75 0 0 0 0
2 3 0 0 0 0 1.5 8
3 9.25 0 7 1.75 4.75 5.5 0
4 5.5 3.5 8 0 0 0 0
5 5 1.5 1.5 1.5 0 2 0
6 12.25 0 0 1.5 0 6 0
7 2.25 0 0 0 0 6.25 0

Each entry of the observation matrix is calculated by accumulating the sum of term
frequency, term font size and term font type in each of the extracted passages, as shown in
Equation 5.1. Introducing of term font type and term font size, as very important factors in
the information finding process [58], is inspired from the representation of tags in the tag
cloud [10]. The effect of these statistical features is discussed in subsection 5.5.1.

Oi,j =
∑
i∈t

∑
j∈p

(Freqi,j + FTi,j + FSi,j) (5.1)

where, t and p show the set of terms and passages, respectively. Freqi,j denotes the
frequency of occurrences of a term ti in passage pj . FTi,j and FSi,j denote font type and
font size of a term ti in passage pj , respectively.

We adopt a linear increase model for different font types and font sizes. The linear
model assumes that the effect of each variable is the same for all values of the other vari-
ables. For example, the model assumes that the effect of bold font type terms is exactly the
same as the effect of every underline or italic font type terms. The same way, the effect of
underlined font type terms is exactly the same as the effect of every underline bold or italic
font type terms, and so on. Font type of a term t is calculated using Equation 5.2, while font
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size is calculated using Equation 5.3. Both functions are in normalized form and the results
lie between 0 and 1.

FT (ti,j) = 0.75 ∗B + 0.5 ∗ U + 0.25 ∗ I (5.2)

FS(ti,j) = 1.0 ∗ T + 0.75 ∗ L1 + 0.50 ∗ L2 + 0.25 ∗ L3 (5.3)

The font sizes and the font types of terms used to build the observation matrix can be
derived for all types of rich text documents using the html tags. In this paper, we used the
font sizes from the presentations slides where the level 1 font size is set to 28 pt, level 2 is
set to 24 pt and level 3 is set to 20 pt. These parameters can be adjusted for other document
types. According to these font size settings, we observed the occurrences of terms among
the presentation slides.

The example illustrated in Figure 5.2 shows that term Web occurred 4 times in the pre-
sentation slides, where 2 times it appeared as level 1 font size and as bold font type and 2
times it appeared as level 2 font size.

Figure 5.2: Building of observation matrix using statistical features

5.3.3 Computation of Contextual and Semantic Score

The observation matrix is used as an input to compute the term-to-term contextual and se-
mantic score between two terms in order to find a matching term extracted from a passage
to a concept in the ontology.

Term to term contextual score (Scon) is calculated using the cosine similarity metric with
respect to the passages, as given by Equation 5.4.

Scon(ti, tj) =
ti · tj

‖ ti ‖‖ tj ‖
(5.4)

A term square matrix is used to store Scon values among all extracted term. This matrix
will later be used in computing an overall correlation between a term extracted from a
document and a concept in the ontology, as described in subsection 5.3.4.

Further, the proposed model extracts and uses a subset of terms t to extend and to enrich
ontology concepts. There may be single label concepts in an ontology as well as compound
label concepts. For single label concepts, SEMCON uses only those terms from the term
square matrix for which an exact match exists in the ontology. For example, for concept
in the ontology such as Application or Storage illustrated in Figure 5.3, there exists exactly
the same term in the term square matrix.

For compound label concepts, SEMCON uses those terms from the term square matrix
which are present as part of a concept in the ontology. For example, consider InputAnd-
OutputDevices as one of the compound ontology concepts, and the Device as one of the
terms in the term square matrix. Let Screen, Display, Input be the highly correlated terms
with the term Device, and in that case, the InputAndOutputDevices will be enriched with the
correlation terms of the term Device e.g. with Screen, Display, Input.

Next step is the computation of the semantic score Ssem. The semantic score is com-
puted using WordNet database. WordNet [44] is a lexical database for English language
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Figure 5.3: Ontology sample of the computer domain

that groups terms into sets of synonyms called synsets and defines the semantic relations
between these synsets. SEMCON uses all the synsets to represent specific terms under
consideration.

The semantic score, Ssem(ti, tj), is calculated for all possible pairs ti and tj from the
observation matrix, where ti, tj ∈ O and O is the observation matrix. As a result, for each
term, a hash table is generated where the most similar terms are set as the synonyms for
that term. The Wu&Palmer algorithm [156] is used to compute the semantic score. Mathe-
matically, it is computed using Equation 5.5.

Ssem(ti, tj) =
2 ∗ depth(lcs)

depth(ti) + depth(tj)
(5.5)

where, depth(lcs) indicates the least common subsumer of terms ti and tj ; depth(ti) and
depth(tj) indicate the path’s depth of terms ti and tj , in the WordNet lexical database.

5.3.4 Overall Score

The overall correlation between two terms, ti and tj , is calculated using the contextual and
semantic score. Mathematically, the overall score is given in Equation 5.6.

Sove(ti, tj) = w ∗ Scon(ti, tj) + (1− w) ∗ Ssem(ti, tj) (5.6)

where w is a parameter with value set as 0.5 based on the empirical analysis performed
on the data set given in Section Experimental Procedure. A thorough analysis about the
effect of the weight parameter value on the output of the SEMCON is given in subsec-
tion 5.5.2. The overall score is in the range (0,1]. The overall score is 1 if two terms are the
same and 0 when there is no relationship between them.

Finally, a rank cut-off method is applied using a threshold to obtain terms which are
closely related to a given term in the ontology. Terms that are above the specified threshold
(top-N) are considered to be the relevant terms for enriching the concepts.

A simple example of the SEMCON output, given in Table 5.2, shows the top 10 terms
obtained as the most relevant terms of Application concept. 6 of these terms, namely Appli-
cation, Program, Apps, Function, Task and Software are amongst the top 10 terms selected by
the subjects as the closest terms to concept Application.

5.4 Experimental Procedures

The experiment used presentation slides dataset from 5 different domains as shown in Ta-
ble 5.3. The presentations in the database are from domain of Computer, Database, Internet,

53



5. SEMCON: A SEMANTIC AND CONTEXTUAL OBJECTIVE METRIC FOR ENRICHING
DOMAIN ONTOLOGY CONCEPTS

Table 5.2: Top 10 closely related terms of Application concept

Concept The Top 10 terms obtained by SEMCON model
Application Apps, Application, Software, Program, Control

Task, Part, Master, Operation, Function

C++ Programming and Software Engineering. The dataset was limited to a maximum of 5
presentations with a restricted number of slides due to the subjective nature of the experi-
ment.

Table 5.3: Dataset used for experimenting

No Domain name # of slides # of terms # of concepts
1 Computer 7 79 9
2 Database 9 105 8
3 Internet 7 73 7
4 C++ Programming 9 70 10
5 Software Engineering 7 42 7

The paper uses two approaches to evaluate the performance of the SEMCON. The first
one is the subjective evaluation and the second one is the objective evaluation.

5.4.1 Subjective Evaluation

To evaluate the performance of SEMCON, a subjective survey was carried out by publish-
ing an online questionnaire to 15 subjects.

The subjects were all computer science PhD students and Postdocs at the Gjøvik Uni-
versity College. They were asked to select 5 closely related terms from a list of terms for
each of the concepts, starting from the most relevant term as their first choice, the second
relevant term as the second choice and so on. A screenshot taken from the questionnaire
about the computer domain is illustrated in Figure 5.4.

For each of the concepts given in the subjective survey, we obtained the ranking of the
corresponding term and its frequency count. An example of ranking terms and calculating
the counts of the corresponding term frequencies is given in Table 5.4.

Table 5.4: Terms selected by subjects for the Application concept

Terms Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Total
Apps 2 8 2 1 0 13
Software 3 0 4 3 1 11
Program 0 2 3 1 2 8
Application 8 0 0 0 0 8
User 0 1 1 1 3 6
Task 0 0 2 2 1 5
Windows 1 1 0 2 1 5
Browser 0 0 2 2 0 4
Process 0 0 1 1 2 4
Microsoft 1 1 0 0 0 2
System 0 0 0 0 2 2
Computer 0 1 0 0 0 1
Data 0 0 0 0 1 1
Recording 0 0 0 0 1 1
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Figure 5.4: A screenshot taken from the questionnaire

Pos(n) is the position of the selected term from the term list. It shows how many times a
particular term is selected at nth position, e.g. the term Apps is chosen by 2 subjects as their
1st choice for the Application concept, by 8 subjects as their 2nd choice and so on. The total
number of times a particular term being selected by subjects for the Application concept is
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Table 5.5: Borda count of subjects’ responses for the Application concept

Rank Term Borda Count
1 Apps 50
2 Application 40
3 Software 34
4 Program 21
5 Windows 14
6 Task 11
7 Browser 10
8 Function 9
9 User 9

10 Process 7

computed by aggregating all these frequencies together.
For each selected term, a single score is computed using the Borda Count method. Borda

Count method is an election method used to determine a winner from a voting where
voters rank the candidates in order of preference [160]. The mathematical formulation of
Borda Count is given in Equation 5.7.

BC(t) =
m∑
i=1

[(m+ 1− i) ∗ freqi(t)] (5.7)

where BC(t) of a given term t is computed by a total sum of the weights of the frequen-
cies freqi(t). freqi(t) is the frequency of term t chosen at position i, and m is the total number
of possible positions, in our case 5.

The scores from the Borda Count are then sorted to obtain the top ‘n’ terms, giving us
the refined list of the highest scoring terms. For our experiment, we set n = 10, and this
gives us the top 10 terms as shown in Table 5.5. This is our ground truth data.

5.4.2 Objective Evaluation

In addition to the subjective experiment, an objective evaluation is carried out where the
results obtained from the SEMCON model are compared with the results obtained from
the three state-of-the-art methods namely Term Frequency Inverse Document Frequency
(tf*idf ) [133], χ2 (Chi square) [85] and Latent Semantic Analysis - LSA [80].

tf*idf is a mathematical method which is used to find key vocabulary that best repre-
sents the texts. Mathematically, it is given in Equation 5.8.

tf ∗ idf = tfi,j ∗ log
N

dfj
(5.8)

where, tfi,j is the term frequency of term j that occurs in a passage, N is the total number
of passages in the corpus and dfj shows the number of passages where the term j occurs.

The traditional tf*idf considers only the term to document relation and thus it is not
appropriate for comparison as it is. Therefore, we modified the existing tf*idf in order to
take the term to term relation into account. This is achieved using the cosine measure where
the dot product between two vectors of tf*idf matrix shows the extent to which two terms
are similar in the vector space.

χ2 is a statistical method which computes the relationship between two given terms.
Mathematically, it is given in Equation 5.9.

χ2
ta,tb

=
∑

i∈{ta,¬ta}

∑
j∈{tb,¬tb}

(Oi,j − Ei,j)
2

Ei,j
(5.9)

56



5.4 EXPERIMENTAL PROCEDURES

where, Oi,j and Ei,j show the co-occurrence and the expected co-occurrence frequency
between two terms ta and tb. More formally, the co-occurrence frequency between two
terms ta and tb is the observed frequency Oi,j where i ∈ {ta,¬ta} and j ∈ {tb,¬tb}. Thus,
Ota,tb is the observed frequency of passages which contain term ta and term tb. Ota,¬tb
is the observed frequency of passages which contain term ta but do not contain term tb.
O¬ta,tb is the observed frequency of passages which do not contain ta but contain the term
tb. O¬ta,¬tb is the observed frequency of passages which contain neither term ta nor term
tb.

Latent semantic analysis (LSA), sometimes referred as latent semantic indexing, is a
method for extracting and representing the content of a text using the relationships between
terms that occur in similar context.

The first step of LSA is representing the text document as a matrix in which each row
denotes a unique term and each column denotes a passage. Each cell contains the frequency
of occurrence of one term from the passage.

The second step of LSA is applying a Singular Value Decomposition (SVD). SVD de-
composes the rectangular matrix into the product of three matrices. One matrix is term
vectors, another denotes a diagonal matrix and the last one denotes passage vectors. More
formally, every rectangular matrix M can be decomposed into three matrices T, Σ and PT ,
as shown in Equation 5.10.

M = TΣPT (5.10)

where, T is a term vectors matrix, PT is a matrix of passage vectors and Σ is a diagonal
matrix of decreasing singular values.

The singular values represent the semantic space for terms and passages in a corpus of
text. When the matrix Σ contains all the singular values of M, then the original matrix M is
reconstructed by multiplying the three matrices T, Σ, and PT .

The dimensionality of the space of semantic representations can be reduced by deleting
some of the singular values, starting with the smallest. The matrix Mk, which is the k
dimensional approximation to M, can be built by selecting the k largest singular values. In
our case, we set the dimensionality parameter k to 2. The reconstruction of matrix Mk is
given in Equation 5.11.

Mk = TΣkP
T (5.11)

Similarly, the representations of terms and passages by multiplying their corresponding
matrix decompositions are obtained. The representations of terms and passages are given
in Equation 5.12.

Tk = TΣk PT
k = ΣkP

T (5.12)

Finally, to calculate the similarity between two terms, we used the cosine measure,
where the dot product between two vectors of matrix Mk shows the extent to which two
terms are similar in the vector space. Cosine similarity measure is given in Equation 5.13.

SimilarityLSA(ti, tj) =
ti · ti

‖ ti ‖‖ ti ‖
(5.13)

where, ti and tj are terms, and ‖ ti ‖ and ‖ tj ‖ are the corresponding latent term space
vectors.

5.4.3 Measures of the Effectiveness for the Objective Methods

We employed the standard information retrieval measures such as Precision, Recall and
F1 [133] to evaluate the effectiveness of objective methods. The objective methods are eval-
uated against the subjective ones. The evaluation is conducted by taking the 10 top subjec-
tive terms as the ground truth and the top-N terms obtained by the objective methods as a
relevance list.
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The definition of precision and recall is adjusted in order to evaluate top-N terms ob-
tained by objective methods. The definitions adopted are as following.

Precision is the ratio of total number of terms which occur simultaneously in the rele-
vance list and in the ground truth list, to the number of terms in the relevance list. Precision
is given in Equation 5.14.

Precision =
| Relevance ∩GroundTruth |

| Relevance |
∗ 100 (5.14)

Recall is the ratio of total number of terms which occur simultaneously in the relevance
list and in the ground truth list, to the number of terms in the ground truth list. Recall is
given in Equation 5.15.

Recall =
| Relevance ∩GroundTruth |

| GroundTruth |
∗ 100 (5.15)

Precision and recall are often inversely related to each other, such that if the number of
relevant terms increases, then the value of recall increases, while at the same time precision
decreases. Thus, we used the standard F1 measure, which is defined as the average of
precision and recall and it is given in Equation 5.16.

F1 =
2 ∗ (Precision ∗Recall
Precision+Recall

∗ 100 (5.16)

5.5 Results and Analysis

The performance of objective methods is evaluated on two criteria. First being how well
the objective methods score the top subjective terms. In order to do this, scores for the
10 top terms are taken as the ground truth. The score obtained for these terms using the
objective methods are then evaluated. An example for the enrichment of the Application
concept is observed and the comparison is shown in Table 5.6. The final score is in the
range of [0,1], where 0 denotes a term with no relatedness and 1 denotes a highly related
term for enriching the Application concept.

Table 5.6: The overall objective score for the top 10 terms selected by subjects

No Subjective terms tf*idf χ2 LSA SEMCON
1 Apps 1.000 1.000 1.000 1.000
2 Application 1.000 1.000 1.000 1.000
3 Software 0.975 0.500 0.981 0.943
4 Program 0.914 0.500 0.894 0.923
5 Windows 0.000 0.028 0.000 0.409
6 Task 1.000 1.000 1.000 0.900
7 Browser 0.000 0.028 0.000 0.479
8 Function 0.569 0.222 0.577 0.701
9 User 0.603 0.417 0.707 0.544

10 Process 0.000 0.067 0.000 0.412

The comparison summarised in Table 5.6, shows that SEMCON generally outperforms
the tf*idf, χ2 and LSA. The red highlighted values show cases when one method performs
better than the other. It can be seen from the red highlighted values that the SEMCON
model gives much better results for the terms Windows, Browser and Process in contrast
to the tf*idf and LSA which scores 0 to these three terms and χ2 which scores close to 0.
This is most likely because these terms did not occur in document/presentation slides that
talk contextually about the Application concept but they occurred in the WordNet corpus.
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SEMCON also scores higher for the terms Program and Function. The term Task gets a
score of 1.0 by the tf*idf, χ2 and LSA, which means that these three methods would rank
the term Task as its first term to enrich the Application concept. The term Task however is
ranked as the sixth relevant term to enriching the concept Application by subjects as shown
in Table 5.5.

The second evaluation criteria is to check if the top terms scored by the objective meth-
ods are accurate. For this, we compute the precision, recall and F1 measure on the top-15
relevant terms list. Table 5.7 shows the resulting precision and recall of objective methods
on retrieving and ranking of terms as the most relevant terms for enriching the Application
concept in the computer domain. Terms correctly retrieved by the objective methods are
highlighted in red in Table 5.7.

Table 5.7: Precision and recall of Application concept

Objective terms
Subjective terms tf*idf χ2 LSA SEMCON
Apps Apps Apps Application Apps
Application Application Application Control Application
Software Control Control Apps Software
Program Master Master Master Program
Windows Part Part Part Control
Task Task Task Task Task
Browser Software Program Web Part
Function Program Software File Master
User Operation Operation Page Operation
Process Computer User Access Function

User Computer Asset Computer
Function Function Browser System
System Component Collection User
Component System Concept Browser
Access Device User Use

Recall 70.0 70.0 50.0 80.0
Precision 46.7 46.7 33.3 53.3

In the following paragraph, we are giving an example to show how the precision and
recall, shown in Table 5.7, are computed. Total number of terms obtained by intersection
of ground truth list (column entitled subjective terms) and relevance list (column entitled
tf*idf ) is equal to 7. Number of terms in ground truth list is 10, while number of terms in rel-
evance list is 15. Recall is computed as 7/10*100=70.0% and precision as 7/15*100=46.7%.
The example illustrated shows computation of precision and recall for tf*idf method but in
a similar fashion they are also computed for χ2, LSA, and SEMCON.

Additionally, Table 5.8 and Table 5.9 shows precision, recall and F1 results obtained by
the SEMCON on retrieving and ranking of terms as the most relevant terms for enriching
concepts of computer domain and other domains, respectively.

The performance of SEMCON in terms of F1 measure is compared with the perfor-
mance of tf*idf, χ2 and LSA. The comparison is performed using results of various domains
and it shows that SEMCON achieved better results on finding the highly related terms to
enrich ontology concepts.

Table 5.10 shows F1 results for computer domain. The results depict that SEMCON
achieved the average improvement of 12.2% over the tf*idf, 21.8% over the χ2, and 24.5%
over the LSA.

The same comparisons for F1 measure is also conducted for other domains. These re-
sults are shown in Tables 5.11 - 5.14.
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Table 5.8: The performance of SEMCON on computer domain

Domain P (%) R (%) F1 (%)
Computer 26.7 40.0 32.0
Software 46.7 70.0 56.0
Hardware 33.3 50.0 40.0
Web 46.7 70.0 56.0
Storage 46.7 70.0 56.0
Microprocessor 40.0 60.0 48.0
InputAndOutputDevices 33.3 50.0 40.0
Application 53.3 80.0 64.0
Windows 46.7 70.0 56.0
Average 41.5 62.2 49.8

Table 5.9: The performance of SEMCON on different domains

Domain P (%) R (%) F1 (%)
Computer 41.5 62.2 49.8
Database 34.2 51.3 41.0
Internet 38.1 57.1 45.7
C++ Programming 37.3 56.0 44.8
Software Engineering 49.5 74.3 59.4

Table 5.10: The F1 of objective methods performed on computer domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Computer 24.0 24.0 32.0 32.0
Software 56.0 48.0 40.0 56.0
Hardware 32.0 40.0 32.0 40.0
Web 32.0 32.0 40.0 56.0
Storage 64.0 56.0 64.0 56.0
Microprocessor 48.0 40.0 56.0 48.0
InputAndOutputDevices 32.0 24.0 8.0 40.0
Application 56.0 56.0 40.0 64.0
Windows 56.0 48.0 48.0 56.0
Average 44.4 40.9 40.0 49.8

Table 5.11: The F1 of objective methods performed on SE domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Software 56.0 56.0 40.0 48.0
Cost 40.0 40.0 40.0 48.0
Product 64.0 56.0 48.0 48.0
Attribute 32.0 48.0 32.0 56.0
Process 72.0 48.0 32.0 72.0
Generic 48.0 64.0 64.0 72.0
Hybrid 64.0 56.0 56.0 72.0
Average 53.7 52.6 44.6 59.4

Finally, we evaluated the performance of SEMCON and the three other objective meth-
ods by comparing the average results of each domain. The obtained results (precision,
recall and F1) illustrated in Figure 5.5 - 5.7 show that SEMCON gives better results than the
other three methods for all the domains excepts for the internet domain. This may have
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Table 5.12: The performance of SEMCON on C++ programming domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
C++ Programming 24.0 40.0 40.0 40.0
Syntax 56.0 48.0 48.0 48.0
Technique 24.0 16.0 24.0 24.0
Structure 40.0 40.0 32.0 40.0
Expression 48.0 40.0 40.0 48.0
Operator 24.0 24.0 56.0 24.0
Encapsulation 48.0 64.0 64.0 48.0
Inheritance 64.0 56.0 56.0 56.0
Polymorphism 48.0 48.0 40.0 56.0
Platform 56.0 56.0 48.0 64.0
Average 43.2 43.2 44.8 44.8

Table 5.13: The F1 of objective methods performed on database domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Database 24.0 16.0 24.0 16.0
Model 48.0 40.0 16.0 48.0
E-R 48.0 48.0 16.0 48.0
User 40.0 16.0 16.0 16.0
SQL 32.0 40.0 16.0 32.0
DDL 64.0 48.0 40.0 64.0
DML 40.0 24.0 32.0 48.0
Administrator 24.0 24.0 16.0 24.0
Average 40.0 32.0 22.0 41.0

Table 5.14: The F1 of objective methods performed on internet domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Internet 40.0 24.0 48.0 40.0
Application 40.0 40.0 40.0 32.0
Web 32.0 32.0 40.0 32.0
Access 56.0 48.0 40.0 48.0
Browser 64.0 48.0 48.0 64.0
ISP 72.0 48.0 56.0 64.0
HTML 40.0 48.0 56.0 40.0
Average 49.1 41.4 46.9 45.7

happened due to the fact that subjects are making their selections based on the descrip-
tions provided under each concept in the questionnaire, when they were asked to select
5 closely related terms. In other words, subjects might have used contextual information
from the description provided in the questionnaire about each concept rather than their
existing prior knowledge. As the ground truth list is composed of terms which carry con-
textual meaning in a document to describe a particular concept, therefore this might have
served better for tf*idf for Internet domain where people choose terms based on the context
rather than prior domain knowledge. Nevertheless, there is a significant improvement of
results for other domains by SEMCON over other methods.
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Figure 5.5: Precision for 5 different domains
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Figure 5.6: Recall for 5 different domains

5.5.1 The Impact of Statistical Features

The SEMCON takes into account the context of a term by computing an observation matrix,
which exploits the statistical features such as term font type and term font size besides the
frequency of the occurrence of a term. An example of observation matrix, with or without
using the statistical features, is shown in Table 5.15.

Table 5.15 depicts two observation matrix scores computed for 5 different terms: com-
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Figure 5.7: F1 for 5 different domains

Table 5.15: An example of observation matrix with/without using statistical features

Slide Computer Data Device System Web
No With No With No With No With No With

1 3 6.25 3 5.25 1 1.75 0 0 0 0
2 2 3 0 0 0 0 1 1.5 4 8
3 5 9.25 0 0 4 7 3 5.5 0 0
4 3 5.5 2 3.5 5 8 0 0 0 0
5 3 5 1 1.5 1 1.5 1 2 0 0
6 7 12.25 0 0 0 0 3 6 0 0
7 1 2.25 0 0 0 0 3 6.25 0 0

puter, data, device, system, and web. For each term, the first column shows the score obtained
using only term’s frequency (denoted with No), and the second column shows the score
obtained using statistical features.

It is evident from Table 5.15 that statistical features do contribute to observation matrix
score but there is a need to investigate into how much each of the statistical features i.e. the
font size and font type, contribute to the overall performance of SEMCON. The contribu-
tion presented for the computer domain dataset is shown in Table 5.16. Furthermore, Table
5.16 gives a comparison of Precision, Recall and F1 measures of SEMCON, when the obser-
vation matrix is built using the statistical features and when the observation matrix is built
only using the frequency of the occurrence of a term. The average F1 measure is improved
by 3.75% when the observation matrix is built using statistical features. The F1 measures of
Web and InputAndOutputDevices concepts are improved by 16.7% and 25.0%, respectively.
This happened due to the fact that these terms occurred very often as level 1 font size and
bold font type in the passages, hence statistical features have a high contribution in the
value of the overall score.
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Table 5.16: The performance of SEMCON with/without statistical features

Concept Precision (%) Recall (%) F1(%)
No With No With No With

Computer 26.7 26.7 40.0 40.0 32.0 32.0
Software 46.7 46.7 70.0 70.0 56.0 56.0
Hardware 33.3 33.3 50.0 50.0 40.0 40.0
Web 40.0 46.7 60.0 70.0 48.0 56.0
Storage 46.7 46.7 70.0 70.0 56.0 56.0
Microprocessor 40.0 40.0 60.0 60.0 48.0 48.0
InputAndOutputDevices 26.7 33.3 40.0 50.0 32.0 40.0
Application 53.3 53.3 80.0 80.0 64.0 64.0
Windows 46.7 46.7 70.0 70.0 56.0 56.0
Average 40.0 41.5 60.0 62.2 48.0 49.8

5.5.2 The Effect of Weight Parameter w

This section investigates into how much each of contextual and semantic components con-
tributes to the overall score. This is achieved by tuning the weight parameter w given in
Equation 5.6. We conducted the experiments with various w settings from 0.0 to 1.0 with
a step size of 0.1. When the w is set to 0.0 the overall score is computed using only the se-
mantic component, while w=1.0 indicates that the contribution is only from the contextual
component. The rest of the values shows that the overall score is composed of both the
contextual and semantic information. Figure 5.8 illustrates the precision with respect to the
weight parameter w, obtained by experiments carried out on computer domain data set.
It can be seen from the chart diagram that the best result in terms of precision is obtained
when the value of weighting parameter w is set to 0.5. The precision starts declining with
an increase or a decrease in the value of w. This suggests that both semantic and contex-
tual information should contribute equally to computing the overall score as described in
subsection 5.3.4.
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Figure 5.8: Precision as a function of weight parameter w
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5.6 The Applications of SEMCON

SEMCON can be used in many application areas including but not limited to information
systems, eLearning platforms, open educational resources (OER), online social network
(OSN) analysis, etc., for building dictionaries, classifying documents, enriching ontologies
- among many others. For instance, it can be applied for document classification in infor-
mation systems where each record can be grouped into different categories automatically
utilizing context and semantics. The two areas where SEMCON has been applied are as
follows:

1. The classification of multimedia documents in the web-based eLearning platforms.

2. The analysis of Online Social Networks (OSNs) for identifying criminal activity and
possible suspects.

These applications are discussed briefly in this section.

5.6.1 SEMCON for Web-based eLearning Platforms

Today’s eLearning platforms consist of multiple media modalities including presentation
slides, lecture videos, transcript files, handouts, and additional documents, delivering thou-
sands of learning objects on a daily basis. These media provides a rich source of informa-
tion that can be utilized for organizing and structuring learning objects.

Structuring and organizing huge amount of learning objects is a labour intensive, prone
to errors and a cumbersome task, however. SEMCON on the other hand can prove useful in
automatically organizing pedagogical multimedia content using an automatic classification
approach based on the ontology described in [67]. Any new unlabeled learning object can
be assigned to a predefined category in an eLearning platform using SEMCON. This is
plausible by calculating the similarity between the extracted terms from the learning object
and the ontology concepts. The learning object can then be assigned to a category having
the highest similarity value with respect to that learning object.

An ontology represents semantic aspects of the learning objects through entities defined
within a domain ontology. Therefore, each learning object that uses the ontology is repre-
sented as a vector, whose elements indicate the importance of concepts in the ontology.

5.6.2 SEMCON for OSN Analysis for Criminal Activity Detection

Analysing users’ behaviour in Online Social Networks (OSNs) for investigating criminal
activities is an area of great interest these days. The criminal activity analysis provides
a useful source of information for law enforcement and intelligence agencies across the
globe. Existing methods monitoring criminal activity normally rely on contextual analysis
by computing co-occurrences of terms, which is not much effective.

SEMCON on the other hand can provide useful semantic as well as contextual informa-
tion in identifying criminal activities by analysing users’ posts and data, and by maintain-
ing a history of recent user activities in the digital platforms. The proposed model [72] uses
web crawlers suited to retrieve users’ data such as posts, feeds, comments from Facebook,
and exploits them semantically and contextually using the ontology enhancement objective
metric SEMCON. The output of the model is a probability value of a user being a suspect
which is computed by finding the similarity between the terms obtained from SEMCON
and the concepts of criminal ontology.

5.7 Conclusion and Future Work

In this paper, we proposed a new generic approach to enriching the domain ontologies
with new concepts by combining contextual and semantic information of terms extracted
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from the domain documents. SEMCON employs a hybrid ontology learning approach to
identify and extract new concepts. This approach involves functionalities from both lin-
guistic and statistical ontology learning approaches. From the former approach, SEMCON
utilizes morpho-syntactic analysis to identify and extract noun terms, as a part of speech,
which represent the most meaningful terms in a document. While from the latter approach,
SEMCON derives the context using cosine similarity between term vectors whose mem-
bers are frequencies of terms. SEMCON uses, besides term frequency, two new statistical
features, i.e. term font size and font type to determine the context of a term. In addition
to contextual information, SEMCON also incorporates the semantic information of terms
using the lexical database WordNet and finally aggregates both contextual and semantic
information of this particular term.

Several experiments on various small data sets are conducted, where results obtained
by SEMCON are compared with results obtained by other objective methods such as tf*idf,
χ2 and LSA. Comparison showed that SEMCOM outperforms the three objective methods
by 12.2% over the tf*idf, 21.8% over the χ2 and 24.5% over the LSA. We also carried out ex-
periments about the effect of statistical features on the overall performance of the proposed
metric and our findings showed an improved performance. Additionally, we investigated
into the amount of contribution made by each of the contextual and semantic components
to the overall task of concepts enrichment. The obtained results indicated that a balanced
weight between the contextual and semantic components gives the best performance.

The future work may further exploit other features for computing observation matrix
and nonlinear models, i.e. exponential, for computing the statistical features. Another
direction may be extracting candidate terms from multimedia documents including audio
and video.
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Chapter 6

Analysis of Online Social Networks Posts to
Investigate Suspects Using SEMCON

Abstract

Analysing users’ behaviour and social activity for investigating suspects is an area of
great interest nowadays, particularly investigating the activities of users on Online So-
cial Networks (OSNs) for crimes. The criminal activity analysis provides a useful source
of information for law enforcement and intelligence agencies across the globe. Current
approaches dealing with the social criminal activity analysis mainly rely on the contex-
tual analysis of data using only co-occurrence of terms appearing in a document to find
the relationship between criminal activities in a network. In this paper, we propose a
model for automated social network analysis in order to assist law enforcement and in-
telligence agencies to predict whether a user is a possible suspect or not. The model
uses web crawlers suited to retrieve users’ data such as posts, feeds, comments, etc., and
exploits them semantically and contextually using an ontology enhancement objective
metric SEMCON. The output of the model is a probability value of a user being a sus-
pect which is computed by finding the similarity between the terms obtained from the
SEMCON and the concepts of criminal ontology. An experiment on analysing the public
information of 20 Facebook users is conducted to evaluate the proposed model.

6.1 Introduction

In recent years, the usage of Online Social Networks (OSNs) has increased rapidly through-
out all layers of society. Law enforcement and intelligence agencies analyse traces of digital
evidence in order to solve crimes and capture criminals whom are also OSNs users during
their investigation activities. Particularly analysing contents shared by users on social net-
works such as Facebook, Twitter and LinkedIn are of interest. Several approaches of anal-
ysis aiming at extracting useful information, modelling users profile, and understanding
users behaviour and social activity have been proposed [3].

Analysing users behaviour and social activity for investigating suspects is also an inter-
esting area of research, particularly investigating the activities of users on OSN for crimes.
The criminal activity analysis provides a useful source of information for law enforcement
and intelligence agencies across the globe. Some agencies are now using social media as a
crime-solving tool [77]. Digital traces from social media such as Facebook is gaining fast
acceptance for use as evidence in courts [51]. According to a survey conducted by Lex-
isNexis [83] in 2012, there are more than 950 law enforcement professionals with federal,
state, and local agencies in United States whom use social media, particularly Facebook and
YouTube, to obtain evidence to deepen their criminal investigation. Other similar criminal
cases have been reported recently where digital evidence from OSNs is used as support for
digital investigation [12, 98].

Criminal activity analysis consists of different stages such as data processing, transfor-
mation, analysis, and visualization. Many of these stages are done manually. Thus, it takes
much time and human effort to extract the required evidence from the massive amount of
information.
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Recently some research has been done to automate the social criminal activity analysis
to help law enforcement and intelligence agencies discover the criminal networks. In this
light, a framework for the forensic analysis of user interaction in OSNs is proposed in [2].
The framework enables searching for actor activities and filtering them further for tempo-
ral and geographical analysis. The authors in [157] proposed a framework that consists
of major components of a network analysis process: network creation, network partition,
structural analysis, and network visualization. Based on this framework, the authors de-
veloped a system called CrimeNet Explorer. The system has structural analysis functionality
to detect subgroups from a network, identifying central members of subgroups, and ex-
tracting interaction patterns between subgroups. The authors in [43, 136] used data mining
approach for analyzing criminal groups. They used data mining in multiple social net-
works data to discover criminal networks.

However current approaches to automating the social criminal activity analysis have
some limitations. They mainly rely on the contextual analysis using only co-occurrence
of terms appearing in a document to find the relationship between criminal activities in a
network [157]. Moreover, some of the approaches perform experiment using no real-world
datasets [43].

In this paper, we try to fill this gap by proposing a framework for automated social
network analysis. This framework will assists law enforcement and intelligence agencies
to predict efficiently and effectively whether a user is a possible suspect or not. This is
achieved by exploiting users’ posts, feeds and comments, semantically and contextually using
SEMCON [69]. SEMCON is a context and semantic based ontology enhancement model
developed at our lab originally for the purpose of enriching an ontology from posts of
multimedia documents.

The rest of the paper is organized as follows. In Section 6.2 we illustrate in detail our
proposed model. Section 6.3 describes the setting for experimental procedures whereas
Section 6.4 illustrates the experimental results and their analysis. Lastly, in Section 6.5 we
sketch conclusions and future work.

6.2 Proposed Model and Methodology

The proposed model, illustrated in Figure 6.1, aims at performing the analysis of social
networks profiles. Information such as posts, feeds and comments are extracted and analysed,
considering in particular both the context and the semantics of terms used by users. The
model is explained in the following sections.

6.2.1 Acquisition Module

The module use web crawlers suited to retrieve and manage data coming from particular
social networks such as Facebook, Twitter, LinkedIn, etc. In our case we have used Face-
book crawler for managing Facebook posts. Facebook crawler is based on the Facebook
Graph APIs and Facebook Query Language (FQL). To fetch Facebook messages and mak-
ing queries, this paper uses RestFB [124] which is a simple and flexible Facebook Graph
API client written in Java. The crawler uses an opaque string called Facebook access token
that identifies a user, application, or page and can be used by the application to make graph
API calls.

In this work, the Facebook crawler is dedicated to fetch only posts, feeds, and comments
of a user. Facebook imposes some limitations on the number of posts, feeds, and comments
retrievable through its APIs according to the data access policy of Facebook. It does not
allow to retrieve the information of more than 25 posts, feeds and comments per user. The
restrictions on the maximum number of retrievable information are overcome by using
specific parameters which enable to filter and page through the connection data.
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Figure 6.1: Flow chart of the proposed model

6.2.2 SEMCON Module

The information fetched by Acquisition Module is used as input to the SEMCON Mod-
ule. The SEMCON module treats each post, feed and comment basically as an independent
document-passage and it performs the following steps.

Initially a morpho-syntatic analysis using TreeTagger [132] is performed where the par-
titioned passages are tokenized and lemmatized. The potential terms that are obtained as a
result can either be a noun, verb, adverb or adjectives. These are different parts-of-speech
(POS) of a language. It is a well-known fact that nouns represent the most meaningful
terms in a document [84], thus, our focus is on extracting only common noun terms t for
further consideration.

The next step is the calculation of the observation matrix. The observation matrix is
formed by calculating the frequency of occurrences of each term t, its font type (bold, under-
line, italic) and its font size (title, level 1, level 2) as given in Equation 6.1.

Oi,j =
∑
i∈t

∑
j∈p

(Freqi,j + Typei,j + Sizei,j) (6.1)

where, t and p indicate the set of terms and passages, respectively. Freqi,j denotes the
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frequency of occurrences of term ti in passage, pj , Typei,j denotes font type of term ti in
passage pj , and Sizei,j indicates font size of term ti in passage pj .

The observation matrix is used as input to compute the contextual and semantic simi-
larity between two terms.

Term to term contextual score (Scon) is calculated using the cosine similarity metric with
respect to the passages, and it is given in Equation 6.2.

Scon(ti, tj) =
ti · tj

‖ ti ‖‖ tj ‖
(6.2)

A term square matrix is used to store the contextual(Scon) values among all extracted
terms t.

The next step is the computation of the semantic score (Ssem). The semantic score is cal-
culated using the Wu&Palmer algorithm [156] and the score is computed using the Equa-
tion 6.3.

Ssem(ti, tj) =
2 ∗ depth(lcs)

depth(ti) + depth(tj)
(6.3)

where ti and tj indicate terms extracted from the passage, depth(lcs) indicates least com-
mon subsumer of ti and tj , depth(ti) and depth(tj) indicate the path’s depth of ti and tj ,
respectively.

Go through the all terms, we take all possible pairs and compute the semantic score
Ssem(ti, tj), for each pair ti and tj , where ti, tj ∈ C and C is the set of terms extracted from
the corpus.

The overall correlation between two terms ti and tj extracted from the the passage is
computed using the contextual and semantic score. Mathematically, the overall score is
given in Equation 6.4.

Soverall(ti, tj) = w ∗ Scon(ti, tj) + (1− w) ∗ Ssem(ti, tj) (6.4)

where Scon is the contextual score, Ssem is the semantic score and w is a parameter with
value set as 0.5 in our case, based on the empirical analysis from the data set.

The overall score is in the range (0,1]. The overall score is 1 if two extracted terms are
the same.

6.2.3 User Prediction Module

The prediction of a user as a suspect or not depends on the similarity score between the
terms extracted from the user’ posts, feeds and comments via SEMCON module and concepts
extracted by the criminal ontology. The higher the score, the closer the user is considered
as a suspect user.

The similar calculation is performed using the cosine similarity measurement. More
formally, it is given in Equation 6.5.

Similarity(Oc, ui) =

−→
O c ×−→u i

‖ −→O c ‖ · ‖ −→u i ‖
(6.5)

where, Oc indicates concepts extracted from the criminal ontology and ui indicates terms
extracted by the user postings.

The output of the system is a probability value P, of a user being a suspect s. If the Ps is
greater than a specified threshold t then the user is labelled as a suspect.

6.3 Experimental Setting

We have performed the investigation of suspects using the public users’ posts, feeds and
comments.
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The facebook crawler is established to collect the data for the period starting from 1
January till 31 December 2014. The posts are extracted from news and media.

The posts from social networks contain usually noisy text, e.g. null values, therefore we
filtered out only the posts which comply with the standard rules of orthography, syntax and
semantics. After this process, we created a corpus which consists of 198 posts published
by 20 users. The average number of posts per user is 10. The total number of terms used
is 8493 with an average of 43 terms for each post. Finally, from these terms we identified
and extracted 1042 nouns (singular and plural). The detailed information for each user is
shown in Table 6.1.

Table 6.1: The corpus data

User # of Posts # of Terms # of Nouns
1 11 929 55
2 3 121 11
3 12 301 58
4 5 130 25
5 8 376 56
6 4 1550 140
7 11 366 48
8 9 383 51
9 16 600 58

10 11 270 40
11 12 313 46
12 6 117 21
13 21 567 102
14 9 344 46
15 12 336 43
16 8 317 42
17 12 494 58
18 9 307 44
19 10 298 42
20 8 374 56

Total 198 8493 1042

We have also created a criminal ontology shown in Figure 6.2. Basically it is used to
predict if a user is a suspect by comparing its concepts with the terms outputted by the
SEMCON as described in Section 6.2.3. However, the criminal ontology may also be used
for visualization of criminal information by displaying concise overviews of its concepts
and their hierarchical relations using treemaps.

6.4 Results and Analysis

In order to evaluate a user being as a suspect or not, we have performed an experiment on
20 Facebook users by analysing their public postings. For each user, we initially computed
an overall score by aggregating the semantic and contextual score for each term (noun)
extracted. The overall scores of terms are used to find the similarities of the terms with the
criminal ontology concepts. Figure 6.3 illustrates the terms score obtained by SEMCON for
the User #13 as depicted in Table 6.1.

As can be seen from the graph, the contextual score indicated by the blue curve is much
lower then the semantic score denoted by the orange curve. This may have happened due
to the fact that the user has posted or commented in different topics. However, terms used
in these posts have high semantic correlation with each other.
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Figure 6.2: A part of criminal ontology
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Figure 6.3: Scores obtained by SEMCON for a user in investigation

In the next step we found out how likely that a user is a suspect. This is achieved by
comparing the user overall score obtained by SEMCON module and the scores of concepts
of criminal ontology. User suspicion is represented by a probability value. The obtained
probabilities for users being a suspect are shown in Table 6.2. The probability value 0.000
represents the users whose posts does not contain any of the criminal ontology concepts.
Thus, these users are considered as unsuspected users. The probability value 1.000 indi-
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cates the users whose posts contain some of the concepts of the criminal ontology, i.e. gun,
rifle, shooting, threat and death. These users are considered to be highly suspected users.

Table 6.2: The probability of users being suspects

User Probability User Probability
1 0.990 11 0.992
2 0.727 12 0.000
3 1.000 13 1.000
4 0.892 14 0.772
5 0.578 15 0.784
6 0.820 16 0.800
7 1.000 17 0.799
8 0.000 18 0.000
9 0.933 19 1.000

10 1.000 20 0.800

Based on the obtained probability results, we can identify three major categories of
users; users classified as unsuspected users, moderate suspected users and the highly sus-
pected users. More precisely, if the probability score of user exceeds a given positive thresh-
old value (in our case 0.90) we classify his/her as being a highly suspected user; if his/her
probability score is 0.00 we label him/her as unsuspected user, otherwise he/she is consid-
ered as being a moderate suspected user. The labelling of users in particular categories is
shown in Table 6.3.

Table 6.3: Categorization of user prediction

Unsuspected Moderate suspected Highly suspected

User 8, 12, 18 2, 4, 5, 6, 14
15, 16, 17, 20

1, 3, 7, 9, 10
11, 13, 19

6.5 Conclusion and Future Work

In this paper, we have proposed a new approach to investigating if a user is a suspect
by analysing the OSNs data. We used Facebook as a case study of OSNs and Facebook
user’ posts, feeds and comments have been the object of the study. The approach employs
the SEMCON to provide a semantic and contextual data-mining analysis for automatically
monitoring users’ activity through textual analysis. We initially built a domain ontology
called criminal ontology. The prediction of a user as a suspect or not is computed by find-
ing the similarity score between terms extracted from user’ posts, feeds, and comments via
SEMCON module and the concepts extracted by the criminal ontology.

From the experiment conducted by analysing the postings published within a year by 20
users, we identified three categories of users: unsuspected, moderate suspected and highly
suspected users. The categorization of users can assist law enforcement and intelligence
agencies to narrow the investigation, identify and focus only on suspected users in order
to prevent or solve crimes.

In the future we plan to further extend our proposed approach. Terms obtained from
the SEMCON model will be used to build a user ontology. The user ontology can be used
to create a history based user activity profile which may actually put light on otherwise
invisible relations between a particular social network user and his/her network, and the
dependence among a user’s various activities. It also can be used by the law enforcement
personnels for deeper investigation in order to search for suspicious user activities and
filtering them for temporal and geographical analysis.
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This part addresses the second research aspect of this thesis ‘Concept weighting scheme’
and it aimed to answer the fourth research question listed in Section 1.2.

This part is composed of two chapters constituted by two published research articles.
Chapter 7 describes a new Markov-based model to automatically estimate importance of
concepts that reflects how important a concept is in an ontology.

Chapter 8 expanded the previous work to improve concept vectors with a new con-
cept weighting scheme composed of two components - concept importance and concept
relevance. A thorough discussion and analysis along with an extensive evaluation of the
proposed concept weighting approach is also presented in this chapter.
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Chapter 7

Adaptive Concept Vector Space Representation
Using Markov Chain Model

Abstract

This paper proposes an adaptive document representation (concept vector space
model) using Markov Chain model. The vector space representation is one of the most
common models for representing documents in classification process. The document
classification based on ontology classification approach is represented as a vector, whose
components are ontology concepts and their relevance. The relevance is represented by
the frequency of concepts’ occurrences. These concepts make various contributions in
classification process. The contributions depend on the position of concepts where they
are depicted in the ontology hierarchy. The hierarchy such as classes, subclasses and in-
stances may have different values to represent the concepts’ importance. The weights to
define concepts importance are generally selected by empirical analysis and are usually
kept fixed. Thus, making it less effective and time consuming. We therefore propose
a new model to automatically estimate weights of concepts within the ontology. This
model initially maps the ontology to a Markov chain model and then calculates the tran-
sition probability matrix for this Markov chain. Further, the transition probability matrix
is used to compute the probability of steady states based on left eigenvectors. Finally, the
importance is calculated for each ontology concept. And, an enhanced concept vector
space representation is created with concepts importance and concepts relevance. The
concept vector space representation can be adapted for new ontology concepts.

7.1 Introduction

Today, the web is the main source of information which is consistently increasing. The
information is usually kept in unstructured and semi-structured format. More than 80 %
of the information of an organization is stored in an unstructured format (reports, email,
views, news, etc.), and the rest is stored in structured format [121]. Therefore, discovering
and extracting useful information from these resources is difficult without organization
and summarization of text documents, and this is an extremely vital and tedious process
in today’s digital world [4]. An automatic classification in this regard plays a key role
in organizing these massive sources of unstructured text information into an organized
format.

Automatic text document classification is a process of automatically assigning a text
document in a given domain to one or more class labels from a finite set of predefined cat-
egories. The first step in classification process is the preprocessing of the text documents
and storing the information in a data structure, which is more appropriate for further pro-
cessing. This can be achieved by a vector space model. The vector space model is one of
the most common models for representing text documents and it is widely used in text
document classification [75].

There are two major approaches for a text document representation into vector space
model - machine learning approach and ontology based approach. The machine learning
approach, which is based on the idea that a text document can be represented by a set
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of words known as bag-of-words representation, and the ontology approach which fol-
lows the idea that text document can be represented by a set of concepts known as bag-of-
concepts representation. Ontology based approach represents semantic aspects of the text
documents through entities defined within the domain ontology. A text document using
the domain ontology is represented as a vector, whose components are concepts and their
relevance. Concepts are extracted from a domain ontology and the relevance is calculated
using frequency of concepts’ occurrences in the corpus which makes this domain.

It is argued in [54, 120] that contribution of ontology concepts in classification process
depends on the position of concepts where they are depicted in the hierarchy and this
contribution is indicated by a weight. The hierarchy consists of classes, subclasses and
instances that may have different weights to represent the concepts importance. These
weights are usually calculated either manually or empirically through trial and error by
conducting experiments. Researchers in [120] calculate weights of ontology concepts by
performing experiments. They experimented many times to adjust the parameters which
denote the importance of the concepts in ontology. After the experiment was conducted
several times, they proposed to set the parameter value 0.2 when the concepts were classes,
0.5 when concepts were subclasses and 0.8 when concepts were instances in ontology. The
approach implemented in [54, 42] proposed to use layers of ontology tree to indicate the
abstract degree of concepts. Researchers used layers to represent the position of concepts in
ontology and the weight of a concept is calculated by counting the length of path from the
root node. The same approach of using layers for calculating concepts’ weight values was
used in [116]. They proposed the idea to consider only the leaf concepts of an ontology, in
contrast of using all concepts, presuming that leaf concept are the most important elements
in the ontology. The leaf concepts can be any subset of ontology that forms a set of mutually
independent concepts. They assume that more general concepts, such as super-classes, are
implicitly taken into account through the leaf concepts by distributing their importance to
all of their sub-classes down to the leaf concepts in equal proportion. The drawback of these
approaches is that they do not calculate the weights of concepts in ontology automatically.
In fact, they tune it empirically through trial and error by conducting experiments thus
keeping these weights fixed. We therefore address these issues in this paper by proposing
a new approach for automatically calculating weights of concepts in an ontology and then
using these weights to enhance the concept vector space representation model.

The rest of the paper is organized as follows. Section 7.2 describes our proposed method
in detail while section 7.3 concludes the paper.

7.2 Proposed model and methodology

The following section describes the proposed model which is inspired from [48]. The pro-
posed model consists of three subtasks; mapping the domain ontology into a Markov chain
model, calculation of the transition probability matrix for Markov chain model and calcu-
lation of the importance for each concept in ontology. The final step is building a concept
vector space model.

7.2.1 Modelling of Markov Model by a Domain Ontology

Following the formal definition of the domain ontology, we will adopt a model where the
ontology will be presented as a directed acyclic graph in which classes and their instances
are structured in a hierarchy. This definition will be represented by the tuple O= (C, H, I,
type(i), rel(i)) [48], where:

• C is a non-empty set class identifiers;

• H is a set of taxonomy relationship of C;

• I is a potentially empty set I of instance identifiers;
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• type(i) is an instance to class relation;

• rel(i) is an instance to instance relation.

Figure 7.1: Mapping of entity ontology to Markov chain model

The graphical representation of the domain ontology will be implemented using the
Markov chain model. The Markov chain model is adopted because of its ability to deal
with flexible relationships, such as inter-instance relationships and non-hierarchical rela-
tionships between classes.

To be consistent with the ontology definition we partitioned the set of Markov chain
states into two disjoint subsets; SC , which contains the states corresponding to ontology
classes, and SI , which contains the states corresponding to ontology instances.
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The Markov chain modelling is an equivalent mapping which means that classes (en-
tity, vehicle, motor) in the ontology and the instances of those classes (truck, car, red) are
mapped to states (Centity , Cvehicle, Cmotor, Itruck, Icar, Ired) in the Markov chain. Whereas,
all instance-to-instance relations, instance-to-class relations and non-hierarchical relations
between instances, and classes are mapped to state transitions. As can be seen from the
Figure 7.1, three types of state transitions are identified as a result of mapping of ontology
to Markov chain: concept-to-concept state transitions (Centity , Cvehicle) indicated with bold
line arrows, concept-to-instance state transitions (Cmotor, Itruck) indicated with lines with
open arrows and instance-to-instance state transitions (Itruck, Ired) indicated with dash line
arrows.

7.2.2 Calculation of transition probability matrix and calculation of concepts
importance

The transition probability matrix for Markov chain model will be calculated based on the
Page Rank algorithm [19]. We can employ this algorithm since our Markov chain model
meets the so called irreducible property. This means that graph is finite and from every
state it is possible to go to every other state, and the probability of transition from a state i
to a state j is only dependent on the state i and not on the path to arrive at state j.

The irreducible property is very important because it guarantees the convergence of the
algorithm.

The page rank algorithm will be adjusted with a new parameter called the probability
distribution weight (ω)[48]. This parameter determines how probabilities are distributed
between states representing classes (SC), and states representing instances (SI ), following
each random jump. If ω = 0, random jump probability is distributed only among instance
states, and if ω = 1, random jump probability is distributed only among class states.

Once we get the transition probability matrix, then we can calculate the importance of
each concept in a given ontology. The importance (Imp) is calculated using Equation 7.1.

Imp(c) = − log2

( −→e state(c)∑
s∈Sc

−→e s

)
(7.1)

where−→e state(c) indicates the principal left eigenvector component calculated from tran-
sition probability matrix for the Markov chain state Sc.

7.2.3 Building the concept vector space representation model

The final step of the proposed model is building a concept vector space representation
model. The concept vector space model is created using the relevance of ontology concepts
(frequency of occurrence of concepts), and the importance of ontology concepts calculated
as described in section 7.2.2.

The concept vector space representation model will be employed as a tool in the clas-
sification process in order to organize text documents in a structured form. As a result,
every new unlabelled text document will be assigned to a predefined category. This will
be done by calculating the similarity between the concept vector space representation cre-
ated by the ontology and the concept vector space representation created by the unlabelled
text document. Then, the text document will be assigned to a category having the highest
similarity value with respect to that text document.

To evaluate the performance of the proposed model an experiment will be conducted.
The aim is to evaluate and compare the classification results, in terms of accuracy (preci-
sion/recall), obtained using the enhanced concept vector space representation with results
obtained using the traditional concept vector space representational model.

84



7.3 CONCLUSION

7.3 Conclusion

In this paper, an adaptive concept vector space representation model using Markov Chain
model is proposed. The vector space model is one of the most common models for rep-
resenting text documents in classification process and it can be represented by terms or
concepts. The concept representation uses the domain ontology where the document is
represented by ontology concepts and their relevance. These concepts make various con-
tributions in classification process and this depends on the position of concepts where they
are depicted in the ontology hierarchy. The existing techniques build the concept vector
space model calculating the actual position of the concepts in an ontology hierarchy, either
manually or empirically through trial and error. We proposed a new approach to automat-
ically estimate the importance indicated by weights of ontology concepts, and to enhance
the concept vector space model using automatically estimated weights.

Further research is required on implementation of the proposed model on real domain
ontology in order to have a reliable comparison and evaluation of performance with the
existing approaches. We also plan to conduct further studies to examine how the proposed
model can improve the performance of text document classification process.
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Chapter 8

An Improved Concept Vector Space Model for
Ontology Based Classification

Abstract

This paper proposes an improved concept vector space (iCVS) model which takes
into account the importance of ontology concepts. Concept importance shows how im-
portant a concept is in an ontology. This is reflected by the number of relations a concept
has to other concepts. Concept importance is computed automatically by converting the
ontology into a graph initially and then employing one of the Markov based algorithms.
Concept importance is then aggregated with concept relevance which is computed using
the frequency of concept occurrences in the dataset.

In order to demonstrate the applicability of our proposed model and to validate its
efficacy, we conducted experiments on document classification using concept based vec-
tor space model. The dataset used in this paper consists of 348 documents from the
funding domain. The results show that the proposed model yields higher classifica-
tion accuracy comparing to the traditional concept vector space (CVS) model, ultimately
giving better document classification performance. We also used different classifiers in
order to check for the classification accuracy. We tested CVS and iCVS on Naive Bayes
and Decision Tree classifiers and the results show that the classification performance in
terms of F1 measure is improved when iCVS is used on both classifiers.

8.1 Introduction

The amount of data produced nowadays is tremendous. According to the computer giant
IBM, 2.5 quintillion bytes of data is produced everyday, and this huge volume of data is
expected to grow at a massive rate. Before the penetration of Internet and digital devices
to household users traditional data was organized and structured neatly into relational
databases. Today 80% of the information coming from various sources ranging from trans-
mission sensors to electronic gadgets is unstructured [121]. Organizing and structuring
gigantic amount of data is not a trivial task and without it, finding and extracting useful
information from massive Internet resources is a challenge [4]. Ontologies play a vital role
in this regard.

Ontologies are one of the data representation techniques that not only help better or-
ganize data but also help categorize and classify data objects for easy search and retrieval.
For instance, text document classification widely employs ontologies to classify and or-
ganize text based documents. The text documents are represented using a vector space
model [75]. Vector space model consists of concepts extracted from a domain ontology and
of concepts relevance which is calculated using frequency of concept occurrences in the
dataset of this particular domain. Researchers in [17, 24, 31], have widely used concept
vector space model for document classification using only concepts relevance as the classi-
fication criteria. Even though this approach has proven useful for document classification
of many domains, it however has some limitations. One of the limitations of this approach
is that it considers all concepts equally important regardless of where the concepts are de-
picted in the hierarchy of ontology. The importance is not equal for all concepts and it
depends on relations of concepts with other concepts in the ontology hierarchy. Concepts
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which have more relations with other concepts are more important than the concepts which
have less relations [155].

Therefore, we address this issue in this paper by proposing an improved concept vector
space model which takes into account the importance of ontology concepts. The concept
importance is computed automatically. To achieve this, we initially convert the ontology
into a graph and then implement one of the Markov based algorithms to compute the con-
cept importance. The obtained importance is then aggregated with the concept relevance.
Aggregating both concept importance and concept relevance into vector space affects the
classification quality yielding an improved classification accuracy.

The remainder of this paper is organised as follows. Section 8.2 describes related work
while Section 8.3 presents a detailed description of our proposed concept vector space
model. In section 8.4, we describe the implementation and validation of the proposed
model. Lastly, section 8.5 presents some conclusions and gives some directions for future
work.

8.2 Related Work

The field of document classification has attracted a lot of attention in recent years, thereby
resulting in a wide variety of approaches. Depending on the document representation
model employed there are two main categories of these approaches relevant to the classi-
fication task: 1) Keyword based vector space approach, and 2) Concept (ontology) based
vector space approach.

The first approach relies on a set of terms (words) extracted from the documents in
the dataset. This approach has some limitations as it does not consider the dependency
between the terms and it also ignores the order and the syntactic structure of the terms
in the documents. To overcome these limitations, concept based vector space approach
comes into effect. This approach relies on a set of concepts taken from a domain ontology
to derive the semantic representation of documents. A drawback of this approach is that
it considers all concepts equally regardless of where in the hierarchy the concepts occur.
There have been some efforts to find concepts importance depending on the position of
concepts where they are depicted in the hierarchy. For instance, researchers in [120] used
three different weights for concepts depending on the position where they occur in the on-
tology hierarchy. The first weight was assigned to concepts which are occurring as classes,
second weight for concepts occurring as subclasses and the third weight for concepts oc-
curring as instances. The value of these weights is set empirically through trial and error
by conducting experiments. The value of 0.2 is set for the concepts which occur as classes,
0.5 for concepts occurring as subclasses and 0.8 when concepts occur as instances.

A slightly different approach of computing weights was implemented in [42, 54] where
layers of ontology tree are used to represent the position of concepts in the ontology. The
weight of each concept is then computed by counting the length of path from the root node
to the given concept. The same approach of using layer for calculating weight values for
concepts were used in [116]. Path length is also used to compute the weight of concepts but
rather than considering all ontology concepts, only the leaf concepts were used. The idea
behind this approach was that more general concepts, such as superclasses, are implicitly
taken into account through the use of leaf concepts by distributing their weights to all of
their subclasses down to the leaf concepts in equal proportion.

The drawback of these approaches is that they compute the concepts weight either em-
pirically through trial and error by conducting experiments thus keeping these weights
fixed or using the path length. Furthermore, the approach presented in [116] uses only the
top-level ontology for computing weights. Our approach uses a Markov based PageRank
algorithm to compute the concept importance. The algorithm uses all concepts of ontology
and the importance of a concept is computed relative to all other concepts in the ontology.
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Figure 8.1: The proposed model for an improved concept vector space (iCVS) model

8.3 Proposed model and methodology

The main goal of the proposed model is to improve the concept vector space representation
model (refer to subsection 8.3.3 for details) for classifying text documents with higher ac-
curacy and for calculating concepts weight automatically. The concept vector space model
is enriched with a new parameter, namely concept importance (Imp). Concept importance
aggregated with concept relevance (Rel) forms the concept weight. Our proposed model
is given in Figure 8.1. From the domain ontology, shown in the model, concept impor-
tance and concept relevance are derived. These two are then combined into an aggregated
concept weight.

The proposed model involves three steps; 1) mapping the domain ontology into an
ontology graph, 2) applying Markov based algorithms to compute the importance of each
concept in the ontology graph, and 3) the final step is building an iCVS model using both
concept importance and concept relevance. The detailed explanation of each of these steps
is given in the following subsections.

8.3.1 Mapping Domain Ontology into Ontology Graph

The first and the foremost step is to convert the domain ontology into an ontology graph
for calculating concept importance.

A domain ontology is a data model which represents the concepts and the relations
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Figure 8.2: A part of INFUSE ontology graph

between them in a given domain. To represent this data structure, we adopt a model where
the ontology is represented as a directed acyclic graph. The modelling is an equivalent
mapping which means that an ontology concept is mapped into a graph vertex and an
ontology relation into a graph edge which connects two vertices. The formal definition of
this graph, known as ontology graph, is given as follows.

Definition 8.1
Given a domain ontology O, the ontology graph G = {V,E, f} of O is a directed acyclic graph,
where V is a finite set of vertices mapped from concepts in O, E is a finite set of edge labels mapped
from relations in O, and f is a function from E to V × V .

In Figure 8.2, we present part of the INFUSE ontology graph which consists of a subset
of concepts and relations from the funding domain. The details of the INFUSE ontology
are given in Section 8.4.

In the semantic web, a formal syntax for defining ontologies is Web Ontology Language
(OWL) and Resource Description Framework (RDF) Schema. These languages represent
the ontology as a set of Subject-Predicate-Object (SPO) expressions known as RDF triples.
The set of RDF triples is known as RDF graph where subject is the source vertex and ob-
ject is the destination vertex, and predicate is a directed edge label which links those two
vertices. The formal definition of RDF graph is given as following.

Definition 8.2
Given a set of RDF triples T , the RDF graph G = {V,E, f} of T is a directed acyclic graph, where
V is a finite set of vertices (subjects and objects) in G defined as V = {vu : u ∈ (S(T ) ∪ P (T ))},
E is a finite set of edge labels (predicates) in G defined as E = {eSPO : SPO ∈ T}, f is a function
linking subject S to an object O by an edge E defined as f = {fP : fP = VS → VO, VS , VO ∈ T}

The ontology graph and RDF graph are not the same for a given ontology. The differ-
ence is that a relation in an ontology graph is defined as a vertex in the RDF graph. For
example, relation isReceived in ontology graph shown in Figure 8.2 is represented as a ver-
tex in RDF graph, as shown in Figure 8.3. In other words, a relation in RDF graph is a
link between a subject denoted by rdfs:domain property and an object denoted by rdfs:range
property as given in Definition 8.2.
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Figure 8.3: An example RDF graph representation

8.3.2 Markov Based Algorithms

In order to compute the importance of vertices of the graph, we adopt the Markov based
algorithms. The graph can be either ontology graph or RDF graph as defined in subsection
8.3.1. The idea behind Markov based algorithms is representing the graph as a stochastic
process, more concretely as a first-order Markov chain where the importance for a given
vertex is defined as the fraction of time spent traversing that vertex for an infinitely long
time in a random walk over the vertices. The probability of transitioning from a vertex
i to a vertex j is only dependent on the vertex i and not on the path to arrive at vertex
j. This property, known as the Markov property, enables the transition probabilities to be
represented as a stochastic matrix with non-negative entries and the maximum probability
of 1.

In this paper, we use PageRank [19] algorithm as one of the most well known and suc-
cessful example of Markov based algorithms [153].

A simplified principle of work of PageRank algorithm is as follows. It initially defines
the importance of a vertex i as given in Equation 8.1.

PR(i) =
∑
j∈Vi

PR(j)

Outdegree(j)
(8.1)

where, PR(j) is the importance of vertex j, Vi is the set of vertices that links to vertex i,
and Outdegree(j) is the number of vertices that have outlinks from vertex j.

As we can see from the Equation 8.1, the PageRank is an iterative algorithm. It assigns
an initial importance to a vertex i as shown in Equation 8.2.

PR(0)(i) =
1

N
(8.2)

where, N is the total number of vertices in the graph. Then PageRank iterates as per
Equation 8.3 and continues to iterate until a convergence criterion is satisfied.

PR(k+1)(i) =
∑
j∈Vi

PR(k)(j)

Outdegree(j)
(8.3)

The process can also be defined using the matrix notation. Let M be the square, stochas-
tic transition probabilities matrix corresponding to the directed graph G, and Imp(k) is the
Importance vector at the kth iteration. Then the computation of one iteration corresponds
to the matrix-vector multiplication as shown in Equation 8.4.

PR(k+1) = M ∗ PR(k) (8.4)

The entry of transition probability matrix M, for a vertex j which links to vertex i, is
defined using Equation 8.5.

pi,j =

{ 1
Outdegree(j) , if there is a link from j to i
0, otherwise

(8.5)

There are two properties which are necessary to be satisfied in order for a Markov based
algorithm to converge; It should be aperiodic and irreducible [112]. The transition prob-
ability matrix M is a stochastic matrix with probability 1 and this makes the PageRank

91



8. AN IMPROVED CONCEPT VECTOR SPACE MODEL FOR ONTOLOGY BASED
CLASSIFICATION

algorithm aperiodic. The PageRank algorithm is not irreducible due to the definition given
in Equation 8.5, where some of the transition probabilities in matrix M may be 0. This does
not meet the criteria of irreducibility property which requires the transition probabilities to
be greater than 0.

To make the PageRank algorithm irreducible in order to converge, a damp factor 1− α
is introduced. As a result of this, a new transition probability matrix M∗ is defined where
a complete set of outgoing edges with probability α/N are added to all vertices in graph.
The definition of matrix M∗ is given in Equation 8.6.

M∗ = (1− α)M + α

[
1

N

]
N×N

(8.6)

The damp factor besides enabling the PageRank algorithm to converge also overcomes
the problem of rank sinks [112].

Finally, replacing M∗ with M in Equation 8.4, the PageRank algorithm is defined as
given in Equation 8.7.

PR(k+1) = (1− α)M × Pr(k) + α

[
1

N

]
N×N

(8.7)

8.3.3 Building the Concept Vector Space Model

The final step of the proposed model is building a concept vector space model. This model
consists of two components: concepts and their weights.

Concepts are taken from the domain ontology using the matching method [?]. The idea
behind this method is to search for concepts in the ontology that have labels matching either
partially or exactly/fully with a dataset term. The obtained concepts are then represented
as a concept vector space model. Exact matches represent cases where a concept label is
identical with the term extracted from the documents in the dataset. Partial matches repre-
sent cases when concept label contains terms extracted from the document in the dataset.
The formal definition of exact and partial matches is given as the following.

Definition 8.3
Let O be the domain ontology and D the dataset composed of documents of this given domain. Let
d ∈ D be a document defined as a finite set of terms d = {t1, t2, ..., tn}.

The mapping of term ti ∈ d into concept cj ∈ O is defined as exact match EM(ti, cj), where

EM(ti, cj) =

{
1, if label (cj)=ti
0, if label (cj) 6= ti

(8.8)

The mapping of term ti ∈ d into concept cj ∈ O is defined as partial match PM(ti, cj), where

PM(ti, cj) =

{
1, if label (cj) contains ti
0, if label (cj) does not contain ti

(8.9)

If EM(ti, cj) = 1, it means that term ti and concept label cj are identical, then term ti is
replaced with concept cj . For example, for a concept in the ontology such as Organization
or Call as shown in Figure 8.2, there exists an identical term extracted from the document.

If PM(ti, cj) = 1, it means that term ti is part of concept label cj , then term ti is replaced
with concept cj . For example, the ProjectFunding compound ontology concept shown in
Figure 8.2, contains terms extracted from the document such as Project and/or Funding.

Weight of concepts, as the second component of concept vector space model represented
by the tuple shown in Equation 8.12, is computed using concept importance and concept
relevance. The value of a concept weight is in the range of [0,1] because both concept
importance and concept relevance are normalized.

w(ci) = Imp(ci)×Rel(ci) (8.10)
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Concept importance Imp is computed using the PageRank algorithm as described in
Subsection 8.3.2, while concept relevance Rel is computed using Equation 8.11.

Rel(ci) =

m∑
i=1

Freq(ci) (8.11)

where Freq(ci) is the frequency of occurrences of a concept ci in the dataset.
Finally, a document is represented using concept vector space representation model by

the following tuple:

di = {(c1, w1), (c2, w2), (c3, w3), ..., (ci, wi)} (8.12)

where ci is the ith concept of the domain ontology and wi is the weight of the concept ci
computed using Equation 10.1.

Table 8.1 illustrates an example of building new proposed concept vector space model
and its implementation for representing the documents to be classified.

Table 8.1: An example of building concept vector space

Doc
GeographicalArea Applicant

Imp Rel w Imp Rel w

d1 0.130 0.797 0.104 0.020 0.797 0.016
d2 0.130 0.624 0.081 0.020 0.624 0.012
d3 0.130 0.000 0.000 0.020 0.860 0.017

8.4 Results and Analysis

The dataset used in this paper consists of 348 grant documents that had been collected and
classified into 5 categories by field experts as part of the INFUSE 1 project.

The dataset is split randomly, in which 70% of the documents (244) are used to build the
classifier and the remaining 30% (104) to test the performance of the model. The number
of documents in each category varied widely, ranging from the Society category which
contains 125 documents to the Music category which contains only 10 documents. Table
8.2 shows 5 categories along with the number of training and testing documents in each
category.

Table 8.2: Dataset size

No Category # Train # Test Total
1 Culture 75 32 107
2 Health 52 28 80
3 Music 8 2 10
4 Society 90 35 125
5 Sportssociety 19 7 26
6 Total 244 104 348

The ontology used for experimenting in this paper is from the same domain as the
dataset and it consists of 85 concepts and 18 object properties which connect these concepts.
To compute concepts importance, we have used the RDF rank algorithm. This algorithm is
part of the extensions module of GraphDB [111] and it computes the importance for every

1http://infuse.scan4news.com/?cat=4
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Table 8.3: Concept importance for the top ten concepts of the INFUSE ontology

No Concept Concept Importance
1 Coverage 0.20
2 GeographicalArea 0.13
3 Topic 0.11
4 County 0.07
5 Participant 0.06
6 Programme 0.05
7 Organisation 0.05
8 Funding 0.05
9 Applicant 0.04

10 Candidate 0.04

Figure 8.4: Concept importance for all concepts of the INFUSE ontology

vertex in the entire RDF graph. Table 8.3 shows the concept importance values of the top
ten concepts of the INFUSE ontology computed using the proposed method described in
subsection 8.3.2. The concept importance is a floating point number with values varying
between 0 and 1.

Figure 8.4 shows the concept importance values in ranking order after having computed
them for all the concepts of the INFUSE ontology. As can be seen from the chart diagram,
the concept importance is different for different concepts, varying from 0.2 - 0.02 for almost
half of the concepts set, while for the rest of the concepts it is 0.01.

In order to demonstrate the general applicability of our proposed model and to vali-
date its effectiveness, we conducted experiments on documents classification using concept
based vector space model. To achieve this, we initially performed the document classifica-
tion using the traditional CVS. This CVS consists of ontology concepts and their relevances
computed using Equation 8.11. Decision Tree (J48) implemented in the open source plat-
form Weka [57] is used as a classifier and the INFUSE dataset is used for training and
testing the classifier. The standard information retrieval measures such as precision, recall
and F1-measure are used to evaluate the performance of the document classification. The
obtained results are shown in Table 8.4.

In the second experiment, we performed the document classification using the same
classifier (Decision Tree) and the same dataset but employing the iCVS model as proposed
in subsection 8.3.3. The proposed iCVS, in addition to the concepts relevance, also takes
into account the concepts importance computed using the PageRank algorithm. Precision,
recall and F1 results of each category and the weighted average precision, recall and F1
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Table 8.4: The performance of Decision tree classifier using CVS

Category Precision (%) Recall (%) F1 (%)
Culture 76.5 81.3 78.8
Health 77.3 60.7 68.0
Music 16.7 50.0 25.0
Society 77.8 80.0 78.9
Sportssociety 33.3 28.6 30.8
Weighted avg. 73.1 71.2 71.6

Table 8.5: The performance of Decision tree classifier using iCVS

Category Precision (%) Recall (%) F1 (%)
Culture 76.5 81.3 78.8
Health 82.6 67.9 74.5
Music 100.0 50.0 66.7
Society 80.0 91.4 85.3
Sportssociety 33.3 28.6 30.8
Weighted avg. 76.9 76.9 76.4

over all tests set are shown in Table 8.5.
As can be seen from the results shown in Table 8.4 and Table 8.5, the proposed iCVS

model yields higher weighted average classification accuracy compared to the traditional
CVS model. The high accuracy is achieved as a result of using both the concept rele-
vance and concept importance. The concept relevance reflects the contribution of a concept
to a document/category by the frequency of the occurrences of a concept in that docu-
ment/category alone. In other words the higher the frequency of occurrences of a concept
the more relevant it is. The concept importance reflects the contribution of a concept to an
ontology as a combination of incoming and outgoing edges of the concept. This combina-
tion represents important concepts in an ontology. Therefore, multiplying the frequency
of occurrences of concepts and their importance yields concepts with weight having better
discriminative power, ultimately giving better classification performance.

The classification performance is improved in almost all categories. For example, the
Music category has achieved a 100.0% precision using iCVS, compared to a precision value
of 16.7% with CVS. A considerable improvement is observed for each of Health and Society
categories as well.

Another criteria to evaluate the performance of CVS and iCVS is to check for the classi-
fication accuracy using different classifiers. We employed CVS and iCVS for Naive Bayes
and Decision Tree classifiers. The obtained results, illustrated in Figure 8.5, show that the
classification performance in terms of F1 measure improves when iCVS is used on both
classifiers.

8.5 Conclusion and Future Work

In this paper, we have proposed an improved concept vector space model which takes into
account the importance of ontology concepts. Concept importance is computed automat-
ically and this is done by converting the ontology into a graph and then employing the
PageRank algorithm. Importance of ontology concept is then incorporated in the CVS in
addition to the concept relevance which is computed using the frequency of appearances
of a concept in the dataset.

The experiments conducted on document classification showed that the proposed model
yields higher weighted average classification accuracy comparing to the traditional concept
vector space model. Employing CVS and iCVS on Naive Bayes and Decision Tree classi-
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Figure 8.5: F1 measure of two different classifiers using CVS and iCVS on the INFUSE
dataset

fiers demonstrates that the classification performance in terms of F1 measure is improved
when iCVS is used on both classifiers. More concretely, the F1 measure is improved from
56.6% to 59.4% for the Naive Bayes and from 71.6% to 76.4% for the Decision Tree when
iCVS is used. Those results validate the applicability of the proposed method and making
it a generic model which can be applied to classify documents efficiently.

The future work includes implementing and testing other Markov based algorithms
for computing concept importance and compare those with the PageRank algorithm for
document classification.
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This part focuses on the third research aspect of this thesis ‘Improving document clas-
sification’ which is on top of the two previous research aspects. The work presented in
this part intended to answer the first and the third (second part) research question listed in
Section 1.2.

This part is comprised of two chapters constituted by two published research articles.
Chapter 9 presents a classification approach that utilizes an ontology for labelling text doc-
uments. The ontology is primarily enriched with new concepts and then it is used to exploit
the background knowledge for document representation.

Chapter 10 gives an ontology-based document classification approach which involves
enriching of a baseline ontology with new concepts, and the new scheme for evaluating
weights of concepts. The effect of disambiguation issue on the quality of ontology enrich-
ment in general and on the classification performance in particular is also investigated in
this chapter. Extensive experiments using a real dataset and ontology are conducted to
validate our approach.
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Chapter 9

Automatically Enriching Domain Ontologies
for Document Classification

Abstract

The ontology-based document classification approach relies on the content meanings
of a given domain exploited and captured using ontologies of this particular domain.
Domain ontologies consist of a set of concepts and relations which link these concepts.
However, they often do not provide an in-depth coverage of concepts thereby limit-
ing their use in some subdomain applications. Therefore, the techniques for enhancing
ontologies, particularly ontology enrichment, have emerged as an essential prerequi-
site for ontology-based applications. In this paper, we propose a new objective metric
called SEMCON to enrich the domain ontology with new terms. To achieve this, SEM-
CON combines semantic as well as contextual information of terms within the text doc-
uments. Experiments are conducted to demonstrate the applicability of the proposed
model and the obtained results from the funding domain show that document classifi-
cation achieved better performance using the enriched ontology in contrast to using the
baseline ontology.

9.1 Introduction

The ontology-based document classification approach relies on the content meanings rather
than on literal strings (keyword). The content meaning is exploited and captured using do-
main ontologies. Domain ontologies represent the basic vocabulary of a given domain.
They provide a broad coverage of concepts and relations connecting these concepts for
a particular domain but an in-depth coverage of concepts is often not available. There-
fore, the techniques for modifying ontologies have emerged as an essential prerequisite for
ontology-based applications. In this regard, ontology enrichment is one of these techniques
that plays an important role in the ontology-based document classification process.

Enrichment of ontology concepts is an automatic process aiming at improving a given
ontology by enriching it with new terms and it is a part of the iterative ontology engineer-
ing process [40]. The enrichment process departs from an existing ontology. It then exploits
available textual data from the domain of the given ontology in order to find synonyms or
linguistic variants of the existing concepts in the ontology. Finally, concepts are formed
by employing the learning approach, which is the most important step in the process of
ontology enrichment.

There are different learning approaches available to enrich concepts of an ontology. Al-
though these approaches have proved useful for enriching ontologies of many domains,
they however have some drawbacks. The major limitation of these approaches is that they
are dependent on only statistical (context) or semantic information of terms. Therefore, this
paper addresses this limitation by proposing a learning approach called SEMCON [69] to
enriching the domain ontology with new terms.

The SEMCON uses text documents as input for ontology learning process and it is com-
posed of two parts - contextual and semantic. Context is derived using the cosine distance
between the feature vectors of any two terms. The feature vectors are composed of values
computed by both the frequency of occurrences of terms in corresponding documents, and
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the statistical features such as font types and font sizes. The semantic on the other hand is
defined by computing a semantic similarity score using lexical database WordNet.

The proposed SEMCON model is tested on classifying documents from the funding
domain.

The structure of the paper is as the following. Section 9.2 shows the state of the art in the
field of ontology enrichment. Section 9.3 describes the proposed method to enrich concepts
of a domain ontology. In Section 9.4 we present the results and analyze them while Section
9.5 concludes the paper.

9.2 Related Work

There are to main categories of approaches relevant to the ontology concepts enrichment
task: statistical approach and semantic approach.

Statistical approach exploits domain specific textual data to enrich a domain ontology. It
involves term frequency (tf, tf*idf ) technique and term co-occurrence (collocation) feature to
identify and extract relevant terms from the textual data. An example of employing colloca-
tion feature to enriching ontologies is used in [92]. More concretely, researchers introduced
the notion of higher order co-occurrences to find semantically related words automatically
from a given corpus in order to enrich an ontology. Higher order co-occurrences repre-
sent the N highest ranked co-occurrences of a term computed through an iterative process.
The co-occurrence, at each iteration, is found using the frequency of appearances of two
words together in similar context (sentence). Another research, which involves using co-
occurrence feature to discover related terms for extending ontologies, is conducted also in
[86]. This research proposes a system to semi-automatically extend ontologies by mining
textual data from the Web sites of international online media. They assume that two se-
mantically related terms regularly co-occur in the same text segments. The Log Likelihood
Algorithm is used to analyze the significance of co-occurrence of the target term, both at
the sentence level and the document level. Parekh et al in [113] use a similar approach to
enriching domain ontologies. Domain specific texts are exploited in order to automatically
generate sets of terms which are related to each other based on their lexical co-occurrence
within similar contexts.

Semantic approaches involve semantic similarity and relatedness measure based on
WordNet to identify and extract terms from textual data for enriching ontologies. [142]
is an example of employing semantic approach for enriching ontologies. Three WordNet
based similarity measure namely, domain path between the synsets of two words, Resnik,
Jiang and Conrath, are used to enrich the ontology from the music domain. Warin et al
in [152] perform the same approach to enrich an ontology but by employing five semantic
similarity measures based on WordNet.

Our proposed approach utilizes to some extent both approaches, statistical and seman-
tic. By aggregating both contextual and semantic information we expect to obtain the most
relevant terms for enriching the ontology concepts and thus to achieve better classification
performance.

9.3 Proposed Model

The proposed model, shown in Figure 9.1, is composed of 4 modules, which are described
in the following subsections.

9.3.1 Preprocessing Module

This module initially collects all documents that are in a particular dataset. A morpho-
syntactic analysis is then performed on these documents. Documents are cleaned to remove
all punctuation and capitalization. This is followed by a tokenizing step to separate the
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Figure 9.1: Block diagram of SEMCON model

textual data into individual terms. Finally, the normalized form of these terms is computed
using the lemmatization step. The final output of the preprocessing step is a list of noun
terms.

9.3.2 Observation Matrix Module

The next phase of SEMCON is computation of the observation matrix. Observation matrix
is a rectangular matrix where columns represent documents of particular domain and rows
are the terms extracted from those documents.

Each entry of the observation matrix is computed by aggregating the frequency of term
occurrences, font sizes and font types of this term appearing in a document. An entry of
observation matrix is calculated using Equation 9.1.

Ei,j = tfi,j +
∑
k∈tf

(fti,j,k + fsi,j,k) (9.1)

where, tfi,j shows the frequency of occurrences of a term i in document j. fti,j,k and
fsi,j,k show the added value of font types and font sizes computed over all occurrences k of
a term i in a document j.

Algorithm 9.1 shows the way how the observation matrix is built. The input of the
algorithm is a collection of documents. In this paper, the collection of documents from
which font sizes and font types of terms used to build the observation matrix are derived
are saved in pdf format. However, the input of algorithm can be a collection of documents
other than pdfs because font sizes and font types of terms can be computed for all types of
rich texts using the html tags.

Algorithm 9.1 describes the computation of observation matrix using bold font type of
a term and 4 different font sizes. More concretely, line 3-13 in the algorithm shows entries
of the observation matrix computed using the number of times a term appears in bold (α)
and the number of times with font sizes (β) as, either level 3 (line 4), level 2 (line 7), level 1
(line 10), or title (line 13). In the same way, we computed entries of the observation matrix
for the terms which appear in a document as either italic, underline, and regular and with
font sizes as either level 3, level 2, level 1, or as title.

9.3.3 Contextual and Semantic Module

The observation matrix is used as an input to compute contextual and semantic score for
all pairs of terms ti, tj .
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Algorithm 9.1: Calculation of Observation Matrix
Input : A collection of pdf documents
Output: Entries of the observation matrix

1 for each Doc ∈ D do
2 for each t ∈ Doc do
3 if t ∈ Doc is bold then
4 if tsize < 10pt then
5 Compute E as E + tf + 0.75 ∗ α+ 0.25 ∗ β
6 end
7 if 10pt 6 tsize < 14pt then
8 Compute E as E + tf + 0.75 ∗ α+ 0.50 ∗ β
9 end

10 if 14pt 6 tsize < 18pt then
11 Compute E as E + tf + 0.75 ∗ α+ 0.75 ∗ β
12 end
13 if tsize > 18pt then
14 Compute E as E + tf + 0.75 ∗ α+ 1.00 ∗ β
15 end
16 end
17 end
18 end
19 return E;

Contextual information score, Scon(ti, tj), for a pair of terms ti and tj is computed using
the cosine similarity metric with respect to the documents, as given in Equation 9.2.

Scon(ti, tj) =
ti · tj

‖ ti ‖‖ tj ‖
(9.2)

where, ti and tj show the term vectors of the observation matrix. The dot product
between two term vectors reflects the similarity between these two terms in the vector
space.

Next step is computation of the semantic score. The semantic score is computed using
the information found in the lexical database WordNet by employing the Wu&Palmer sim-
ilarity measure [156]. The semantic score, Ssem(ti, tj), is computed for all possible pairs of
terms ti and tj of the observation matrix, where ti, tj ∈ O and O is the observation matrix.
The first sense heuristic technique is used as a baseline to find the correct sense of terms ti
and tj . The semantic score mathematically is given in Equation 9.3.

Ssem(ti, tj) =
2 ∗ depth(lcs)

depth(ti) + depth(tj)
(9.3)

where, depth(lcs) denotes the least common subsumer of terms ti and tj ; depth(ti) and
depth(tj) denote the depth of the path of term ti and tj , in the WordNet database.

9.3.4 Overall Score Module

The overall score between two terms ti, tj , shown in Equation 9.4, is computed using con-
textual and semantic score.

Soverall(ti, tj) = w ∗ Scon(ti, tj) + (1− w) ∗ Ssem(ti, tj) (9.4)

where w is a parameter whose value is set to 0.5 based on the empirical analysis.
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Next we search for concepts in the ontology that have labels matching either partially
or fully with a term. As a result of this, a hash table with concepts and the relevant terms
for enriching these concepts with their ranked overall score is built. Lastly, we apply a rank
cut-off method considering only terms that are above the specified threshold (Top-N) as
the most relevant terms to enrich given concepts of the baseline ontology.

9.4 Results and Analysis

The dataset used in this paper is a real dataset consists of 467 grant documents that had
been collected and classified into 5 categories by the field experts as part of the INFUSE 1

project. The dataset is split randomly, in which 70% (327) of the documents are used to
train the classifier and the remaining 30% (140) to test the performance of the classifier.

The ontology used in this paper is from the funding domain. It is composed of 85
concepts and 18 object properties which link these concepts. Figure 9.2 presents part of the
INFUSE ontology which consists of a subset of concepts and their relationships from the
funding domain.

We choose to use a real ontology for experimenting due to the fact that the ontology to
be enriched and the dataset exploited for enriching the given ontology have to be from the
same domain.

Figure 9.2: A part of the INFUSE ontology

A preprocessing step is done on all pdf documents to extract only noun terms and their
font types and font sizes in order to built the observation matrix. To achieve this, we used
Apache PDFBox library. This is an open source Java library which allows creation of new
pdf documents, manipulation of existing documents and the extraction of content from
documents. The observation matrix is used then as input to compute the contextual and
semantic score. First sense heuristic is employed to find the correct sense of terms as part
of the semantic score computation. First sense heuristic also known as the predominant
sense is a technique used in word sense disambiguation to find the correct sense of a term.
It assumes that the most common sense of a word represent the correct sense of this given

1http://infuse.scan4news.com/?cat=4
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Table 9.1: The Top-5 terms obtained by SEMCON using first sense heuristic disambiguation
technique

Terms Financing Fund Funding Grant Programme Subsidy
Top-1 Finance Budget Fund Welfare Rule Subvention
Top-2 Investment Amount Amount Support Relevance Grant
Top-3 Participation Funding Part Partner Framework Welfare
Top-4 Implementation Finance Subsistence Cost Participation Loss
Top-5 Compliance Share Grant Commission Implementation Scholarship

word. Finally, an aggregated contextual and semantic score is found through which the
proposed model gives a list of ranked terms which are the most relevant terms for enriching
a given concept. The Top-5 terms obtained by the proposed model as the most relevant
terms for enriching the INFUSE ontology concepts shown in Figure 9.2, is given in Table 9.1.

In order to demonstrate the applicability of our proposed model on enriching the ontol-
ogy with new terms and to validate its effectiveness, we conducted experiments on docu-
ment classification using the baseline ontology (existing INFUSE ontology) and the ontol-
ogy after it has been enriched. Decision Tree is used as a classifier and the INFUSE dataset
is used for training and testing the classifier.

The standard information retrieval measures such as precision, recall and F1-measure
are used to evaluate the performance of the document classification.

The first experiment conducted on document classification uses the baseline ontology
and the obtained result for each category and the weighted average result of all categories
is shown in Table 9.2.

Table 9.2: The performance of the Decision tree classifier using the baseline ontology

Category Precision (%) Recall (%) F1 (%)
Culture 63.8 66.7 65.2
Health 81.8 75.0 78.3
Music 50.0 16.7 25.0
Society 62.0 75.6 68.1
Sportssociety 50.0 33.3 40.0
Weighted avg. 66.1 66.4 65.5

The second experiment performed on document classification uses the same conditions,
in terms of the classifier (Decision Tree) and the dataset (INFUSE) used as in the previous
experiment but now it employs the ontology after it has been enriched. The Top-5 terms
achieved by the proposed model are used for enriching the baseline ontology. The result
for each category and the weighted average results of the dataset are shown in Table 9.3.

Table 9.3: The performance of the Decision tree classifier using the enriched ontology

Category Precision (%) Recall (%) F1 (%)
Culture 72.0 80.0 75.8
Health 87.5 77.8 82.4
Music 33.3 16.7 22.2
Society 83.7 87.8 85.7
Sportssociety 58.3 58.3 58.3
Weighted avg. 76.6 77.1 76.6

As can be seen from the results shown in Table 9.2 and Table 9.3, the higher weighted av-
erage classification performance is achieved when the classification is performed using the
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ontology whose concepts are being enriched with new terms comparing to the classifica-
tion using the baseline ontology. An improvement of document classification performance
is observed for almost all categories. For example, the Society category has achieved an
85.7% F1 measure using the enriched ontology, compared to a F1 measure value of 68.1%
using the baseline ontology. On the contrary, only the Music category achieves slightly
worse performance when the classification is performed using the enriched ontology com-
paring to the classification performed using the baseline ontology. This happened due to
the fact that some terms, e.g. Amount, used to enriching the baseline ontology concepts are
not homogeneous terms. In other words, these terms are likely to occur in documents be-
longing to the categories rather than music category and thus they are non-discriminative
in terms of classification.

Another evaluation criteria is to investigate into how much the number of terms used to
enrich concepts of an ontology affects the classification performance. This is achieved using
Top-N terms, where N=1-5. Top-1 means the very top first term obtained by the proposed
model is used to enrich a particular concept of the baseline ontology, Top-2 means the top
2 terms and so on. Performance of the Decision tree achieved on the funding domain is
shown in Table 9.4.

Table 9.4: The performance of the Decision tree classifier using the Top-N terms

Ontology Precision (%) Recall (%) F1 (%)
Baseline 66.1 66.4 65.5
Baseline + Top-1 75.1 74.3 72.7
Baseline + Top-2 71.0 73.6 70.9
Baseline + Top-3 74.4 77.9 75.8
Baseline + Top-4 77.1 77.9 77.1
Baseline + Top-5 76.6 77.1 76.6

Furthermore, Table 9.4 shows a comparison of precision, recall and F1 measures achieved
by Decision tree classifier, when the document classification is performed using the base-
line ontology and when the classification is done using the ontology enriched with new
terms, starting from 1 term to 5 terms for a particular concept. The average F1 measure
is improved from 65.5% to 77.1% when the classification is performed by employing the
ontology whose concepts have been enriched with 4 new terms.

9.5 Conclusion and Future Work

In this paper, we presented an ontology based classification approach for classifying text
documents from the funding domain. To achieve this, a baseline ontology is primarily
enriched with new terms. For enriching the baseline ontology, we used a new learning
technique called SEMCON which combines the semantic and contextual information.

The proposed approach is tested on the document classification using the baseline on-
tology and the enriched ontology. Results of the experiments showed that the performance
of the document classification conducted using the enriched ontology is improved compar-
ing to the performance of the classification accomplished using the baseline ontology.

In future work we plan to employ other word sense disambiguation techniques, i.e
machine learning, in order to improve the ontology enrichment.
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Chapter 10

Supervised Ontology-Based Document
Classification Model

Abstract

Ontology-based document classification relies on background knowledge exploited
by ontologies to represent documents. Background knowledge is embedded in a docu-
ment using the exact matching technique. The basic idea of this technique is to map a
term to a concept by searching only the concept labels that explicitly occur in a docu-
ment. Searching only the presence of concept labels limits the capabilities to capture and
exploit the whole conceptualization involved in user information and content meanings.
Therefore, to address this limitation, we propose a new document classification model
based on ontologies. The proposed model uses background knowledge derived by on-
tologies for document representation. It associates a document with a set of concepts
by not only using the exact matching technique but also by identifying and extracting
new terms which can be semantically related to the concepts of ontologies. Additionally,
the proposed model employs a new concept weighting technique which computes the
weight of a concept using the relevance and the importance of the concept.

We conducted several experiments using a real ontology and a dataset to test our
proposed model. The results obtained by experiments run on 3 different classification
algorithms using the baseline ontology, the improved concept vector space model by
using the new concept weighting technique, and the enriched ontology, show that our
proposed model achieved a considerable improvement of classification performance.

10.1 Introduction

Document classification also known as document categorization is the process of labelling
a text document to one or more class labels from a finite set of predefined categories. It has
been tackled in literature as either text-based, or ontology-based (semantic-based). Text-
based classification relies simply on using tokens and keywords, whereas ontology-based
classification relies on content meaning exploited through domain ontologies.

The very first step of classification process is the representation of a document from a
full text version to a document as a vector of features using statistical vector space model.
In the ontology-based classification, the feature vectors are composed of concepts (back-
ground knowledge) gathered from a domain ontology and concepts relevance represented
by the frequency of concepts occurrences. The background knowledge gathered from on-
tology is incorporated in a document using the exact matching technique. This technique
searches only concept labels that explicitly occur in a document [150].

Although the existing ontology-based approaches proved useful in classifying text doc-
uments, they however are limited due to two important issues. The first one is the limited
capability of capturing and exploiting the whole conceptualization involved in user infor-
mation and content meaning due to searching only the presence of concept labels. The
second limitation is computing of the concept weight using only the concept relevance.

To address these limitation issues, we propose in this paper a new document classifica-
tion model supervised by domain ontologies. The input to the proposed model is a set of
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documents pre-classified by a domain expert. Next step is the representation of these doc-
uments as feature vectors. Background knowledge derived by domain ontologies is used
to built feature vectors. The proposed model associates a document with a set of concepts
by not only using the exact matching technique but also by identifying and extracting new
terms which can be semantically related to the concepts of ontologies. To achieve this, we
use SEMCON [69, 70], which deals with both, exact matching, and identification of new
terms that are associated semantically with these concepts. SEMCON is an objective metric
developed for enriching domain ontologies with new concepts by combining context and
semantic of terms occurring in a corpus. To compute weight of concepts, the proposed
model uses the concept weighting technique described in [68]. This weighting technique
computes the weight of a concept using the relevance and the importance of the concept.
Next, a classifier is trained and a predictive model is built by passing these feature vectors
into one of the machine learning algorithms. Finally, an unlabelled document is classified
into an appropriate category by using the predictive model built by the classifier.

The model is tested on a real ontology and a data set. We conducted several exper-
iments using the baseline ontology, the improved concept vector space model using the
new concept weighting technique (hereafter iCVS model), and the enriched ontology. We
also run some experiments to test the model performance on different classification al-
gorithms, namely Decision Tree, Naive Bayes, and Support Vector Machine. The results
obtained by these experiments show that the classification performance is improved using
our proposed model.

The rest of the paper is structured as the following. Section 10.2 presents state of the
art in the field of document classification. Section 10.3 describes in detail the proposed
ontology-based model for classification of text documents. The dataset and the domain
ontology used to demonstrate the applicability of the proposed model are shown in Section
10.4, while the results and the analysis are given in Section 10.5. Conclusions of the paper
and future work are given in Section 10.6

10.2 Related Work

Ontology-based document classification has become increasingly an important and an at-
tractive research topic in many areas, especially in enrichment of document and category
representation achieved by exploiting ontologies. An example of document classification
which uses ontologies and relations between documents as a background knowledge to
enrich the document representation is presented in [109]. A set of binary T×T matrices
that contain all relations between terms such as hyponyms, hypernyms, hyponyms of hy-
ponyms, etc., extracted from General Finish Ontology YSO is defined as the background
knowledge. This way, the traditional bag of words classifier is extended with new relations
utilizing the background knowledge.

Background knowledge derived by ontologies is extensively used for enriching doc-
uments with semantics from the biomedical domain. Such an example is presented by
Camous et al. [21]. The authors use Medical Subject Headings (MeSH) ontology to en-
rich the existing MeSH based representation of documents with semantics. To identify and
extract new concepts which are semantically close to the initial representation (concepts),
a semantic similarity measure derived by simply counting edges (relations) between con-
cepts in the MeSH hierarchy is used. A similar approach to Camous et al. is presented
by Dinh and Tamine in [32]. The authors also rely on the MeSH ontology for enriching
document representation but they use a different similarity measure to identify and ex-
tract the domain concepts. They use a content-based cosine similarity measure. Another
similar approach where the MeSh ontology is used to enrich document representation is
also the subject of the research in [143]. The authors developed an ontology-based system
called OBIRS which is used for enriching documents with semantics from the domain of
biomedicine.
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Rather than using all ontology concepts, Fang et al. [41] proposed an ontology-based
automatic classification method that uses only a small number of concepts. These con-
cepts, which are primarily the lowest level concepts of an ontology, and the instances of the
ontology obtained by ontology reasoning, are used to represent the document.

Our classification approach also uses background knowledge exploited by ontologies
but it distinguishes from the approaches presented above in two aspects: 1) rather than
using different semantic similarity measures to identify and extract new terms which can
be semantically close to the existing ontology concepts, our approach uses SEMCON which
integrates the semantic and contextual similarity measure, and 2) we provide a new concept
weighting technique which besides concept relevance takes also into account the concept
importance.

10.3 Proposed Model

In this section, we present the proposed ontology-based document classification model.
The proposed model, illustrated in Figure 10.1, is a supervised learning model and its de-
tails are described in the following paragraphs.

The very first step of the model concerns with the predefined categories and the docu-
ments within these categories which are organized manually by an expert from that certain
domain. The documents are simply represented as plain text and there is no semantics
associated with them at this point.

The next step is to represent categories using a vector space representation model [75],
where a concept vector is created per each category. This is a representation which is a step
away from the keyword-based representation towards the semantic-based document rep-
resentation. The semantic-based document representation is achieved by using the back-
ground knowledge constructed from domain ontologies. More precisely, the semantic of
each document is embedded using the matching technique which relies on matching the
terms in the document with the relevant concepts in the domain ontology. Term to concept
mapping can be achieved by using the exact matching which searches only the concepts
(concept labels) that explicitly occur in a document, and through identification of seman-
tically associated terms. To accomplish term to concept mapping we have used the SEM-
CON model which deals with both, exact matching, and identification of new terms that
are associated semantically with these concepts.

The exact matching performed by SEMCON is a straightforward process. There maybe
single label concepts (grant, funding, etc.) in a domain ontology as well as compound label
concepts (project funding), as shown in Figure 10.3. To acquire single label concepts, we
use only those terms from the document for which an exact term exists in the domain
ontology. For example, for concepts in the domain ontology such as grant, funding, etc.,
there exists the term that explicitly occurs in the document. While to identify and acquire
compound label concepts, we use those terms from the document which are present as part
of a concept in the domain ontology. For example, consider project funding as one of the
compound ontology concept. In this case, we map project funding if either term, project
or funding occurs in the document.

Identifying and extracting new semantically associated terms is a more complex pro-
cess accomplished by SEMCON. Rather than simply searching for an ontology concept, it
searches for new terms in documents that are associated semantically with the concepts of
the ontology. To achieve this, SEMCON as an objective metric combines the contextual and
the semantic information of the given terms through its learning process. Consequently,
SEMCON primarily computes an observation matrix which is composed of three statistical
features, namely term frequency, term font type, and term font size. Observation matrix
serves as input to SEMCON to derive the context computed by using the cosine measure.
In addition to the contextual information, SEMCON embeds the semantics by computing
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Figure 10.1: Proposed classification model

a WordNet based semantic similarity score between two terms - term that appears in the
document and term that already exists in the ontology as a concept.

Once the semantics of documents are built, we then incorporate the category semantics
built by aggregating the semantics of all documents which belong to the same category.
The process of associating semantics to documents and to the category is shown in Figure
10.2. By doing this, the classification system can replicate the way an expert categorizes
the documents into appropriate categories. This way, each category is represented as a vec-
tor composed of two components: concepts of the domain ontology and concepts weight.
Concepts weight are typically computed using only concepts relevance as the classification
criteria [31, 24] but this way of calculating weight of concepts is limited as it considers all
concepts equally important regardless where the concepts are depicted in the hierarchy
of ontology. However, the importance is not equal for all concepts and it depends on re-
lations of concepts with other concepts in the ontology hierarchy. Concepts which have
more relations with other concepts are more important than the concepts which have less
relations. In order to take into account relationship between ontology concepts reflected
by concept importance, we will use the weighting technique described in [68] to compute
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Figure 10.2: Associating semantics to documents and to the category

concepts weight. This technique defines the weight of a concept as the quantity of informa-
tion given by the presence of that concept in a document and in an ontology hierarchy, and
it is computed by the relevance of concept and the importance of concept. Relevance of a
concept is simply defined by the frequency of occurrences of that concept in the document,
whereas concept importance is defined by the number of relations a concept has to other
concepts and it is computed by employing one of the Markov-based algorithms into the
ontology graph. The formal definition of concept weight is given in Equation 10.1.

w(c) = Imp(c)×Rel(c) (10.1)

where, Imp(c) and Rel(c) denote the importance and relevance of a concept c, respectively.
After all these steps are performed, a category is finally represented by the tuple shown

in Equation 10.2.
Cat = {(c1, w1), (c2, w2), (c3, w3), ..., (ci, wi)} (10.2)

where ci is the concept exploited by the domain ontology and wi is its weight computed
using Equation 10.1.

Next, different machine learning algorithms can be employed to train the classifier and
to create a predictive model which can be used for classifying a new unlabelled document
into an appropriate category.
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The final step of the model deals with the corpus of new unlabelled documents. Each
document from this corpus, which has to be classified is primarily represented as a concept
vector. Such representation of the document is done by using the steps described above in
this Section and it is defined by the same tuple given in Equation 10.2.

Lastly, the unlabelled document goes through the predictive model built by the machine
learning algorithms and finally it is classified into the appropriate category.

10.4 Experimenting Procedures

This section describes the dataset and the domain ontology used to conduct the experi-
ments in order to demonstrate the applicability of our proposed model and to validate its
efficacy in terms of classification effectiveness.

10.4.1 Dataset

The dataset used in this paper is a real dataset consisting of 467 grant documents. These
documents are classified into 5 categories by the field experts as part of the INFUSE 1

project.

Table 10.1: Dataset size

No Category # Train # Test Total
1 Culture 101 45 146
2 Health 69 36 105
3 Music 8 6 14
4 Society 124 41 165
5 Sportssociety 25 12 37
6 Total 327 140 467

The dataset is divided randomly, where 70% (327) of the documents are used to train
the classifier and the remaining 30% (140) to test the performance of the classifier. The
number of documents in each category varied widely, i.e Society category consists of 165
documents while Music category contains only 14 documents. Table 10.1 illustrates the 5
categories along with the number of training and testing documents in each category.

10.4.2 Domain Ontology

The ontology used for experimenting in this paper also comes from the funding domain.
It is composed of 85 concepts and 18 object properties which link these concepts. Figure
10.3 presents part of the INFUSE ontology which consists of a subset of concepts and their
relationships (is-a, appliesFor, isReceivedBy, etc.) from the funding domain.

We have to use a real ontology due to the fact that the ontology to be enriched and
the dataset exploited for enriching the ontology with new terms have to be from the same
domain.

10.5 Results and Analysis

Several experiments on document classification are conducted to demonstrate the applica-
bility of our proposed model and to validate its effectiveness. INFUSE domain ontology
is used as a baseline ontology and the standard information retrieval measures such as
precision, recall and F1-measure are used to evaluate the performance of the document
classification.

1http://infuse.scan4news.com/?cat=4
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Figure 10.3: A part of the INFUSE ontology

The initial experiment conducted investigates the accuracy of classification by employ-
ing the improved concept vector space model (iCVS). Decision Tree is used as a classifier
and the INFUSE dataset is used for training and testing the classifier. The classification
result for each category and the weighted average results obtained using the baseline on-
tology, and the iCVS are shown in Table 10.2.

Table 10.2: The performance of classification using the baseline ontology and the iCVS

Concept Baseline (%) iCVS (%)

P R F1 P R F1
Culture 63.8 66.7 65.2 64.8 77.8 70.7
Health 81.8 75.0 78.3 80.0 77.8 78.9
Music 50.0 16.7 25.0 50.0 16.7 25.0
Society 62.0 75.6 68.1 69.8 73.2 71.4
Sportssociety 50.0 33.3 40.0 66.7 33.3 44.4
Weighted avg. 66.1 66.4 65.5 69.1 70.0 68.8

The next experiment performed under the same conditions, in terms of dataset (IN-
FUSE) and classifier (Decision tree), relies on the baseline ontology whose concepts are
primarily being enriched with new terms. In this case, we have used the Top-5 terms to en-
rich ontology concepts and classification result for each category and the weighted average
results obtained using the baseline ontology, and the enriched ontology are given in Table
10.3.

Table 10.3: The performance of classification using the baseline and the enriched ontology

Concept Baseline (%) Enriched (%)

P R F1 P R F1
Culture 63.8 66.7 65.2 82.5 73.3 77.6
Health 81.8 75.0 78.3 83.3 83.3 83.3
Music 50.0 16.7 25.0 100 16.7 28.6
Society 62.0 75.6 68.1 71.1 92.7 80.9
Sportssociety 50.0 33.3 40.0 70.0 58.3 63.6
Weighted avg. 66.1 66.4 65.5 79.2 77.9 76.7
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Table 10.4: The Top-5 terms obtained by model using the First sense heuristic technique

Concept Top-5 terms: overall score
financing finance:0.88, investment:0.78, participation:0.74, implementa-

tion:0.73, compliance:0.73
fund budget:0.81, amount:0.81, funding:0.80, finance:0.76, share:0.74
funding fund:0.80, amount:0.78, part:0.74, subsistence:0.72, grant:0.71
grant provide:0.79, welfare:0.77, partner:0.75, cost:0.73, commis-

sion:0.72
programme rule:0.44, relevance:0.44, framework:0.44, aspect:0.44, implemen-

tation:0.43
subsidy subvention:0.61, grant:0.57, welfare:0.45, loss:0.45, scholar-

ship:0.43

Table 10.5: The Top-5 terms obtained by model using the Maximizing semantic similarity
technique

Concept Top-5 terms: overall score
financing finance:0.89, funding:0.88, field:0.82, contribution:0.82, invest-

ment:0.79
fund provision:0.84, issue:0.84, protection:0.83, part:0.83, budget:0.81
funding support:0.95, financing:0.88, part:0.84, field:0.84, contribution:0.83
grant development:0.95, verification:0.95, section:0.94, article:0.93,

agreement:0.92
programme framework:0.44, aspect:0.44, rule:0.43, organisation:0.43, imple-

mentation:0.43
subsidy subvention:0.61, grant:0.57, aid:0.52, present:0.47, award:0.47

The results given in Table 10.2 and Table 10.3 show an improvement of weighted av-
erage classification accuracy when classification is performed using the iCVS, and the en-
riched ontology, respectively. The improvement can be reflected by the F1 measure which
is increased from 65.5% to 68.8% when the iCVS is being employed. This improvement of
classification effectiveness is achieved due to the fact that iCVS through its concept weight-
ing technique of aggregating concept importance and concept relevance provides concepts
with weights that have better discriminative power in terms of classification. Moreover, a
substantial improvement of classification performance is achieved using the enriched on-
tology comparing to the classification using the baseline ontology. This improvement is
reflected with an increase of F1 measure from 65.5% using the baseline, to 76.7% using the
enriched ontology. Consequently, the improvement is observed for almost all categories.
For example, the Music category has achieved a 100.0% precision using the enriched ontol-
ogy, compared to a precision of 50.0% achieved using the baseline ontology, and the iCVS,
respectively.

Next, we have investigated the impact of the word sense disambiguation technique on
the quality of ontology enrichment. To achieve this we experimented with two techniques,
namely First sense heuristic and Maximizing semantic similarity. First sense heuristic also
called the predominant sense is a technique used to find the correct meanings of a term. It
relies on distribution property of word senses and assumes that the correct meaning of a
word is represented by its most commonly used sense. Maximizing semantic similarity is
also a word sense disambiguation technique which assumes that the correct meaning of a
term is the one which maximizes the relatedness between the term and a sense among all
possible senses (meanings). We employed these techniques in word sense disambiguation
in order to observe the terms which can be obtained as relevant by the model for enriching
concepts of the ontology. A part of this observation is summarised in Table 10.4 and Table
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10.5 which show the Top-5 terms obtained by the model along with their overall scores
using First sense heuristic and Maximizing semantic similarity technique, respectively.

As can be seen from Table 10.4 and Table 10.5, First sense heuristic and Maximizing
semantic similarity techniques yield different results in terms of finding the relevant terms
for enriching a particular concept. For example, fund, amount, part, subsistence, and grant,
are the top five terms retrieved by the model using the First sense heuristic for enriching
the concept funding, whereas, support, financing, part, field, and contribution, are the top five
terms retrieved by the model using the Maximizing semantic similarity technique. Besides
the difference on the terms retrieved, these techniques also differ in the overall score as-
signed to the obtained terms, i.e., finance:0.88, and finance:0.89. These differences resulted
due to these two word sense disambiguation techniques ultimately yield different classi-
fication performances. An observation of accuracy of Decision tree classifier using First
sense heuristic and Maximizing semantic similarity technique is shown in Table 10.6.

Table 10.6: The performance of Decision tree classifier using First sense heuristic and Max-
imizing semantic similarity technique

Concept First Sense (%) Max Similarity (%)

P R F1 P R F1
Culture 72.0 80.0 75.8 82.5 73.3 77.6
Health 87.5 77.8 82.4 83.3 83.3 83.3
Music 33.3 16.7 22.2 100 16.7 28.6
Society 83.7 87.8 85.7 71.1 92.7 80.9
Sportssociety 58.3 58.3 58.3 70.0 58.3 63.6
Weighted avg. 76.6 77.1 76.6 79.2 77.9 76.7

Furthermore, we used another evaluation criteria where we investigated into how much
the number of terms used to enrich concepts of an ontology affects the classification accu-
racy. We achieved this using Top-N terms obtained by the model using both the two word
sense disambiguation techniques. In our case we set the values of N from 1 to 5, where
Top-1 means the very top first term, Top-2 means the top 2 terms and so on. The obser-
vations, in terms of F1 measures, of the classification experiment run for 5 different values
of N and on 3 different classifiers using First sense heuristic technique and Maximizing
semantic similarity technique are illustrated in Figure 10.4 and Figure 10.5, respectively.

It can be seen from the chart diagram shown in Figure 10.4 that the best result in terms
of F1 measure is obtained when 2 terms are used for enriching one particular concept of
the baseline ontology (Naive Bayes and SVM). The performance of these two classifiers
start declining by increasing the number of new terms. This is in contrast to the Decision
tree classifier’s performance, which improves by increasing the number of terms used to
enriching given concepts. These results suggest that up to 2 terms can be used to enrich one
particular concept of an ontology in order to achieve the best performance on classification
process using Naive Bayes and SVM classifiers. Increasing the number of terms to enrich
a given concept above this threshold (2 terms) yields the same performance or even lower.
On the contrary, the Decision tree classifier achieves the best performance when 4 terms are
used to enrich a given concept.

On the contrary, Figure 10.5 shows that the classification accuracy increases by increas-
ing the number of terms used for enriching ontology concepts and this is shown by all the
three classifiers which have achieved the best performance when the model have used the
top five terms. This may happen due to the fact that the overall score of top terms retrieved
by model using the First sense heuristic drops quickly after the top 2 terms while it drops
slowly when the model uses the Maximizing semantic similarity technique. This suggests
that the top 2 terms are relevant for enriching the ontology concepts and give contribu-
tion on the classification accuracy of the model which is based on the First sense heuristic
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Figure 10.4: F1 measures obtained by 3 different classifiers using First sense heuristic tech-
nique
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Figure 10.5: F1 measures obtained by 3 different classifiers using Maximizing semantic
similarity technique

and the top 5 terms are relevant for the model which relies on the Maximizing semantic
similarity technique in word sense disambiguation.

It is also interesting to note from the graph shown in Figure 10.4 and Figure 10.5 that
the Decision tree and the Naive Bayes classifier achieve completely opposite results when
the number of terms used to enrich the baseline ontology concepts is increased. This hap-
pened due to the fact that the Decision tree through information gain figure out attributes
which have the highest information gain values. These attributes are the most homoge-
neous terms and they have great impact on the classification performance. Naive Bayes
classifier assumes that the value of a particular term is independent of the value of any
other term which means that it considers each of these new terms to contribute indepen-
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Figure 10.6: F1 measure obtained by Decision tree classifier using the baseline ontology, the
iCVS, and the enriched ontology

dently to classification regardless of any possible correlations between these terms.
Lastly, a comparison of results (F1 measure) for each category of the INFUSE dataset

achieved by the Decision tree classifier using the baseline ontology, the iCVS, and the en-
riched ontology, is illustrated in Figure 10.6. It can be seen from the chart diagram that
a considerable improvement, from 65.5% to 68.8%, is achieved by employing iCVS, and a
substantial one, from 65.5% to 76.7%, is achieved by employing the enriched ontology.

10.6 Conclusion and Future Work

In this paper, we presented an ontology-based classification model for classifying text doc-
uments from the funding domain. The model relies on background knowledge exploited
by ontologies for document representation. A document is represented by a set of ontol-
ogy concepts derived by using the exact matching technique, and by identifying new terms
which can be semantically related to these concepts. This representation is achieved using
the SEMCON. The weight of ontology concepts is computed using a new concept weight-
ing technique which is composed of two components, the relevance and the importance of
the concept.

The proposed classification model is tested on different classifiers using a real ontology
and the results obtained by the experiments showed that the accuracy of the document
classification is improved. In addition to this, we investigated the impact of the word sense
disambiguation techniques on the accuracy of classifiers and we found that Naive Byes
classifier is the most affected one performing differently in different techniques, while SVM
and Decsion tree classifiers are less affected. The F1 measure of 52.5% is achieved by Naive
Bayes classifier using First sense heuristic, comparing to a 68.7% of F1 measure achieved
using Maximizing semantic similarity technique.

In future work we plan to test our model on larger datasets and ontologies from differ-
ent domains and to evaluate and compare the obtained results of classification.
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Chapter 11

Conclusions

This chapter concludes our work. Section 11.1 provides a summary of results achieved in
this thesis, while in Section 11.2, we discuss the future work.

11.1 Summary of Findings

As the volume of information available on the Internet is growing rapidly, we believe that
the document classification systems based on ontologies will continue to play a vital role
on organizing and classifying in a semantic way this huge amount of information accord-
ingly. In this thesis, we examined several aspects about ontology-based document classifi-
cation with an emphasis on ontology enrichment and concept weighting scheme, and we
developed some approaches that would contribute to improving the performance of these
ontology-based systems. A summary of our findings is given below.

• We explored and developed an automatic ontology enrichment model which relies on
semantic and contextual information of terms appearing within a document. Contex-
tual information of a term is defined as the part of text, i.e. passage, which surrounds
that term and it is determined using the cosine measure between feature vectors. The
semantic information on the other hand is determined through a semantic similarity
score based on the English lexical database WordNet. The output of the model is a list
of relevant terms to enriching ontology concepts along with their final scores obtained
by aggregating contextual and semantic information. We conducted experiments to
examine the contribution of each of the components, contextual and semantic. Based
on the empirical analysis, it is suggested to use a balanced weight between these two
components.

• The definition of contextual information is expanded by introducing for the first time
in the research two new statistical features of a term, namely, term font type, and term
font size. Various values set to these features for a particular term are used in addition
to the frequency of appearances of that term in the corresponding document, in order
to constitute the feature vectors. Experimental results showed that the performance
of our proposed ontology enrichment model is improved when statistical features are
used to derive the context.

• We have validated our ontology enrichment SEMCON model by using subjective and
objective experiments. Results obtained from the subjective experiments conducted
through publishing an online questionnaire to subjects were used as a ground truth
for validating the results achieved by our proposed SEMCON model. Our results
were also validated against three objective models, namely, tf*idf, χ2, and LSA, show-
ing a considerable improvement achieved by our SEMCON model.

• A new concept weighting scheme constituted by concept relevance and concept im-
portance is proposed and developed in order to improve the concept vectors. We also
proposed an automatic approach based on Markov model to compute the importance
of concepts of an ontology. To achieve this, the approach converts an existing ontol-
ogy into a direct acyclic graph in which a concept is mapped into a vertex and a rela-
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tion into an edge and it employs then the PageRank from the family of Markov-based
algorithms to compute the importance of concepts.

• We demonstrated that the effectiveness of the document classification systems can be
improved by proposing an approach that uses background knowledge derived by an
ontology. We initially enriched an existing ontology with new concepts through the
ontology enrichment model described above, and a new weighting scheme composed
of concept relevance and importance is then used to assess the weight of concepts of
this ontology. According to the results of the experiments conducted on three dif-
ferent classifiers, the proposed classification approach has achieved a considerable
improvement on the tested datasets. In addition, we also examined the impact of
the disambiguation techniques on the performance of classifiers and we found that
some classifiers are more affected in terms of precision then the others by performing
differently in different techniques.

11.2 Future Work

Ontology-based document classification has become increasingly important and attractive
research topic in many areas where continuously new challenges emerge and which re-
quire further study in order to achieve the desirable performance. The future work of the
ontology-based document classification approaches is discussed in the following.

• Use multiple media modalities to widen the coverage of knowledge resources

Ontology enrichment is a process constituted of three steps and identification and ex-
traction of the relevant terminology such as synonym terms or linguistic variants is
one among these steps which can be achieved by exploring the input data resources.
Our ontology enrichment model explores only textual data that basically can be ei-
ther in structured, semi-structured, or unstructured format (see Section A.2.1 in Ap-
pendix). However, there is more than textual data resources which can be explored
by our proposed model for identification and extraction of the relevant terminology
providing more advanced enrichment capabilities to the model. In this respect one
possible direction to work on in the future is extending our proposed enrichment
SEMCON model to support the identification and acquisition of the relevant termi-
nology for enriching an ontology from multiple and diverse modalities including text,
images, video, etc.

• Exploring other statistical features and models for deriving the context

Introduction of two new statistical features for deriving the context of a term proved
to be useful in terms of improving the performance of the ontology enrichment model.
A linear model is adopted for different font sizes and font types and various values
are set to these features accordingly. It might be worth to exploit other statistical
features of terms which would contribute on computation of the contextual informa-
tion in particular and improving the effectiveness of the enrichment model in gen-
eral. In addition, other automatic models and techniques for assessing the weight of
font types and font sizes can be studied and we believe that machine learning tech-
niques would play an important role in this regard by providing empirically evalu-
ated weights to various features.

• Disambiguation techniques for untagged corpus

The disambiguation techniques used to find the correct sense (meaning) of terms
yielded better performance in terms of ontology enrichment. Two disambiguation
techniques, namely, First sense heuristic, and Maximizing semantic similarity, were
employed and we observed that these techniques produced different results in terms
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of finding the relevant terminology for enriching a particular concept. These tech-
niques rely on the lexical database WordNet, in which, senses are ordered based on
the frequency distribution in the manually tagged resource such as SemCor. How-
ever, the frequency distribution of the senses of terms, especially topical terms, is
more related to the genre and the domain of the discourse [96]. In this regard, one
possible direction for future work would be exploring of word sense disambiguation
techniques that are based on untagged corpus data to find the correct sense of terms.
By analysing the untagged corpus, the disambiguation techniques can be adjusted
to the domain and the genre of the discourse and we believe that this analysis can
improve the performance of the proposed ontology enrichment model.

• Exploring other algorithms to compute concept importance

In chapter 7 we came up with the idea of considering the concept importance as a very
important part for evaluation of the concept’s weight and we implemented this idea
by developing a model that was capable to compute automatically the concept im-
portance. The developed model employs a Markov-based algorithm on a converted
ontology graph to compute the importance. Particularly, we employed PageRank
from the family of Markov-based algorithms. It would be interesting to explore in
the future other algorithms which apart from the hyperlink relations considered by
the PageRank, take into account other edge (relation) types, i.e. property-of, subclass,
etc that are present in an ontology graph. The edge types play an important role
on determining the importance of concepts and we think that using the algorithms
which address this issue (link-analysis ranking algorithms [155], e.g. ObjectRank)
will improve the model with the capabilities to compute the importance of concepts
in a more effective way.

• Further evaluation of the document classification approach

The proposed ontology-based document classification approach demonstrated to be
useful on classifying documents into appropriate categories but still requires a further
evaluation. It was evaluated on a real dataset composed of 467 documents, and an
ontology consisting of 85 concepts and 18 objects, both coming from the funding do-
main. We were restricted to use the real dataset and real ontology due to the fact that
the existing ontology that we want to enrich, and the dataset explored for enriching
it, have to be from the same domain. To the best of our knowledge there is no public
dataset containing the documents and the ontology from the same domain. In order
to thoroughly evaluate and validate the efficacy of the approach in terms of classifi-
cation effectiveness, we consider that the test dataset needs to be expanded to cover
more documents and a bigger ontology. In addition, the proposed approach is tested
on three machine learning based classifiers, namely, Decision Tree, Support Vector
Machine, and Naive Bayes, but it might be worth to study in the future the employ-
ment of deep learning techniques such as word embedding to evaluate the approach
and compare the obtained results with the results achieved from the classifiers used
in this research work.
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Appendix A

A Hybrid Concept Learning Approach to
Ontology Enrichment

Abstract

The wide use of ontology in different applications has resulted in a plethora of auto-
matic approaches for population and enrichment of an ontology. Ontology enrichment is
an iterative process where the existing ontology is continuously updated with new con-
cepts. A key aspect in ontology enrichment process is the concept learning approach. A
learning approach can be a linguistic-based, statistical-based, or hybrid-based that em-
ploys both linguistic as well as statistical-based learning approaches.

This chapter presents a concept enrichment model that combines contextual and se-
mantic information of terms. The proposed model called SEMCON employs a hybrid
concept learning approach utilizing functionalities from statistical and linguistic ontol-
ogy learning techniques. The model introduced for the first time two statistical features
that have shown to improve the overall score ranking of highly relevant terms for con-
cept enrichment.

The chapter also gives some recommendations and possible future research direc-
tions based on the discussion in following sections.

A.1 Introduction

Domain ontologies are a good starting point to model in a formal way the basic vocabu-
lary of a given domain. They provide a broad coverage of concepts and their relationships
within a domain. However, in-depth coverage of concepts is often not available, thereby
limiting their use in specialized subdomain applications. It is also the business dynam-
ics and changes in the operating environment which require modification to an ontology
[97]. Therefore, the techniques for modifying ontologies, i.e. ontology enrichment, have
emerged as an essential prerequisite for ontology-based applications.

An ontology can be enriched with lexical data either by populating the ontology with
lexical entries or by adding terms to ontology concepts. The former means updating the
existing ontology with new concepts along with their ontological relations and types. This
increases the size of the existing ontology which requires more computational resources
and more time to compute. Thus, making it less cost effective. The latter means adding
new concepts without taking into account the ontological relations and types between con-
cepts. Because of this, the ontology structure will remain the same but its concepts will be
enriched with their synonym terms or linguistic variants.

Enrichment of ontology concepts is aiming at improving an existing ontology with new
concepts. It is part of the iterative ontology engineering process [40]. The core of this pro-
cess is the learning approach which constitute tasks such as identification and acquisition of
the relevant terminology through exploring various knowledge resources, and the creation
of the concepts.

There is a variety of concept learning approaches that are available to enrich concepts
of an ontology. These approaches rely on either linguistic, statistical, or hybrid techniques
[36, 59]. Although, these approaches proved useful for enriching ontologies of many do-
mains, they do have some limitations, especially when it comes to semantic information
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of terms. The existing approaches use only contextual information without considering
the semantic information of terms. Moreover, the contextual information is simply derived
by distributional property of terms such as term frequency tf or term frequency inverse
document frequency tf*idf, and co-occurrences of terms.

The focus of this chapter is to enlighten the reader with the ontology concept enrichment
process, explore state-of-the-art methods and techniques in this regard, review input data
resources, learning approaches and systems build upon them, discuss their limitations and
to propose solutions and to give some recommendations accordingly. It also describes
the SEMCON model to enriching the domain ontology with new concepts by combining
contextual as well as the semantics of terms.

SEMCON uses unstructured data as input for ontology learning process and is com-
posed of two parts - contextual and semantic. Context is defined as the part of a text or
statement passage that surrounds a given term and it determines term meaning. In this
work, it is the cosine distance between the feature vectors of any two terms. The feature
vectors are composed of values computed by both the frequency of occurrence of terms in
corresponding passages, and the statistical features such as font type and font size. The se-
mantics on the other hand is defined by computing a semantic similarity score using lexical
database WordNet.

Additionally, this chapter investigates into how much each of contextual and seman-
tic components contributes to the overall task of enriching the domain ontology concepts.
Obtained results are compared with tf*idf, χ2 and LSA. Results for several domains includ-
ing Computer, Software Engineering, C++ Programming, Database, and the Internet are
presented in this chapter.

The rest of the chapter is organized as follows. Section A.2 presents ontology en-
richment pipeline, describes various input data modalities, discusses text-based resources
followed by concept learning techniques and applications using them. This section also
presents the state-of-the-art systems in the field of ontology enrichment. Section A.3 de-
scribes the proposed SEMCON model in detail. In section A.4, we describe the experiments
including subjective and objective evaluation of SEMCON along with measures used to
evaluate the effectiveness of objective methods. Results obtained by SEMCON and other
objective methods and their comparisons are shown in section A.5. Section A.6 highlights
some key points for ontology enrichment followed by a future research directions given
in section A.7. Section A.8 presents two important fields where SEMCON has successfully
been employed. Lastly, section A.9 concludes the paper.

A.2 Background

This section describes the fundamentals of building an ontology concept enrichment model
as shown in Figure A.1. Enrichment of ontology concepts aims to improve a given ontol-
ogy by populating it with new concepts. As part of an ontology engineering process, it
involves subtasks from only lower part of ontology learning layer cake model [25]. Acqui-
sition of the relevant terminology, identification of synonym terms or linguistic variants,
and the creation of concepts are the subtasks involved. To accomplish these subtasks, the
enrichment process departs from an initial ontology that will be enriched with new con-
cepts. In a simplified view, this initial ontology is constituted by a set of concepts and
relations that link these concepts. The next step is the identification and acquiring of the
relevant terminology such as synonym terms or linguistic variants. This is achieved by
exploring the knowledge input data resources which can be in structured, semi-structured,
or unstructured format. Finally, a concept learning approach, which is the core of the en-
tire enrichment process, is employed to the extracted terminology in order to create new
concepts for populating the initial ontology.

A vast number of ontology enrichment models are available which rely on a variety
of knowledge resources. These resources are primarily used to identify and extract rele-
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Figure A.1: The ontology concept enrichment process

vant terminology, and their linguistic variants and synonyms. Various concept learning
approaches have also been used in literature to enrich an ontology by populating it with
new concepts. Therefore, one way of categorizing the enrichment models is by looking at
the approach it takes for ontology enrichment and the kind of data resources it uses. The
main aim of this section is to provide an overview of the existing models in light of the
learning approach and knowledge resources (input data) it uses, and shed some light on
similarities and differences between these approaches.

A.2.1 Modality of Input Resources

Ontology enrichment systems identify and extract their knowledge of interest from the
input resources. The input resource encompasses multimedia modalities including but
not limited to textual data, audio, images, and videos. The primary focus of this chap-
ter is the text-based resources which can broadly be categorized into structured resources,
semi-structured resources, and unstructured resources. These are explained in following
subsections.

A.2.1.1 Structured Resources

The ontology enrichment approaches based on structured input data uses database schemata,
existing ontologies, linked data, and lexical semantic databases (e.g. WordNet) to acquire
the relevant concepts to enriching an ontology.

Acquiring ontological knowledge using databases is done through the conversion of re-
lational elements into ontological ones. This conversion is achieved using the correspond-
ing E/R model and a set of basic translation rules. These rules enable to identify and extract
concepts of the ontology, particularly, they describe what entities and relationships of the
E/R model can be modeled as a concept in the ontology. Another resource of structured
information to be exploited is linked data. Linked data, in contrast to databases where the
data schema is defined formally, have no explicit schema for their dataset due to the fact the
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publishers of the linked data are more focused on publishing data first rather than creating
the schema. Therefore, exploiting of linked data for ontology enriching refers to the pro-
cess of detecting meaningful patterns in RDF graphs. This can be achieved using statistical
analysis where frequent patterns and correlations between these patterns in large data sets
are evaluated.

Other approaches utilizing structured data for ontology enrichment rely on the adapta-
tion of existing ontologies to new domains. This adaptation concerns with re-using existing
schematic structures of the ontology.

A.2.1.2 Semi-structured Resources

The semi-structured resources consist of some structured and unstructured information
given by the markups. The category of approaches which uses semi-structured input data
utilizes existing markup structures within the textual data to perform the process of enrich-
ing ontologies. Web document structures such as Hypertext Markup Language (HTML) or
its extension, Extensible Hypertext Markup Language (XHTML), Extensible Markup Lan-
guage (XML), or Document Type Definition (DTD’s) have been exploited.

The semi-structured goes beyond plain text. It represents an added value created by
many Web authors which are worth to be exploited. The steps are as following:

1. The first and foremost step of using semi-structured data is the conversion of web
document collection into XHTML web document collection.

2. Next step is the use of web document markups such as text spans. Text occurring
within the text span pairs are used for this purpose.

3. Next step is the cleaning process. Whitespaces appear in the text span list there-
fore some cleaning step are needed to remove these whitespaces. Additionally, other
cleaning steps such as eliminating punctuation and numbers, and converting all char-
acters to lower case, can be performed.

4. The final step is the frequency analysis where the frequency of occurrences of the
text span is computed. This results in a list of candidate terms ranked by their fre-
quency within the Web document collection. Terms above a specified threshold are
considered relevant terms for ontology enrichment.

Another approach which exploits semi-structured data to acquire the terminology for
ontology enrichment is presented by Kruschwitz [79]. Kruschwitz initially pre-processes
the web document to extract only the text associated to a set of markups such as <meta>,
<head>, <title> or emphasizing tags such as <b> or <i>. Next, the importance of the
exploited terms is computed using frequency analysis such as term frequency or term fre-
quency using context where context is defined using co-occurrences of terms within the
same unit or block structure, i. e. title, keywords, meta, headers, etc. [95].

A.2.1.3 Unstructured Resources

Unstructured data, known as free text, is the most difficult input resource to extract the
relevant knowledge for enriching ontologies. Approaches that utilize this input data are
dependent on natural language processing. They use the interacting constraints on the
various language levels to discover and extract concepts and their relationships. More-
over, Hazman et al. [59] showed from the survey performed that Natural Language Pro-
cessing - NLP is the most common among all the techniques. Hence, they classified all
these approaches based on the technique used in addition to NLP. Additionally, they iden-
tified three major classes of approaches. The first group of approaches integrates NLP with
the statistical techniques. These approaches extract concepts using a shallow parser for
identification of noun and noun phrases and frequency of occurrences of these noun and
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noun phrases. The second category employs pure NLP technique using syntactical de-
pendency and parsers to discover concepts and their relationships. The third category of
approaches integrates techniques from different disciplines such as information retrieval,
lexical databases, and machine learning, in addition to computational linguistics.

A.2.2 Concept Learning Technique

The next processing step of ontology enrichment is the acquisition of the terminology and
their linguistic variants and synonyms from the knowledge resources. This is carried out
via concept learning techniques. There are various concept learning techniques employed
by different ontology enrichment approaches which generally can be classified into three
major categories: 1) linguistic, 2) statistical, and 3) hybrid.

The linguistic approach also known as symbolic relies on linguistic components, e.g.
noun phrases, to identify and acquire relevant concepts for enriching the ontology. The
most common linguistic approach is the one which uses NLP technique of lexico-syntactic
pattern analysis. Hearst [60] was the first who introduced and explored some lexico-
syntactic patterns in the form of regular expressions to extract ontological knowledge from
English texts. The list of Hearst’s lexico-syntactic patterns is shown in Table A.1.

Table A.1: Hearst’s lexico-syntactic patterns

No Lexico-syntactic patterns
1 NPH such as {NP, }* {(or|and)} NP
2 such NPH as {NP, }* {(or|and)} NP
3 NP{, NP}* {,} (and|or) or other NPH

4 NP{, NP}* {,} (and|or) and other NPH

5 NPH {,} including {NP,}* {(or|and)} NP
6 NPH {,} especially {NP,}* {(or|and)} NP

The Hearst’s patterns proved to be successful at identifying and extracting a set of re-
lationships, i.e. hypernym, but this technique of ontology learning is tedious and limited
to a small number of patterns. To address this limitation, a machine learning technique
has emerged. It tends to replace manually-created patterns with an automatic one and to
achieve this it primarily uses a set of known hypernym pairs to automatically identify large
numbers of useful lexico-syntactic patterns. More concretely, noun pairs from corpora are
collected and a set of hypernym pairs using WordNet is obtained. Next step is collection
of sentences in which nouns pairs occur. These sentences are parsed and patterns are ex-
tracted automatically from the parsed tree. Finally, a classifier is trained based on these
patterns.

Other linguistic approaches rely on the syntactic dependencies analysis. Such approaches
follow the idea that syntactic dependencies provide information on the semantic relations
between the concepts. Dependencies are found out via a process composed of two phases.
In the first phase, the corpus is tagged by a part of speech tagger, while in the second phase
the tagged corpus is analyzed in sequences of basic chunks where two consecutive chunks
represent a syntactic dependency.

There is another linguistic approach that uses syntactic analysis but with the focus be-
ing placed on the syntactic structure of component terms. This approach assumes that a
compound/multi-world term, such as prostate cancer, is more specific than a single com-
positional term, i.e. cancer, and therefore, it is very likely that a compound term to be a
hyponym of a single term.

While linguistic approaches rely on NLP analysis techniques to extract concepts from
input data, the statistical approaches rely on the frequency analysis of terms. To identify
and extract the relevant knowledge for ontology enrichment, these approaches utilize large
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corpus of textual data for calculating a distributional property of terms such as term fre-
quency - tf or/and term frequency inverse document frequency - tf*idf.

Other statistical approaches are concerned with batches of terms. These approaches are
based on the assumption that identification and extraction of ontological terminology relies
not only on the meaning of terms, but also on the basis of their co-occurrences with other
terms and the frequencies of the co-occurrences [89]. Term co-occurrences, also referred
to as collocation, defines the context within a discourse which can be either a sentence,
paragraph, or an entire document [63]. A major advantage of these approaches is that
they require no prior knowledge of the dataset and their ability to be generalized to other
domains. This advantage makes these approaches the most addressed techniques among
the statistical concept learning approaches. However, a disadvantage of these techniques
is the need of a large corpus of textual data in order to be able to identify and obtain the
relevant terminology to enrich ontologies.

Even though both symbolic and statistical approaches have proved useful as concept
learning technique for ontology enrichment, they however have some limitations. For ex-
ample, statistical approaches provide better coverage than symbolic approaches but their
results are only probabilities without a conceptual explanation. As a result, a hybrid ap-
proach which combines the statistical and the symbolic approaches is introduced. The
hybrid approach employs the benefits of both approaches and eliminates their limitations.

A.2.3 Ontology Enrichment Application

This subsection present systems based on the concept learning approaches described in
the previous subsection for enriching ontologies. It starts by listing the systems which use
linguistic approaches employed as concept learning, continuing with the statistical one,
and finalizing with the systems which employ hybrid approaches as concept learning.

A.2.3.1 Linguistic Approaches

SynDiKATe [55] is an ontology enrichment application which relies on natural language
processing analysis. Technical documents in the German language taken from test reports
from the information technology domain and medical finding reports are exploited and
modelled into a directed graph. The syntactic dependency (sentence level and text level)
is then computed using the graph dependency of nodes and edges. The nodes represent
terms occurring in documents and edges denote relations between these terms.

medSynDiKATe [56] is an extension of SynDiKATe application. It is designed to auto-
matically acquire medical knowledge from medical finding reports. Emphasis was put on
the role of various input textual resources required for text understanding with a focus be-
ing placed on grammar and domain knowledge. Additionally, a focus is put on alternative
ways to support knowledge acquisition to foster the scalability of the system. Two concept
learning approaches, automatic and semi-automatic, are employed and fully embedded in
the text understanding process.

HASTI [135] is an ontology enrichment application which uses Persian free text as an
input. It utilizes a combination of morpho-syntactic and semantic analysis. The enrichment
process departs from a seed ontology whose lexicon is nearly empty at the beginning. The
new obtained concepts are then inserted on top of the existing ontology.

KnowItAll [38, 38] is another system which utilizes natural language processing to iden-
tify and acquire the information. It is a domain-independent system. It explores the Web by
employing lexico-syntactic patterns analysis to discover relevant information for enriching
ontologies. Relevant concepts are selected by computing a version of pointwise mutual
information measure called concept plausibility.
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A.2.3.2 Statistical Approaches

DOODLE II [158] is an example which uses the statistical approach as a learning technique.
A machine-readable dictionary and domain specific texts are used as input to the system
to build domain ontologies with both taxonomic (vertical) and non-taxonomic (horizontal)
relationships between concepts. The non-taxonomic relationships composed of dependen-
cies between concepts such as synonymy, meronym, antonymy, attribute-of, and posses-
sion, are exploited using domain specific texts with the analysis of lexical co-occurrence
statistics based on WordSpace. The idea behind the lexical co-occurrence statistics is that
terms that appear together may have non-taxanomic relationships between concepts.

EXTREEM-T [20] is a system which exploits the semi-structured resources to acquire
the relevant terminology to enrich an ontology. It stands for Xhtml TREE Mining and it
utilizes statistical technique such as frequency of occurrences of markups.

DL-Learner [81] is an ontology enrichment system which uses structured input data and
relies on Inductive Logic Programming technique. This technique aims to extract concept
via logic learned from examples and prior knowledge.

SYNOPSIS [37] is another system which uses the technique of learning by term collo-
cations and co-occurrences. It automatically builds a lexicon for each specific term called
criterion by splitting a document into several passages. The correlation between terms and
the user criterion is computed using the relative position of these terms and the given crite-
rion. Relative position refers to the number of terms between a term and the user criterion.
For each criterion, a lexicon is built in this way.

CoLexIR [122] is and adaptation of SYNOPSIS. It implements the same learning tech-
nique as SYNOPSIS but rather than building lexicon of a term, it builds automatically the
lexicon of ontology concepts.

A.2.3.3 Hybrid Approaches

WEB→ KB [28] is a system which combines statistical (Bayesian learning) and logical tech-
niques to identify and extract concepts. The system is primarily trained to acquire the
relevant terminology and is then allowed to explore semi-structured web documents to lo-
cate and extract these concepts. Two inputs are required to train the system; the first is a
set of concepts and relations of interest when creating the knowledge base, and the second
is a set of training data consisting of labelled regions of hypertext that represent instances
of these concepts and relations.

TEXT-TO-ONTO [26, 89] is an ontology learning system which employs learning by
term collocations and co-occurrences technique with a basic linguistic processing tech-
nique. The input to the system can be a structured, semi-structured, or an unstructured re-
source. The frequency of term collocations is computed to locate and acquire non-taxonomic
relations using background knowledge i.e. a lexicon and a taxonomy.

BOEMIE [118] is an ontology enrichment system which utilizes both symbolic such as
shallow syntactic analysis and statistical concept learning technique to identify and extract
concept from the input data. It uses large corpora which can be either a text, image, or a
video.

A.2.4 Consolidated Overview

A consolidated overview of the approaches for enriching ontologies presented in this chap-
ter is shown in Table A.2. It constitutes some of the characteristics of the approaches that
are presented in this chapter.

The first column of the table contains the reviewed approaches while the following
columns denote the characteristics considered and evaluated in this chapter. The entries
of the table are values that show which of the evaluated characteristics are supported (de-
noted with X) or not supported (denoted with 7) by the approaches. As can be seen from
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Table A.2: A consolidated overview of the evaluated approaches

Approach Input Resource Concept Learning Technique
Struct Semi Unstruct Linguistic Statistical Hybrid

DOODLE II 7 X X 7 X 7

CoLexIR 7 X X 7 X 7

HASTI 7 7 X 7 X 7

KnowItAll 7 X X X 7 7

EXTREEM-T 7 X X 7 X 7

SynDiKATe 7 7 X X 7 7

MedSynDiKATe 7 7 X X 7 7

SYNOPSIS 7 7 X 7 X 7

TEXT-to-ONTO X X X 7 7 X
WEB→ KB 7 X X 7 7 X
DL-Learner 7 X X 7 X 7

BOEMIE X X X 7 7 X

the Table A.2, unstructured data are used among all the approaches as input resources to
extract the concepts; the structured data is the one supported by only a few approaches
(TEXT-to-ONTO and BOEMIE) and semi-structured data are used as input resources by 8
out of 12 approaches presented in this chapter. We also observed that there exists almost an
equal use of concept learning techniques among all the approaches shown in this chapter.

Categorizing SEMCON model in one of the categories of approaches of concept en-
richment is not an easy task due to differences which exist in many dimensions amongst
approaches. Shamsfard and Barforoush [135] identified six main categories of the major
distinguishing factors between ontology learning approaches. Although there exist dif-
ferences amongst approaches, they however have some dimensions in common. From
this perspective, SEMCON can be considered as a hybrid approach that to some extent
utilizes both approaches, linguistic and statistical. From the linguistic point of view, SEM-
CON uses morpho-syntactic analysis to identify and extract noun terms, as part of speech,
which represents the most meaningful terms in a document. From the statistical point of
view, SEMCON derives the context using cosine similarity between term vectors whose
members are frequencies of terms. SEMCON employs, besides term frequency, two new
statistical features, i.e. term font size and term font type, to determine the context. In ad-
dition to context, SEMCON also incorporates the semantic information of terms using the
lexical database WordNet and finally aggregates both contextual and semantic information
of this term.

A.3 SEMCON

This section describes the proposed SEMCON model to enrich concepts of a domain ontol-
ogy with new terms which are closely related using the contextual and semantic informa-
tion. The model, illustrated in Figure A.2, consists of four modules, which are explained in
the following subsections.

A.3.1 Preprocessing

This module initially collects a document and partitions that into subsets of text known as
passages. These passages are text portions which have very strong semantic coherence and
are clearly disconnected from adjacent parts [129]. The partitioned passages can either be
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Figure A.2: Block diagram of SEMCON

fixed or variable length. They can also be classified into contextual passages if the parti-
tioning takes into account the context of the document or they can be classified as statistical
passages.

In this paper, we take into account the context of a document irrespective of the length
of partitioned passages. Partitioned passages are treated as independent documents. A
morpho-syntactic analysis using TreeTagger [132] is performed on the partitioned passages.
Passages are later cleaned by removing all punctuation and capitalization followed by a
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tokenizer step to separate the text into individual terms. The lemmatization is the last step
used to find the normalized form of these terms.

The potential terms that are obtained as a result of this preprocessing step can either
be a noun, verb, adverb or adjective. These are different parts-of-speech (POS) of a lan-
guage. It is a well established fact that nouns represent the most meaningful terms in a
document [84], thus our focus is on processing only noun terms for further consideration.

A.3.2 Observation Matrix

Computation of the observation matrix is the next step in the proposed model. Observa-
tion matrix is a rectangular matrix where the rows represent the extracted passages from a
particular document and columns are the terms extracted from those particular passages.
An example of observation matrix is shown in Table A.3.

Table A.3: A part of the observation matrix from computer domain

Slide Computer Data Device Function Hardware System Web
1 6.25 5.25 1.75 0 0 0 0
2 3 0 0 0 0 1.5 8
3 9.25 0 7 1.75 4.75 5.5 0
4 5.5 3.5 8 0 0 0 0
5 5 1.5 1.5 1.5 0 2 0
6 12.25 0 0 1.5 0 6 0
7 2.25 0 0 0 0 6.25 0

Each entry of the observation matrix is calculated by accumulating the sum of term
frequency, term font size and term font type in each of the extracted passages, as shown in
Equation A.1. Introducing of term font type and term font size, as very important factors
in the information finding process [58], is inspired from the representation of tags in the
tag cloud [10]. The effect of these statistical features is discussed in subsection A.5.1.

Ei,j = tfi,j +
∑
k∈tf

(fti,j,k + fsi,j,k) (A.1)

where, tfi,j denotes the frequency of occurrences of a term i in document j. fti,j,k and
fsi,j,k indicate the aggregated values of font types and font sizes computed over all occur-
rences k of a term i in a document j.

We adopt a linear increase model for different font types and font sizes. The linear
model assumes that the effect of each variable is the same for all values of the other vari-
ables. For example, the model assumes that the effect of bold font type terms is the same for
every value of underline or italic font type terms. The same way, the effect of underlined
font type terms is the same for every value of underline bold or italic font type terms, and
so on.

Algorithm 1 in Figure A.1 describes the computation of observation matrix using three
statistical parameters: frequency of term occurrences, bold font type and four different font
sizes. More precisely, lines 3-13 of the algorithm show entries of the observation matrix
computed using the frequency of occurrences of terms that appear in bold (α) and the
frequency of occurrences of these terms with font sizes (β) as, either level 3 (line 4), level
2 (line 6), level 1 (line 8), or title (line 10). In the same fashion, we computed entries of the
observation matrix using the terms that appear in a document as either italic, underline,
and regular and with font sizes as either level 3, level 2, level 1 or as a title.

The input of the algorithm is a collection of rich documents from which font sizes and
font types of terms used to build the observation matrix are derived. In this work, we used
the font sizes from the presentations slides where the level 1 font size is set to 28 pt, level 2 is
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Algorithm A.1: The algorithm for computation of the observation matrix
Input : A collection of pdf documents
Output: Entries of the observation matrix

1 for each Doc ∈ D do
2 for each t ∈ Doc do
3 if t ∈ Doc is bold then
4 if tsize < 10pt then
5 Compute E as E + tf + 0.75 ∗ α+ 0.25 ∗ β
6 end
7 if 10pt 6 tsize < 14pt then
8 Compute E as E + tf + 0.75 ∗ α+ 0.50 ∗ β
9 end

10 if 14pt 6 tsize < 18pt then
11 Compute E as E + tf + 0.75 ∗ α+ 0.75 ∗ β
12 end
13 if tsize > 18pt then
14 Compute E as E + tf + 0.75 ∗ α+ 1.00 ∗ β
15 end
16 end
17 end
18 end
19 return E;

set to 24 pt, and level 3 is set to 20 pt. These parameters can be adjusted for other document
types. According to these font size settings, we observed the occurrences of terms among
the presentation slides. However, the input of algorithm can be a collection of documents
other than ppt as long as font sizes and font types of terms can be computed for all types
of rich texts using the HTML tags.

The example illustrated in Figure A.3 shows that term Web occurred 4 times in the pre-
sentation slides, where 2 times it appeared as level 1 font size and as bold font type and 2
times it appeared as level 2 font size.

Figure A.3: Building of observation matrix using statistical features

A.3.3 Computation of Contextual and Semantic Score

The observation matrix is used as an input to compute the term-to-term contextual and se-
mantic score between two terms in order to find a matching term extracted from a passage
to a concept in the ontology.

Contextual information score (Scon) for a pair of terms ti and tj is computed using the
cosine similarity metric with respect to the passages, as given by Equation A.2.

Scon(ti, tj) =
ti · tj

‖ ti ‖‖ tj ‖
(A.2)
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Figure A.4: Ontology sample of the computer domain

where, ti and tj represent the term vectors of the observation matrix. The dot product
between two term vectors reflects the extent to which two terms are similar in the vector
space.

A term square matrix is used to store Scon values among all extracted term. This matrix
will later be used in computing an overall correlation between a term extracted from a
document and a concept in the ontology, as described in subsection A.3.4.

Further, the proposed model maps a term to a concept of ontology via the matching
technique. The basic idea behind this technique is to search for the concept labels that
occur exactly and/or partially in the observation matrix. The exact and partial matching is
defined as the following.

Definition A.1
Let O be the domain ontology and M the observation matrix constituted of a finite set of terms,
M = {t1, t2, ..., ti}.

The mapping of term ti ∈ M into concept cj ∈ O is defined as the exact matching EM(ti, cj),
where,

EM(ti, cj) =

{
1, if label (cj)=ti
0, if label (cj) 6= ti

(A.3)

The mapping of term ti ∈M into concept cj ∈ O is defined as the partial matching PM(ti, cj),
where

PM(ti, cj) =

{
1, if label (cj) contains ti
0, if label (cj) does not contain ti

(A.4)

If EM(ti, cj) = 1, it means that term ti and single concept label cj are exactly the same,
then term ti is replaced by SEMCON with concept cj . For example, for the concept in the
ontology such as Application or Storage illustrated in Figure A.4, there exists the same term
in the term square matrix.

If PM(ti, cj) = 1, it means that term ti is part of compound concept label cj , then term
ti is replaced by SEMCON with the highly-correlated terms of concept cj . For example,
consider InputAndOutputDevices as one of the compound ontology concepts, and the Device
as one of the terms in the term square matrix. Let Screen, Display, Input, be the highly-
correlated terms with the term Device, and in that case, the InputAndOutputDevices will be
enriched with the correlation terms of the term Device e.g. with Screen, Display, Input.

The next step is the computation of the semantic information score. The semantic score
is computed using the information found in WordNet database by employing Wu& Palmer
similarity measure [156]. WordNet [44] is a lexical database for the English language that
groups terms into sets of synonyms called synsets and defines the semantic relations be-
tween these synsets. To find the correct meaning of terms textitti and tj under consider-
ation, we have tested with two Word Sense Disambiguation techniques, namely, the Pre-
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dominant sense heuristic, and the Maximizing semantic similarity. The Predominant sense
heuristic also known as the First sense heuristic technique relies on the distribution of the
senses and it assumes that the most common sense of a word represents the correct mean-
ing of this given word. Maximizing semantic similarity is also a technique used to disam-
biguate word senses. It follows the idea that the right sense (correct meaning) of a term is
the one which maximizes the relatedness between the term and a sense among all possi-
ble senses. The empirical analysis shows that both these disambiguation techniques yield
almost the same performance in terms of precision but the predominant sense heuristic
technique is often used as a baseline [96]. Therefore, SEMCON employs the predominant
sense heuristic disambiguation technique for finding the correct sense and all the results
presented in this chapter are computed based on this technique.

The semantic score, Ssem(ti, tj), is calculated for all possible pairs ti and tj from the
observation matrix, where ti, tj ∈ O and O is the observation matrix. As a result, for each
term, a hash table is generated where the most similar terms are set as the synonyms for
that term. Mathematically, the semantic score is computed using Equation A.5.

Ssem(ti, tj) =
2 ∗ depth(lcs)

depth(ti) + depth(tj)
(A.5)

where, depth(lcs) indicates the least common subsumer of terms ti and tj ; depth(ti) and
depth(tj) indicate the path’s depth of terms ti and tj , in the WordNet lexical database.

A.3.4 Overall Score

The overall correlation between two terms, ti and tj , is calculated using the contextual and
semantic score. Mathematically, the overall score is given in Equation A.6.

Sove(ti, tj) = w ∗ Scon(ti, tj) + (1− w) ∗ Ssem(ti, tj) (A.6)

where w is a parameter with value set as 0.5 based on the empirical analysis performed
on the data set given in Section Experimental Procedure. A thorough analysis about the
effect of the weight parameter value on the output of the SEMCON is given in subsec-
tion A.5.2. The overall score is in the range (0,1]. The overall score is 1 if two terms are the
same and 0 when there is no relationship between them.

Finally, a rank cut-off method is applied using a threshold to obtain terms which are
closely related to a given term in the ontology. Terms that are above the specified threshold
(top-N) are considered to be the relevant terms for enriching the concepts.

A simple example of the SEMCON output, given in Table A.4, shows the top 10 terms
obtained as the most relevant terms of Application concept. 6 of these terms, namely Appli-
cation, Program, Apps, Function, Task and Software are amongst the top 10 terms selected by
the subjects as the closest terms to concept Application.

Table A.4: Top 10 closely related terms of Application concept

Concept The Top 10 terms obtained by SEMCON model
Application Apps, Application, Software, Program, Control

Task, Part, Master, Operation, Function

A.4 Experimental Procedures

The experiment uses, presentation slides dataset from 5 different domains as shown in Ta-
ble A.5. The presentations in the database are from domain of Computer, Database, Inter-
net, C++ Programming and Software Engineering. The dataset was limited to a maximum
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Table A.5: Dataset used for experimentation

No Domain name # of slides # of terms # of concepts
1 Computer 7 79 9
2 Database 9 105 8
3 Internet 7 73 7
4 C++ Programming 9 70 10
5 Software Engineering 7 42 7

of 5 presentations with a restricted number of slides due to the subjective nature of the
experiment.

This section presents two approaches to evaluate the performance of the SEMCON. The
first one is the subjective evaluation and the second one is the objective evaluation.

A.4.1 Subjective Evaluation

To evaluate the performance of SEMCON, a subjective survey was carried out by publish-
ing an online questionnaire to 15 subjects.

The subjects were all computer science PhD students and Postdocs at the Gjøvik Uni-
versity College. They were asked to select 5 closely related terms from a list of terms for
each of the concepts, starting from the most relevant term as their first choice, the second
relevant term as the second choice and so on. A screenshot taken from the questionnaire
about the computer domain is illustrated in Figure A.5.

For each of the concepts given in the subjective survey, we obtained the ranking of the
corresponding term and its frequency count. An example of ranking terms and calculating
the counts of the corresponding term frequencies is given in Table A.6.

Table A.6: Terms selected by subjects for the Application concept

Terms Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Total
Apps 2 8 2 1 0 13
Software 3 0 4 3 1 11
Program 0 2 3 1 2 8
Application 8 0 0 0 0 8
User 0 1 1 1 3 6
Task 0 0 2 2 1 5
Windows 1 1 0 2 1 5
Browser 0 0 2 2 0 4
Process 0 0 1 1 2 4
Microsoft 1 1 0 0 0 2
System 0 0 0 0 2 2
Computer 0 1 0 0 0 1
Data 0 0 0 0 1 1
Recording 0 0 0 0 1 1

Pos(n) is the position of the selected term from the term list. It shows how many times a
particular term is selected at nth position, e.g. the term Apps is chosen by 2 subjects as their
1st choice for the Application concept, by 8 subjects as their 2nd choice and so on. The total
number of times a particular term being selected by subjects for the Application concept is
computed by aggregating all these frequencies together.

For each selected term, a single score is computed using the Borda Count method. Borda
Count method is an election method used to determine a winner from a voting where
voters rank the candidates in order of preference [160]. The mathematical formulation of
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Figure A.5: A screenshot taken from the questionnaire

Borda Count is given in Equation A.7.

BC(t) =

m∑
i=1

[(m+ 1− i) ∗ freqi(t)] (A.7)
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where BC(t) of a given term t is computed by a total sum of the weights of the frequen-
cies freqi(t). freqi(t) is the frequency of term t chosen at position i, and m is the total number
of possible positions, in our case 5.

The scores from the Borda Count are then sorted to obtain the top ‘n’ terms, giving us
the refined list of the highest scoring terms. For our experiment, we set n = 10, and this
gives us the top 10 terms as shown in Table A.7. This is our ground truth data.

Table A.7: Borda count of subjects’ responses for the Application concept

Rank Term Borda Count
1 Apps 50
2 Application 40
3 Software 34
4 Program 21
5 Windows 14
6 Task 11
7 Browser 10
8 Function 9
9 User 9

10 Process 7

A.4.2 Objective Evaluation

In addition to the subjective experiment, an objective evaluation is carried out where the
results obtained from the SEMCON model are compared with the results obtained from
the three state-of-the-art methods namely Term Frequency Inverse Document Frequency
(tf*idf ) [133], χ2 (Chi square) [85] and Latent Semantic Analysis - LSA [80].

tf*idf is a mathematical method which is used to find key vocabulary that best repre-
sents the texts. Mathematically, it is given in Equation A.8.

tf ∗ idf = tfi,j ∗ log
N

dfj
(A.8)

where, tfi,j is the term frequency of term j that occurs in a passage, N is the total number
of passages in the corpus and dfj shows the number of passages where the term j occurs.

The traditional tf*idf considers only the term to document relation and thus it is not
appropriate for comparison as it is. Therefore, we modified the existing tf*idf in order to
take the term to term relation into account. This is achieved using the cosine measure where
the dot product between two vectors of tf*idf matrix shows the extent to which two terms
are similar in the vector space.

χ2 is a statistical method which computes the relationship between two given terms.
Mathematically, it is given in Equation A.9.

χ2
ta,tb

=
∑

i∈{ta,¬ta}

∑
j∈{tb,¬tb}

(Oi,j − Ei,j)
2

Ei,j
(A.9)

where, Oi,j and Ei,j show the co-occurrence and the expected co-occurrence frequency
between two terms ta and tb. More formally, the co-occurrence frequency between two
terms ta and tb is the observed frequency Oi,j where i ∈ {ta,¬ta} and j ∈ {tb,¬tb}. Thus,
Ota,tb is the observed frequency of passages which contain term ta and term tb. Ota,¬tb
is the observed frequency of passages which contain term ta but do not contain term tb.
O¬ta,tb is the observed frequency of passages which do not contain ta but contain the term
tb. O¬ta,¬tb is the observed frequency of passages which contain neither term ta nor term
tb.
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Latent semantic analysis (LSA), sometimes referred as latent semantic indexing, is a
method for extracting and representing the content of a text using the relationships between
terms that occur in similar context.

The first step of LSA is representing the text document as a matrix in which each row
denotes a unique term and each column denotes a passage. Each cell contains the frequency
of occurrence of one term from the passage.

The second step of LSA is applying a Singular Value Decomposition (SVD). SVD de-
composes the rectangular matrix into the product of three matrices. One matrix is term
vectors, another denotes a diagonal matrix and the last one denotes passage vectors. More
formally, every rectangular matrix M can be decomposed into three matrices T, Σ and PT ,
as shown in Equation A.10.

M = TΣPT (A.10)

where, T is a term vectors matrix, PT is a matrix of passage vectors and Σ is a diagonal
matrix of decreasing singular values.

The singular values represent the semantic space for terms and passages in a corpus of
text. When the matrix Σ contains all the singular values of M, then the original matrix M is
reconstructed by multiplying the three matrices T, Σ, and PT .

The dimensionality of the space of semantic representations can be reduced by deleting
some of the singular values, starting with the smallest. The matrix Mk, which is the k
dimensional approximation to M, can be built by selecting the k largest singular values. In
our case, we set the dimensionality parameter k to 2. The reconstruction of matrix Mk is
given in Equation A.11.

Mk = TΣkP
T (A.11)

Similarly, the representations of terms and passages by multiplying their corresponding
matrix decompositions are obtained. The representations of terms and passages are given
in Equation A.12.

Tk = TΣk PT
k = ΣkP

T (A.12)

Finally, to calculate the similarity between two terms, we used the cosine measure,
where the dot product between two vectors of matrix Mk shows the extent to which two
terms are similar in the vector space. Cosine similarity measure is given in Equation A.13.

SimilarityLSA(ti, tj) =
ti · ti

‖ ti ‖‖ ti ‖
(A.13)

where, ti and ti are terms, and ‖ ti ‖ and ‖ tj ‖ are the corresponding latent term space
vectors.

A.4.3 Measures of the Effectiveness for the Objective Methods

We employed the standard information retrieval measures such as Precision, Recall and
F1 [133] to evaluate the effectiveness of objective methods. The objective methods are eval-
uated against the subjective ones. The evaluation is conducted by taking the 10 top subjec-
tive terms as the ground truth and the top-N terms obtained by the objective methods as a
relevance list.

The definition of precision and recall is adjusted in order to evaluate top-N terms ob-
tained by objective methods. The definitions adopted are as following.

Precision is the ratio of total number of terms which occur simultaneously in the rele-
vance list and in the ground truth list, to the number of terms in the relevance list. Precision
is given in Equation A.14.

Precision =
| Relevance ∩GroundTruth |

| Relevance |
∗ 100 (A.14)
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Recall is the ratio of total number of terms which occur simultaneously in the relevance
list and in the ground truth list, to the number of terms in the ground truth list. Recall is
given in Equation A.15.

Recall =
| Relevance ∩GroundTruth |

| GroundTruth |
∗ 100 (A.15)

Precision and recall are often inversely related to each other, such that if the number of
relevant terms increases, then the value of recall increases, while at the same time precision
decreases. Thus, we used the standard F1 measure, which is defined as the average of
precision and recall and it is given in Equation A.16.

F1 =
2 ∗ (Precision ∗Recall
Precision+Recall

∗ 100 (A.16)

A.5 Results and Analysis

The performance of objective methods is evaluated on two criteria. First being how well
the objective methods score the top subjective terms. In order to do this, scores for the
10 top terms are taken as the ground truth. The score obtained for these terms using the
objective methods are then evaluated. An example for the enrichment of the Application
concept is observed and the comparison is shown in Table A.8. The final score is in the
range of [0,1], where 0 denotes a term with no relatedness and 1 denotes a highly related
term for enriching the Application concept.

Table A.8: The overall objective score for the top 10 terms selected by subjects

No Subjective terms tf*idf χ2 LSA SEMCON
1 Apps 1.000 1.000 1.000 1.000
2 Application 1.000 1.000 1.000 1.000
3 Software 0.975 0.500 0.981 0.943
4 Program 0.914 0.500 0.894 0.923
5 Windows 0.000 0.028 0.000 0.409
6 Task 1.000 1.000 1.000 0.900
7 Browser 0.000 0.028 0.000 0.479
8 Function 0.569 0.222 0.577 0.701
9 User 0.603 0.417 0.707 0.544

10 Process 0.000 0.067 0.000 0.412

The comparison summarised in Table A.8, shows that SEMCON generally outperforms
the tf*idf, χ2 and LSA. The red highlighted values show cases when one method performs
better than the other. It can be seen from the red highlighted values that the SEMCON
model gives much better results for the terms Windows, Browser and Process in contrast
to the tf*idf and LSA which scores 0 to these three terms and χ2 which scores close to 0.
This is most likely because these terms did not occur in document/presentation slides that
talk contextually about the Application concept but they occurred in the WordNet corpus.
SEMCON also scores higher for the terms Program and Function. The term Task gets a
score of 1.0 by the tf*idf, χ2 and LSA, which means that these three methods would rank
the term Task as its first term to enrich the Application concept. The term Task however is
ranked as the sixth relevant term to enriching the concept Application by subjects as shown
in Table A.7.

The second evaluation criteria is to check if the top terms scored by the objective meth-
ods are accurate. For this, we compute the precision, recall and F1 measure on the top-15
relevant terms list. Table A.9 shows the resulting precision and recall of objective methods
on retrieving and ranking of terms as the most relevant terms for enriching the Application
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concept in the computer domain. Terms correctly retrieved by the objective methods are
highlighted in red in Table A.9.

Table A.9: Precision and recall of Application concept

Objective terms
Subjective terms tf*idf χ2 LSA SEMCON
Apps Apps Apps Application Apps
Application Application Application Control Application
Software Control Control Apps Software
Program Master Master Master Program
Windows Part Part Part Control
Task Task Task Task Task
Browser Software Program Web Part
Function Program Software File Master
User Operation Operation Page Operation
Process Computer User Access Function

User Computer Asset Computer
Function Function Browser System
System Component Collection User
Component System Concept Browser
Access Device User Use

Recall 70.0 70.0 50.0 80.0
Precision 46.7 46.7 33.3 53.3

In the following paragraph, we are giving an example to show how the precision and
recall, shown in Table A.9, are computed. Total number of terms obtained by intersection
of ground truth list (column entitled subjective terms) and relevance list (column entitled
tf*idf ) is equal to 7. Number of terms in ground truth list is 10, while number of terms in rel-
evance list is 15. Recall is computed as 7/10*100=70.0% and precision as 7/15*100=46.7%.
The example illustrated shows computation of precision and recall for tf*idf method but in
a similar fashion they are also computed for χ2, LSA, and SEMCON.

Additionally, Table A.10 and Table A.11 shows precision, recall and F1 results obtained
by the SEMCON on retrieving and ranking of terms as the most relevant terms for enrich-
ing concepts of computer domain and other domains, respectively.

Table A.10: The performance of SEMCON on computer domain

Domain P (%) R (%) F1 (%)
Computer 26.7 40.0 32.0
Software 46.7 70.0 56.0
Hardware 33.3 50.0 40.0
Web 46.7 70.0 56.0
Storage 46.7 70.0 56.0
Microprocessor 40.0 60.0 48.0
InputAndOutputDevices 33.3 50.0 40.0
Application 53.3 80.0 64.0
Windows 46.7 70.0 56.0
Average 41.5 62.2 49.8

The performance of SEMCON in terms of F1 measure is compared with the perfor-
mance of tf*idf, χ2 and LSA. The comparison is performed using results of various domains
and it shows that SEMCON achieved better results on finding the highly related terms to
enrich ontology concepts.
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Table A.11: The performance of SEMCON on different domains

Domain P (%) R (%) F1 (%)
Computer 41.5 62.2 49.8
Database 34.2 51.3 41.0
Internet 38.1 57.1 45.7
C++ Programming 37.3 56.0 44.8
Software Engineering 49.5 74.3 59.4

Table A.12 shows F1 results for computer domain. The results depict that SEMCON
achieved the average improvement of 12.2% over the tf*idf, 21.8% over the χ2, and 24.5%
over the LSA.

Table A.12: The F1 of objective methods performed on computer domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Computer 24.0 24.0 32.0 32.0
Software 56.0 48.0 40.0 56.0
Hardware 32.0 40.0 32.0 40.0
Web 32.0 32.0 40.0 56.0
Storage 64.0 56.0 64.0 56.0
Microprocessor 48.0 40.0 56.0 48.0
InputAndOutputDevices 32.0 24.0 8.0 40.0
Application 56.0 56.0 40.0 64.0
Windows 56.0 48.0 48.0 56.0
Average 44.4 40.9 40.0 49.8

The same comparisons for F1 measure is also conducted for other domains. These re-
sults are shown in Tables A.13 - A.16.

Table A.13: The F1 of objective methods performed on SE domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Software 56.0 56.0 40.0 48.0
Cost 40.0 40.0 40.0 48.0
Product 64.0 56.0 48.0 48.0
Attribute 32.0 48.0 32.0 56.0
Process 72.0 48.0 32.0 72.0
Generic 48.0 64.0 64.0 72.0
Hybrid 64.0 56.0 56.0 72.0
Average 53.7 52.6 44.6 59.4

Finally, we evaluated the performance of SEMCON and the three other objective meth-
ods by comparing the average results of each domain. The obtained results (precision,
recall and F1) illustrated in Figure A.6 - A.8 show that SEMCON gives better results than
the other three methods for all the domains excepts for the internet domain. This may have
happened due to the fact that subjects are making their selections based on the descrip-
tions provided under each concept in the questionnaire, when they were asked to select
5 closely related terms. In other words, subjects might have used contextual information
from the description provided in the questionnaire about each concept rather than their
existing prior knowledge. As the ground truth list is composed of terms which carry con-
textual meaning in a document to describe a particular concept, therefore this might have
served better for tf*idf for Internet domain where people choose terms based on the context
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Table A.14: The performance of SEMCON on C++ programming domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
C++ Programming 24.0 40.0 40.0 40.0
Syntax 56.0 48.0 48.0 48.0
Technique 24.0 16.0 24.0 24.0
Structure 40.0 40.0 32.0 40.0
Expression 48.0 40.0 40.0 48.0
Operator 24.0 24.0 56.0 24.0
Encapsulation 48.0 64.0 64.0 48.0
Inheritance 64.0 56.0 56.0 56.0
Polymorphism 48.0 48.0 40.0 56.0
Platform 56.0 56.0 48.0 64.0
Average 43.2 43.2 44.8 44.8

Table A.15: The F1 of objective methods performed on database domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Database 24.0 16.0 24.0 16.0
Model 48.0 40.0 16.0 48.0
E-R 48.0 48.0 16.0 48.0
User 40.0 16.0 16.0 16.0
SQL 32.0 40.0 16.0 32.0
DDL 64.0 48.0 40.0 64.0
DML 40.0 24.0 32.0 48.0
Administrator 24.0 24.0 16.0 24.0
Average 40.0 32.0 22.0 41.0

Table A.16: The F1 of objective methods performed on internet domain

Concept tf*idf (%) χ2 (%) LSA (%) SEMCON(%)
Internet 40.0 24.0 48.0 40.0
Application 40.0 40.0 40.0 32.0
Web 32.0 32.0 40.0 32.0
Access 56.0 48.0 40.0 48.0
Browser 64.0 48.0 48.0 64.0
ISP 72.0 48.0 56.0 64.0
HTML 40.0 48.0 56.0 40.0
Average 49.1 41.4 46.9 45.7

rather than prior domain knowledge. Nevertheless, there is a significant improvement of
results for other domains by SEMCON over other methods.

A.5.1 The Impact of Statistical Features

The SEMCON takes into account the context of a term by computing an observation matrix,
which exploits the statistical features such as term font type and term font size besides the
frequency of the occurrence of a term. An example of observation matrix, with or without
using the statistical features, is shown in Table A.17.

Table A.17 d depicts a part of the observation matrix whose entries are computed with-
out statistical features and with statistical one. These entries are computed for five differ-
ent terms: computer, data, device, system, and web. For each term, the first column shows
the score obtained using only term’s frequency (denoted with No), and the second column
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Figure A.6: Precision for 5 different domains

Com
puter

Data
bas

e

In
ter

net
C++ SE

0

20

40

60

80

tf*idf χ2 LSA SEMCON

Figure A.7: Recall for 5 different domains

shows the score obtained using statistical features.
It is evident from Table A.17 that statistical features do contribute to observation matrix

score but there is a need to investigate into how much each of the statistical features i.e. the
font size and font type, contribute to the overall performance of SEMCON. The contribu-
tion presented for the computer domain dataset is shown in Table A.18. Furthermore, Table
A.18 gives a comparison of Precision, Recall and F1 measures of SEMCON, when the obser-
vation matrix is built using the statistical features and when the observation matrix is built
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Figure A.8: F1 for 5 different domains

Table A.17: An example of observation matrix with/without using statistical features

Slide Computer Data Device System Web
No With No With No With No With No With

1 3 6.25 3 5.25 1 1.75 0 0 0 0
2 2 3 0 0 0 0 1 1.5 4 8
3 5 9.25 0 0 4 7 3 5.5 0 0
4 3 5.5 2 3.5 5 8 0 0 0 0
5 3 5 1 1.5 1 1.5 1 2 0 0
6 7 12.25 0 0 0 0 3 6 0 0
7 1 2.25 0 0 0 0 3 6.25 0 0

only using the frequency of the occurrence of a term. The average F1 measure is improved
by 3.75% when the observation matrix is built using statistical features. The F1 measures of
Web and InputAndOutputDevices concepts are improved by 16.7% and 25.0%, respectively.
This happened due to the fact that these terms occurred very often as level 1 font size and
bold font type in the passages, hence statistical features have a high contribution in the
value of the overall score.

A.5.2 The Effect of Weight Parameter w

This section investigates into how much each of contextual and semantic components con-
tributes to the overall score. This is achieved by tuning the weight parameter w given in
Equation A.6. We conducted the experiments with various w settings from 0.0 to 1.0 with
a step size of 0.1. When the w is set to 0.0 the overall score is computed using only the
semantic component, while w=1.0 indicates that the contribution is only from the contex-
tual component. The rest of the values shows that the overall score is composed of both
the contextual and semantic information. Figure A.9 illustrates the precision with respect
to the weight parameter w, obtained by experiments carried out on computer domain data
set. It can be seen from the chart diagram that the best result in terms of precision is ob-
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Table A.18: The performance of SEMCON with/without statistical features

Concept Precision (%) Recall (%) F1(%)
No With No With No With

Computer 26.7 26.7 40.0 40.0 32.0 32.0
Software 46.7 46.7 70.0 70.0 56.0 56.0
Hardware 33.3 33.3 50.0 50.0 40.0 40.0
Web 40.0 46.7 60.0 70.0 48.0 56.0
Storage 46.7 46.7 70.0 70.0 56.0 56.0
Microprocessor 40.0 40.0 60.0 60.0 48.0 48.0
InputAndOutputDevices 26.7 33.3 40.0 50.0 32.0 40.0
Application 53.3 53.3 80.0 80.0 64.0 64.0
Windows 46.7 46.7 70.0 70.0 56.0 56.0
Average 40.0 41.5 60.0 62.2 48.0 49.8

tained when the value of weighting parameter w is set to 0.5. The precision starts declining
with an increase or a decrease in the value of w. This suggests that both semantic and con-
textual information should contribute equally to computing the overall score as described
in subsection A.3.4.
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Figure A.9: Precision in function of w

A.6 Recommendations

Despite numerous recent developments in ontology engineering, successful integration
of ontologies in today’s applications, and automatic extraction of semantic concepts are
two important problems. It is important to take advantage of a large number of existing
domain-specific ontologies as creating a new ontology is a time-consuming and a labori-
ous process. Using a common ontology is also not feasible in many cases. An ontology can
be a source of domain knowledge, therefore, existing ontologies must be capitalized for
further populating ontologies with new concepts. Moreover, updating ontologies with au-
tomatically extracted semantic concepts is deemed necessary for speeding up the ontology
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enrichment process. However, populating ontologies automatically with correct concepts
is not a trivial task. One challenging task is the extraction of a relationship between con-
cepts. For domain-specific applications, it is also important to identify the correct sense
of a concept. The success of a many large scale industrial applications and semantic web
depends upon the successful integration and automation of ontology enrichment process.
NLP and ML techniques can play a vital role in this regard. Some recommendations are
listed below in light of the above discussion.

1. Make use of the existing domain-specific ontologies for extracting relevant concepts.

2. Choose the right input resource.

3. Use meta-models (domain-specific description) for semantic data integration.

4. Use multiple media modalities to widen the coverage of knowledge base for better
concept representation.

5. Use of word sense disambiguation to identify the correct sense of a term.

6. Considering both semantic and contextual information of terms as they do contribute
equally in the performance of ontology enrichment.

7. Make use of the statistical features, in addition to the frequency of terms occurrences,
for deriving the context.

A.7 Future Research Directions

The knowledge resource explored by SEMCON for identification and acquisition of the
relevant terminology for enriching ontologies is basically textual data. There are other
knowledge resources, such as image and video which can be exploited by the system in
order to identify and acquire the relevant terminology. So, one possible direction to work
on in the future is extending SEMCON to exploit diverse knowledge resources including
audio, images, and videos for acquiring the relevant terminology.

The two new statistical features introduced in this chapter for deriving the context
proved to be useful in terms of improving the performance of the model. In this regard, the
future work may further exploit other features for deriving the context and computing the
observation matrix. It might be worth to investigate, in addition to the linear model, other
nonlinear models, i.e. exponential, for evaluating the weight of font types and font sizes
employed in this chapter.

The size of the dataset used to test the performance of the proposed model was small
due to the nature of the subjective experiment. A larger dataset is required to thoroughly
evaluate the effectiveness and robustness of the model.

Additionally, deep learning techniques such as embedding can be employed to auto-
matically update ontology with new concepts by learning concepts hierarchy and relation-
ship in existing ontology.

A.8 The Applications of SEMCON

SEMCON can be used in many application areas including but not limited to information
systems, eLearning platforms, open educational resources (OER), online social network
(OSN) analysis, etc., for building dictionaries, classifying documents, enriching ontologies
- among many others. For instance, it can be applied for document classification in infor-
mation systems where each record can be grouped into different categories automatically
utilizing context and semantics. The two areas where SEMCON has been applied are as
follows:
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1. The classification of multimedia documents in the web-based eLearning platforms.

2. The analysis of Online Social Networks (OSNs) for identifying criminal activity and
possible suspects.

These applications are discussed briefly in this section.

A.8.1 SEMCON for Web-based eLearning Platforms

Today’s eLearning platforms consist of multiple media modalities including presentation
slides, lecture videos, transcript files, handouts, and additional documents, delivering thou-
sands of learning objects on a daily basis. These media provides a rich source of informa-
tion that can be utilized for organizing and structuring learning objects.

Structuring and organizing huge amount of learning objects is a labour intensive, prone
to errors and a cumbersome task, however. SEMCON on the other hand can prove useful in
automatically organizing pedagogical multimedia content using an automatic classification
approach based on the ontology described in [67]. Any new unlabeled learning object can
be assigned to a predefined category in an eLearning platform using SEMCON. This is
plausible by calculating the similarity between the extracted terms from the learning object
and the ontology concepts. The learning object can then be assigned to a category having
the highest similarity value with respect to that learning object.

An ontology represents semantic aspects of the learning objects through entities defined
within a domain ontology. Therefore, each learning object that uses the ontology is repre-
sented as a vector, whose elements indicate the importance of concepts in the ontology.

A.8.2 SEMCON for OSN Analysis for Criminal Activity Detection

Analysing users’ behaviour in Online Social Networks (OSNs) for investigating criminal
activities is an area of great interest these days. The criminal activity analysis provides
a useful source of information for law enforcement and intelligence agencies across the
globe. Existing methods monitoring criminal activity normally rely on contextual analysis
by computing co-occurrences of terms, which is not much effective.

SEMCON on the other hand can provide useful semantic as well as contextual informa-
tion in identifying criminal activities by analysing users’ posts and data, and by maintain-
ing a history of recent user activities in the digital platforms. The proposed model [72] uses
web crawlers suited to retrieve users’ data such as posts, feeds, comments from Facebook,
and exploits them semantically and contextually using the ontology enhancement objective
metric SEMCON. The output of the model is a probability value of a user being a suspect
which is computed by finding the similarity between the terms obtained from SEMCON
and the concepts of criminal ontology.

A.9 Conclusion

This chapter gives an insight into the ontology concept enrichment process, present readers
with an overview of state-of-the-art methods and techniques, review existing approaches
and their limitations, contains related literature, and propose solutions to address some
limitations of the existing systems.

It also presents a new generic model called SEMCON to enriching the domain ontolo-
gies with new concepts by combining contextual and semantic information of terms ex-
tracted from the domain documents. SEMCON employs a hybrid ontology learning ap-
proach to identify and extract new concepts. This approach involves functionalities from
both linguistic and statistical ontology learning approaches. From the former approach,
SEMCON utilizes morpho-syntactic analysis to identify and extract noun terms, as a part
of speech, which represents the most meaningful terms in a document. While from the
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latter approach, SEMCON derives the context using cosine similarity between term vec-
tors whose members are frequencies of terms occurrences. SEMCON uses, besides term
frequency, two new statistical features, i.e. term font size and font type to determine the
context of a term. In addition to contextual information, SEMCON also incorporates the
semantic information of terms using the lexical database WordNet and finally aggregates
both contextual and semantic information of this term.

Several experiments on various small data sets are conducted, where results obtained
by SEMCON are compared with results obtained by other objective methods such as tf*idf,
χ2 and LSA. The comparison showed that SEMCOM outperforms the three objective meth-
ods methods by 12.2% over the tf*idf, 21.8% over the χ2 and 24.5% over the LSA. The
chapter also presented experiments about the effect of statistical features on the overall
performance of the proposed metric and our findings showed an improved performance.
Additionally, we investigated into the amount of contribution made by each of the contex-
tual and semantic components to the overall task of concepts enrichment. The obtained
results indicated that a balanced weight between the contextual and semantic components
gives the best performance.
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