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Abstract. A computational method for Cr2O3 and Cr3C2 has been established based on a systematic investigation of
functionals, basis sets and corrections for dispersion, self-interaction and relativistic effects. The suggested method comprises
of the PBE functional with Grimme’s dispersion correction, the TZ2P basis set with a frozen core of up to 2p for chromium
and 1s for oxygen and carbon, and with the zeroth-order regular approximation for relativistic effects, and is in good agreement
with experimental results for both bulk crystals and surface structures. Self-interactions have been corrected for by the
DFT + U approach, but it still gives band gaps significantly different from the experimental band gap. We have also calculated
the adsorption energy of methane on a chromium terminated (0001) Cr2O3 surface, and the significance of dispersion and
self-interaction corrections for the adsorption of methane on Cr2O3 was found to be substantial.
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INTRODUCTION

The aim of our work is to determine how chromite ores successfully can be reduced by methane by using quantum
chemical methods and simulations. Several studies show that Cr2O3 readily is reduced to Cr3C2 by methane gas [1, 2].
This process can take place at lower temperatures than when solid carbon is used. There is, however, no obvious
explanation as to why the situation is different for chromite ores. To better understand how different properties
affect the way Cr2O3 and chromite ores react with methane, we need a rigorous method that describes the electronic
structure, geometry and reaction rate constants accurately. Density functional theory (DFT) is an efficient method for
both electronic structure calculations and geometry optimizations of molecules, and it is also transferable to periodic
systems such as surfaces. Periodic DFT enables investigation of different terminations of the surface, and can be used
together with molecular DFT to calculate the adsorption energy of atoms and molecules on the surface. Even though
both many wavefunction methods and DFT struggle to treat systems with multi-reference character, DFT is better
suited for systems of this magnitude.

It is well known that transition metal chemistry, like rare earth metals, introduces new challenges in computational
chemistry compared to systems made up of purely main group elements [3]. As the initial aim is to assess a suitable
DFT method for describing the interaction between Cr2O3 and CH4, the most relevant errors will be the ones that are
not cancelled when adsorption and reaction energies are calculated. The energy for reaction j is determined by

E j = Eproducts �Ereactants (1)

where Eproducts and Ereactants are the sums of the energy of formation for each species.
One issue is the electron correlation arising from the near-degeneracy of the 4s and partially filled 3d orbitals,

which has an effect on the ground-state structure and energy of the system. For solids containing TMs the bandgaps
are strongly underestimated due to self-interaction errors. There are several ways to correct for it in DFT [4, 5, 6], and
the DFT + U approach [7, 8] has been tested in this work. The DFT + U energy includes a correction for the on-site
Coulomb interactions for the 3d-orbitals through the system specific parameter, U,

EDFT+U = EDFT +
U
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where U is a sum over the spherically averaged matrix elements of the on-site Coulomb interactions Ū and J̄. n is the
on-site 3d-orbital occupation matrix obtained by projection of the wavefunction onto 3d atomic like states, while m
and m0 =�2,�1,0,1,2 denote the d-orbitals and s the spin.

When the velocity of an electron approaches the speed of light, relativistic effects should be taken into consider-
ation [9]. Although the effect is important for heavy atoms, the zeroth-order regular approximation (ZORA) to the
Dirac equation can be applied without increasing the computational complexity significantly, and is therefore com-
monly used for most systems [10, 11]. Another possibility is to use pseudopotentials that are parametrized with a
frozen core, a semi frozen core for the valence electrons, as well as a relativistic correction [12].

In the general gradient approximation (GGA), there are difficulties describing long-range interactions, such as
dispersion. As the purpose of this work is to find a DFT model that gives a reasonable description of the interaction
between molecules and surfaces, dispersion corrected exchange-correlation functionals are also tested [13, 14].

COMPUTATIONAL DETAILS

Using the ADF molecular modelling suite [15] and Quantum Espresso [16], we have compared Slater-type orbital
basis sets and plane waves. The initial magnetic ordering of the chromium layers is set as antiferromagnetic, unless
something else is specified.

In ADF BAND we have investigated the basis set dependence for the following basis sets, TZP, TZ2P and
QZ4P [17]. To investigate the effect of dispersion interaction different versions of Grimme’s [13, 14] dispersion
corrections to the Perdew-Becke-Ernzerhof (PBE) functional [18] have been added. A short hand notation for the
different models is used. For instance PBE with Grimme’s D3 correction, the TZ2P basis set with a frozen core of up
to 2p for chromium and 1s for oxygen would be denoted PBE-D3/TZ2P.2p.1s.

For the calculations done with Quantum Espresso the Vanderbilt ultrasoft pseudopotentials [12] were used together
with the PW91 functional [19]. The kinetic energy cutoff for the wavefunctions and charge density was set to 25.0 and
240.0 (Ry) respectively and a k-point mesh of 4⇥4⇥4 over the irreducible Brillouin zone, according to the Monkhorst-
Pack scheme was used [20].

Bulk Cr2O3

Cr2O3 has R3̄c symmetry, and can be described by a rhombohedral unit cell or using hexagonal cell parameters,
a and c. The oxygen atoms are positioned in hexagonal close packed layers, while the chromium atoms occupy 2/3
of the octahedral holes between each layer [21]. The internal structure of the unit cell is described by the Wyckoff
parameters x for oxygen and z for chromium.

The geometry of the rhombohedral unit cell was optimized with the PBE functional for the TZP.2p.1s, TZ2P.2p.1s
and QZ4P.2p.1s basis sets. The band gap is significantly smaller compared to the experimental value of 3.4 eV [22], as
expected from DFT without any correction for self-interactions for transition metal oxides. For all the three basis
sets the band gap was estimated to be 1.6 eV. Looking at the geometry of the unit cell, however, TZ2P.2p.1s is
in good agreement with experimental values (a=4.961 Å, c=13.599 Å, x=0.306 Å and z=0.348 Å) [21]. While a
was underestimated by 0.009 Å, c was overestimated by 0.211 Å. Including an all-electron TZ2P basis set resulted
in a marginal improvement of the band gap, a, z and x, while c was overestimated even more compared to the
parameters obtained from the frozen core calculation. Over all there was no significant improvement doing an all
electron calculation and 1s for oxygen and all orbitals up to 2p for chromium will therefore be kept frozen in the
following calculations.

The contribution from relativistic effects, by ZORA, is relatively small for this system. It does, however, improve
the model and the cost of including it in the model is practically zero. Two additional functionals were tested. The
revised PBE (RPBE) [23] functional is designed to describe atomization energies of molecules during chemisorption
on transition-metal surfaces more accurately than PBE. The HTBS [24] functional retains the atomization energies
from RPBE, while giving a better description of the lattice constants for solids. We found that RPBE gave an a/c ratio
closer to experiment, but both a and c were overestimated, while HTBS underestimated a by 0.066 Å and overestimated
c by 0.135 Å. Overall, the three functionals give similar results.

Optimizing the geometry with PBE-D/TZ2P.2p.1s and PBE-D3/TZ2P.2p.1s, without relativistic effects did, as
expected, give similar results as PBE for the bulk crystal. PBE-D underestimated a by 0.035 Å, and c was overestimated



FIGURE 1. Rhombohedral unit cell of Cr2O3 (left), and orthorhombic unit cell of Cr3C2 (right). Chromium atoms are white,
oxygen red, and carbon grey.

by 0.054 Å compared to experimental values [21]. PBE-D3 gave the same trend with the changes of 0.038 Å
and 0.166 Å, respectively. The internal cell coordinates differed with less than 0.001 Å compared to no dispersion
correction.

Considering the energy for different magnetic configurations relative to the antiferromagnetic state, where Cr1 and
Cr3 have a spin and Cr2 and Cr4 b spin (see Figure 1), it was confirmed that the antiferromagnetic state is the ground
state. Two other antiferromagnetic orderings were also considered, but were higher in energy. The ferromagnetic
ordering gave the highest energy, while setting the spin of only one of the chromium atoms opposite to the three
remaining ones gave an intermediate energy increase.

Quantum Espresso retains an a/c ratio closer to experiment [21]. While a, c and z are underestimated by 0.092 Å,
0.226 Å and 0.003 Å respectively, x is overestimated by 0.009 Å compared to experiment [21]. Addition of the U term
to the energy gave an improvement of the band gap from 1.62 eV for U = 0 eV to 2.54 eV for U = 4.0 eV and 2.75 eV
for U = 7.7 eV.

Bulk Cr3C2

The Cr3C2 unit cell has an orthorhombic structure, so all three lattice parameters, a, b and c need to be specified. The
chromium and carbon atoms both possess 4c symmetry, with three inequivalent Cr atoms in the (x,1/4,z) positions
and two inequivalent C atoms in the (x,3/4,z) positions [25].

PBE-D3/TZ2P.2p.1s and ZORA gives a description of the unit cell in good agreement with experiment [26]. The
lattice parameter a is overestimated by 0.0026 Å, while b and c are underestimated by 0.078 and 0.014 Å, respectively,
compared to experiment.

Cr2O3 Surfaces

The optimized geometry of the bulk crystal was used to create a slab in the (0001) direction, with three Cr2O3
layers. During the optimization of the slab the geometry of the two lowest oxygen layers and the lowest chromium
layers were kept fixed, while the top layers were allowed to relax. In the unit cell each chromium layer consists of two
inequivalent chromium atoms, while the oxygen layers each consist of three oxygen atoms. All the calculations in this
section have been done using ADF BAND with PBE-D3/TZ2P.2p.1s and ZORA.

Two Cr-terminated surfaces were considered, one with a Cr2-layer, and another where half of the Cr-atoms have
been removed, the latter being the more commonly studied surface termination of (0001) Cr2O3 surfaces [27, 28].
Several oxygen terminated surfaces have been studied [29, 30], and we have included ...-Cr2O3CrO, ...-Cr2O3CrO3
and ...-CrO3Cr3O3 in our study. For a reference on the notation, see ref. [29].

The adsorption energy, Ead, of methane on the Cr2O3 surface has been computed by optimizing the geometry for
a slab, obtaining Eslab, a molecule, obtaining Emol, and the molecule bound to the surface, obtaining Ebound. The
adsorption energy is given by

Ead = (Eslab +Emol)�Ebound (3)

i.e. Ead is positive when adsorption is favored. The calculated adsorption energies for the ...-O3Cr2 and the ...-
O3Cr terminated surfaces are 0.175 eV and 0.228 eV, respectively with PBE-D3/TZ2P.2p.1s. Omitting the dispersion
correction results in 0.94 eV, and an addition of the U term gives 0.369 eV, showing the significance of dispersion and
self-interaction corrections.The distance between the carbon atom in methane and the top chromium atom is over 3 Å



for both surface structures, which is longer than what would be considered a covalent C-Cr bond. The smallest unit
cell possible was used for the calculations, meaning one CH4 molecule per Cr2 or Cr atom on the top layer, and the
effect of coverage should be investigated in more detail.

CONCLUSIONS

The PBE-D3/TZ2P.2p.1s model results in lattice parameters in good agreement with experiment for both Cr2O3 and
Cr3C2, and antiferromagnetic ordering of the chromium atoms is confirmed as the ground state. The model was also
tested for different terminations of the (0001) Cr2O3 surface and lead to the expected relaxation of the top layers of
the in the surface structure of the slabs, in accordance with experiments and previous computational models. Through
calculations of the adsorption energy of CH4 on a chromium terminated surface, it is found that adsorption is favored.
Dispersion interactions contribute significantly and self-interaction errors cannot be ignored.
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