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Abstract

Today, the maritime industry is facing stricter environmental requirements and a
demanding market requesting greener and more advanced technology promoting
lower emissions and higher fuel savings, increased operational safety and reduced
operational weather dependencies. This, while the competition for new contracts
forces a significant decrease in both price and "time-to-market". The Norwegian
maritime industry has an edge when it comes to advanced technology and expert-
ise in complex maritime operations. In order to keep this position a strong focus on
innovation is crucial. However, the Norwegian maritime industry is also affected
by high costs related to high wages and high research and development spendings.
The reduced oil price, which the Norwegian maritime industry is strongly depend-
ent on, does not help either. Hence, the Norwegian maritime industry has been
forced to look for ways to reduce the high costs while at the same time maintaining
a technological lead on competitors. This, through an increased focus on devel-
oping more advanced engineering technologies and methods which result in im-
proved toolboxes that streamline work tasks and reduce both the amount of billing
hours and the "time-to-market". One such technology, which has demonstrated
promising properties in both the aerospace industry and the automotive industry, is
virtual prototyping using distributed co-simulations, although bringing forth new
challenges that need attention. The knowledge building project Virtual Prototyping
of maritime systems and operations (ViProMa) was initiated in 2013 with the vis-
ion of investigating some of these challenges and to bring distributed co-simulation
technology into the maritime industry. This is also the vision in this thesis.

The work presented in this thesis is carried out in the ViProMa project and is di-
vided into three parts. The first part, consisting of Chapter 2 to Chapter 4, gives
an introduction to co-simulations in general, as well as revealing some of the chal-
lenges related to using co-simulations in maritime industrial applications. The first
chapter gives an introduction to the essentials in co-simulations and highlights the
similarities between a general co-simulation system and a general sampled sys-
tems. Also, an introduction to both the co-simulation standard High Level Ar-
chitecture (HLA) and the de-facto standard Functional Mock-up Interface (FMI)
is given, where the latter is the one used in both this thesis and in the ViProMa
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iv Abstract

project. An open source co-simulation software named Coral was developed in
the ViProMa project and will be used in this thesis for conducting most of the
co-simulation case studies. Also, a discussion relating system modularity, co-
simulation scenario handling and configuration of co-simulations is provided.

In Chapter 3 the focus is given to the stability and accuracy of co-simulations
results where the main focus is given to combining both numerical stability and
dynamical stability into a joint stability analysis method for linear co-simulation
systems based on subsystem discretization. This is possible since both the dynam-
ical stability and the numerical stability in a co-simulation is highly dependent on
the communication time-step size. The combined stability criterion is also applic-
able to non-linear systems but tend to become more conservative. Also, a general
discussion of applicable dynamical stability theories are given, where the most
prominent ones for linear systems are found in sampled system theory, while the
most prominent ones for non-linear systems are based on system passivity consid-
erations. The last part of the chapter presents the ECCO algorithm, a non-iterative
adaptive energy-conservation-based communication time-step size controller that
helps controlling the accuracy of co-simulation results. This algorithm is based
on calculating the energy residuals in connections between subsystems due to the
error in exchanged power between the systems introduced by sampling the con-
nected subsystems only at given communication points.

The last chapter in Part I of the thesis gives an introduction to tightly coupled
systems and possible methods of handling such systems in co-simulations. The
concept of tightly coupled systems are divided into two in this thesis, namely
systems that are tightly coupled through causality and systems that are tightly
coupled through frequencies, where the main focus is given to the former. In
general, tightly coupled systems should be implemented as one subsystem in a
co-simulation since splitting them often results in problems regarding differential
algebraic equations and relations. However, a method for reorganizing such al-
gebraic relations is presented and is based on calculating the differential terms by
using a low-pass filter with derivative effect. This method can also be used as a
way of obtaining multiple connectivity options for subsystems in a co-simulation,
which increase the possibility of connecting the subsystem to an unknown system
environment. Also, the concept of hybrid causality models are introduced and is
a special type of model switching that concerns models that have the ability to
switch between inputs and outputs online during a simulation and thereby change
the connectivity. Such models are useful when considering models including fail-
ure dynamics as well as when for example modeling marine power plants with
weak power grid. A case study of the latter is given in the end of the chapter in
order to illustrate the method, and a short discussion regarding dynamical stability
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in the light of the proposed method is given.

The second part of the thesis, consisting of Chapter 5 to Chapter 7, concerns devel-
opment of generic domain models which are to be used in various co-simulation
case studies in Part III of the thesis. In particular, a generic marine offshore ves-
sel model for DP-operation purposes including all relevant subsystems is derived
in Chapter 5. This model also includes a crane placed on the vessel’s deck and
contributes also to the discussion about systems that are tightly coupled through
causality. In contrast to how such systems are handled in Chapter 4 the vessel
and the crane are combined into the same subsystem using the Lagrange’s method,
which also removes all possible differential algebraic equations. The total ves-
sel model also includes a propulsion system, a wave-filter, a DP-control system,
a crane control system and relevant environmental effects due to an irregular sea
state and currents. Note that even though the total vessel model is referred to as
one system in Chapter 5, it will be split into several subsystems in Part III of the
thesis.

Chapter 6 presents a generic power plant model with a weak power grid, consisting
of two generators powered by auxiliary diesel engines, a simple power manage-
ment system and all necessary local control systems for operating the plant. Note
that the generator models in this power plant are modeled as hybrid causality mod-
els, as presented in Chapter 4, in order to enable starting and stopping of arbitrarily
generators online during a simulation without including a capacitive power grid ef-
fect in the total model, which also stiffens the system considerably. Even though
this power plant model can be split into several subsystems in a co-simulation,
as was done in Chapter 4, it has not been deemed necessary in the co-simulation
case studies in Part III of the thesis since the power plant model is solved fast
enough and if being split into several subsystems lower communication time-step
sizes than the ones used in Chapter 8 would be required in order to provide stable
co-simulation results, such as the one used in the case study in Chapter 4.

The last chapter in Part II presents a generic thrust allocation algorithm based on
model predictive control (MPC) theory. This thrust algorithm is derived without
including the azimuth angles in the optimization problem formulation in order to
reduce the non-linearities such that the total problem formulation can be solved
without implementing additional functionalities for avoiding singularities. Also,
since MPC theory is used, the allocated thrusts are optimized over a time hori-
zon instead of only in one time step. The proposed thrust allocation algorithm is
benchmarked against a commonly used one-step thrust allocation algorithm and
displays good characteristics. Also, the chapter has an additional focus on redu-
cing thrust oscillations from unfiltered environmental disturbances in the meas-
urements, which are amplified by the DP-controller, through proper tuning of the
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proposed algorithm in addition to using thruster biasing. As it turns out, the power
consumption from the propulsion system does not increase considerably when tun-
ing the thrust allocation algorithm, but the oscillations in the power consumptions
are significantly reduced. Also, the vessel is able to keep its position and orienta-
tion equally well in all the studied tuning cases of the thrust allocation algorithm.
Note that also the proposed thrust allocation algorithm is implemented as one sep-
arate subsystem in the co-simulation case studies presented in Chapter 8.

The last part of the thesis, which consists of Chapter 8, presents four different
co-simulation case studies of applications relevant in the maritime industry where
the first one illustrates how co-simulations can be used for improving collaboration
between researchers as a platform for connecting different work together into more
complex simulators. The second case study illustrates how co-simulations can be
used for optimizing system integration on a higher level, such as optimizing the
interplay between the power plant in a marine vessel, the propulsion system and
high level control systems such as a DP-control system. The third case study
illustrates how hardware can be included into the co-simulation loop. The last
case study illustrates how co-simulations can be used as an effective design tool
for testing different vessel- and equipment configurations in different scenarios in
high fidelity simulations in a fast and generic manner.

Chapter 9 is the last chapter in the thesis and presents some concluding remarks
regarding the conducted work, as well as presenting a list of practical guidelines
for performing co-simulations and a list of recommended further work.
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CHAPTER1
Introduction

This chapter, which serves as a brief introduction to the topics presented in this
thesis, includes a short background and a motivation for the main topics addressed
in this thesis – namely the use of distributed co-simulations in the marine industry.
Also, a short presentation of the ViProMa project is given before research object-
ives related to this thesis are defined along with a short discussion of methodology.
In the end, the scope of work and the structure of the thesis are presented along
with a list of relevant publications.

1.1 Background and Motivation
Today, the Norwegian maritime industrial cluster is a world leader in developing
advanced customized ships and offshore vessels to the global market, particularly
ships for demanding and complex operations where the price-tags often exceed 1
billion NOK. The operational systems constitute 70-80 % of the costs, and include
everything from the fingertips of the operators to main propulsion power, deck
machinery such as winches and cranes, cargo handling and all necessary auxiliary
systems. Industrial value chains for these products are also very complex and inter-
organizational, where logistics, communication and interface challenges must be
handled. Project lead-times are constantly decreasing, and mistakes or system
malfunctions may cause fatal incidents, project delays and costs overruns.

The ship design process has traditionally been characterized by customized solu-
tions and strict time and resource constraints. Many of the major design variables
have been decided upfront, based on experience rather than scientific principles.
While scientific knowledge, methods, and tools are now highly developed and ad-
opted within most of the involved engineering disciplines, a component and sub-
system design focus is still prevalent, rather than treating ships as complete and
holistic systems. It is commonly accepted that new ship designs should be op-
timized with respect to operational performance rather than the performance of

1



2 Introduction

individual components and systems, an approach which promotes the use of total
vessel simulations in the design process. Simulation of total system performance
will be even more important in the future where the complexity of vessel operations
keep increasing. One such example is installation of heavy subsea units at several
thousand meters depth and requires accuracy and control as well as a tremendous
amount of power, interactions and timing. To meet performance, safety and en-
vironmental issues and cost targets, engineers must understand how the equipment
will behave and if one can evaluate multiple design concepts or operational plans
in an efficient manner, such as by using simulation tools, it is possible to evalu-
ate different alternatives within short time. This leaves technology development
as the predominant avenue in order to increase the operational capabilities of new
designs.

Computer-based design and analysis tools for engineering purposes have developed
rapidly over the last decades [1] and a wide range of specialized analysis soft-
ware for e.g. structures, hydrodynamics, computational fluid dynamics, power
systems and control systems are currently used in the design process to assess
system performance. Multiple marine simulators do exists, such as CyberSea [2]
which provides hardware-in-the-loop (HIL) testing and dynamic capability ana-
lysis, Sesam for marine systems [3] which covers risk management, encapsulating
the SIMO software developed by SINTEF Ocean, the Italian Integrated Power
Plant Ship Simulator [4], which analyses marine power systems, and the Marine
System Simulator (MSS) [5] which is used for education and academic research
purposes. A thorough review of different marine simulators is given in [6]. In ad-
dition a number of general-purpose software systems are developed, such as MAT-
LAB/Simulink/Stateflow, Modelica/SimulationX/Dymola, 20-Sim and MapleSim.
These systems combine diverse submodel objects in a single simulation. Stand-
alone tools developed under an umbrella and aimed towards ship design, simu-
lation, or analysis are available from ShipDesignLab@TUDelft [7] and MIT’s In-
novative Ship Design Lab [8]. Domain-specific analysis software for individual
components and subsystems, such as power systems (PSCAD), ship motions (ShipX,
VeSim [9], Shipmo, WAMIT), propulsion (AKPA, DESP), structures (RIFLEX,
Flexcom3D, OrcaFlex), control systems (dSPACE) and engine systems (enDYNA,
GT-Suite), are also widely available.

Both general-purpose software and domain-specific software are used during the
ship design process as separate tools for design of individual systems and local
system optimization. In some cases also the results from one analysis are used
as initial conditions in analyses performed in other software, e.g. hydrodynamic
calculations of environmental loads are used in structural analyses of the hull and
for designing the propulsion system. Such analyses are often performed by spe-
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Figure 1.1: The development of system simulators for training and desing purposes in the
Norwegian maritime industry

cialists in the respective fields making it more difficult to have an overall system
optimization focus and the iterative process of optimizing a design becomes time
consuming. One way of increasing the focus on overall system optimization as
well as reducing the number of manual iterations in the design process is to integ-
rate these software. However, this is non-trivial, due to differences in the emphasis
on system modularity, model accuracy in the software and differences in software
architecture, and would also required specialist training for the user.

The aviation and defence industry have developed advanced methods in both design
and operation driven by customer and regulatory requirements [10, 11]. This in-
cludes the use of simulation both as a tool for operator training as well as for
design purposes by implementing simulation models from a distributed collection
of models and simulator sites [12]. The maritime industry has partially adopted
the results of this process, most notably crew training in simulators [13] — that
is, in calm water without wave effects or at a subsystem level to learn to use a
special piece of equipment decoupled from the total system, where knowledge and
simulation components from the design stage of a project are to a greater extent
re-used [14], see Figure 1.1. Even though the use of multi-physics simulations
(ship & systems), human behaviour (control) and multiple parallel marine oper-
ations (integrated operations) are demonstrated in training simulators, the use of
system simulators for design is limited even though ship designers have access to
advanced analysis tools. However, one notable exception is ship yards which have
incorporated simulation into planning of the building process [15]. The next step
in this development is the introduction of simulation based work processes (virtual
prototyping), which will be a significant scientific and operational achievement for
the maritime industry.
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Figure 1.2: A sketch of a vessel and its subsystems as a virtual prototyping simulation
model. Figure obtained from [19]

The maritime industry is not a pioneer when starting to gain interests in virtual pro-
totyping. Both the aerospace industry and the automotive industry have been utiliz-
ing virtual prototyping methods based on simulator technology for the last decade.
For example, the automotive industry has successfully incorporated simulation-
based design and verification methods into their working platforms [16, 17, 18],
which not only work as a local glue between different departments, but brings
their third party vendors closer when researching and developing new and better
products, from a component level focus to a finished product for mass produc-
tion. The fact that a single product is mass produced also enables the industry to
spend significant resources on optimizing both the product and the development
process. This is not the case in the maritime industry where a vessel is tailored,
never mass produced and where the financial surplus from a new-build is often
minimal. Hence, spending resources on embedding simulation technology in the
design process is a bold move and it takes the industry many years to mobilize
and readjust. However, the many advantages of doing so are quite appealing in
an already squeezed market and do not only facilitate shorter project lead-times
but also increased possibilities, better designs and new applications for analysing
performance.

Examples of such new applications include manoeuvring of ships in harsh environ-
ments, ship-to-ship operations at sea, crane operations at sea and anchor handling
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[20]. These are all situations where a simulation entails a complex coupling of sev-
eral disciplines as shown in Figure 1.2. By enabling such complex multi-domain
simulations it is possible to analyse total vessel performance, optimize system in-
teractions and plan for safer and more environmental friendly operations in the
maritime industry.

The vision in the maritime industry is to develop a framework for overall system
design, allowing configuration of ships and verification of operational performance
as a part of the design process. A variety of general-purpose software and frame-
works for system simulations exist, but there are no mutually adopted simulation
frameworks that support total systems integration and analysis of operational per-
formance. General software solutions for system simulations are not considered
suitable for the purpose, mainly due to very time-consuming model development.
Decreasing project lead-times demand rapid model development and configuration
with sufficient accuracy of which general software are not suitable. The ViProMa
project [21], which this thesis is a part of, aimed at investigating some of these is-
sues and to bring the industry closer to reaching its vision by the use of distributed
co-simulations.

1.2 The ViProMa Project
The knowledge-building project ViProMa - Virtual Prototyping of Maritime Sys-
tems and Operations1 [19] was founded in 2013 by the Research Council of Nor-
way (Grant Number 225322), NTNU, SINTEF Ocean (former MARINTEK) and
the industrial partners in the project consortium consisting of VARD2, Rolls-Royce
Marine3, and DNV GL4. The project aimed at integrating the current technology
and know-how in the industry, and was expected to bring significant new scientific
advances into the maritime industry by combining virtual prototyping and dis-
tributed co-simulation technology with the de-facto standard Functional Mock-up
Interface (FMI) in its core, see Chapter 2. This, in order to enable new, safer and
greener solutions, design concepts and equipment combinations to be simulated
and tested in a laboratory environment before being built, and to encourage rapid
innovation and help bring design, training and operations closer together in the
industry.

The composition of disciplines has been crucial for the success of the project,
ranging from hydrodynamics, mathematical modeling, control and simulation ex-
pertise, experience with maritime systems and operations, computer science and

1www.viproma.no
2www.vard.com
3www.rolls-royce.com
4www.dnvgl.com

http://www.viproma.no/
http://www.vard.com/
https://www.rolls-royce.com/
https://www.dnvgl.com/
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software architecture, and numerics, just to mention a few. This has forced the
project group to keep the research and development in the project as generic as
possible, resulting in the fact that most of the research results also apply directly
to other disciplines, not only being limited to the maritime industry.

The project was finished by the end of 2016, but the results from the project have
benefited other project, such as SFI Smart Maritime [22] and VISTA - Virtual Sea
Trail by Simulation of Complex Marine Operations [23], hence, the project vision
and further software developments are continued in other existing project and pos-
sibly through future spin-off projects, some already being under development at
this stage.

The work presented in this thesis is financially supported by the ViProMa project,
where the use of distributed co-simulations in the maritime industry is central, and
is concentrated around the research objectives presented in the following.

1.3 Research Objectives and Methods
The main objective for the work presented in this thesis is to investigate how dif-
ferent domain models from different software can be integrated in a co-simulation
environment, the gained opportunities and technological advantages this may bring
forth, and to identify possible related challenges and potential solutions. This, in
order to facilitate the development of safer, greener and more complex offshore
vessels more efficiently in the future. Hence, applied research will be emphasized
where possible. This main objective is divided into smaller research objectives
given in the following:

RO1 Investigate possible challenges related to simulating typical maritime sys-
tems and operations as distributed co-simulations. In particular, investigate
how the communication frequency between subsystems in co-simulations
affects the overall numerical stability and the accuracy.

RO2 Investigate different challenges related to splitting systems that are strongly
dependent on each other into subsystems for co-simulation purposes. In par-
ticular, investigate methods for removing differential algebraic dependencies
between subsystems in co-simulations.

RO3 Develop essential generic mathematical domain models as a base for assem-
bling total offshore vessel simulators suited for analysing different vessel
operations. In particular, develop a generic vessel model and models for the
most relevant subsystems, e.g. relevant vessel control systems, propulsion
system and energy systems.
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RO4 Evaluate the use of co-simulations in typical maritime applications by ap-
plying co-simulations in relevant case studies, which also demonstrate how
to solve possible co-simulation related challenges. Also, develop an open-
source vessel simulator that is solved by the ViProMa project’s open source
co-simulation master algorithm Coral, for both demonstrator purposes and
for providing a generic vessel simulator framework as a foundation for fur-
ther research and development.

Some of these research objectives are more closely linked than others, such as
RO1 and R02 where splitting systems that are strongly dependent on each other
also affects the stability and the accuracy of the simulation results. In general,
RO1 and RO2 treat more fundamental topics related to distributed co-simulations
and might give a foundation for R03 and RO4, which on the other hand are more
application oriented objectives.

In the following, a short discussion of research methods are given as well as a short
introduction to bond graphs, a graphical modeling methodology that is essential
for some of the work presented in this thesis.

1.3.1 Methodology

In this work, modeling, control and stability theory are central topics and, thus, de-
voted much attention. Modeling theory, the theory of mathematically representing
realistic behaviours or effects from physical systems, economics or social situ-
ations and scenarios through equations, is presented in many academic disciplines
and fields of engineering. Hence, the presentation of modeling theory may vary,
mostly because of model fidelities, the intentions of the model and which math-
ematical tools and analyses being in focus. Here, the modeling theory is limited
to include only mathematically representations of physical systems and dynamical
effects, normally represented by differential equations, differential algebraic equa-
tions and/or empirical algebraic relations. When it comes to rigid body systems the
use of Lagrange’s method [24] is a prevalent energy-based method for combining
kinetic and potential energy in a system, and results often in differential equation
representations. The mathematical system representation can either be implemen-
ted directly on the equation level through a suited programming language, or by
the use of suited modeling software utilizing predefined iconic models, block dia-
grams or bond graphs [25, 26, 27].

One of the many intentions for making a mathematical model representation of a
physical system is to be able to analyse the system behaviour and to manipulate the
characteristics through proper control of the system. This can be achieved through
the use of off-the-shelf controllers such as PID-control laws, or through model-
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based control law designs [28] based on the most significant system dynamics and
on suited dynamic stability theory. Dynamical system stability can be evaluated
by the use of many different methods, for example by using methods based on
the eigenvalues in linear systems [29], which are measures of energy dissipation,
or through methods using functions that represent the energy in the system, such
as Lyapunov functions [30], which is usually the way of assuring stability when
handling non-linear dynamics. When it comes to stability in simulations, numer-
ical stability is as important as dynamical stability and has a significant impact
on the accuracy in the simulation results. Fortunately, the numerical stability in a
simulation is as for the dynamical stability dependent on the system dynamics, the
eigenvalues in the system that is to be solved [31, 32].

Since modeling, control and stability theory have strong relations to energy meth-
ods it is a good approach to base the co-simulation theory on energy methods as
well. When co-simulations consist of connected subsystems representing phys-
ical systems, the connections between the subsystems should be properly defined
based on aspects of energy, which also relates to how the different subsystems
are being modeled. The idea of connecting different subsystems through energy
is one of the core ideas in bond graph modeling theory, where subsystems are
connected through the exchange of power. The ViProMa project goes as far as re-
commending the use of power bonds as a high level interface between subsystems
in a co-simulation whenever possible. Even though bond graphs are not directly
in the scope in this work, a short introduction to bond graph theory is given in the
following.

1.3.2 Bond Graph Modeling Theory

In bond graph theory each dynamical effect in a model is coupled through the
exchange of energy. This, because all physical systems, independent on energy
domains, have the same definition of energy. The exchange of power is represented
through two variables in bond graph theory denoted effort, e, and flow, f . These
two variables are referred to as power variables since the product of them is power,
P rW s and the total energy transfer between two subsystems,E rJs, as the integral
of power,

P � e � f

E �
» t

0
Pdt �

» t
0
e � fdt

(1.1)

Figure 1.3(a) illustrates the power connection between two subsystems. In bond
graph theory the two arrows connecting the two systems in Figure 1.3(a) are re-
placed with one power bond, as shown in Figure 1.3(b), and gives an equivalent



1.3 Research Objectives and Methods 9

(a) Block diagram connection (b) Equivalent power bond connection

Figure 1.3: Subsystem A and B connected by the power variables e and f

Table 1.1: Power variables in bond graph theory

Energy domain Effort Effort units Flow Flow units
Mechanical (trans.) Force N Linear velocity m/s
Mechanical (rot.) Torque Nm Angular velocity rad/s
Electrical Electromotive force V Current A
Hydraulic Pressure Pa Volumetric flow rate m3/s
Thermal Temperature K Entropy flow rate W/K

representation of the coupling between the systems. Note that the power bond has
an half arrow and a orthogonal line in the end of the connection. The half ar-
row illustrates the positive power direction while the orthogonal line, the causality
stroke, illustrates that the effort is set by subsystem A.

Even though the definition of power is independent of the energy domain in a
system, the power variables are different. In a mechanical system with only linear
translations, the effort has the quantity of force [N ] and the flow the quantity of
linear velocity [m/s]. Table 1.1 gives an overview of the different power variables
in the most common energy domains.

In bond graph theory each dynamical effect in a system is represented by one of
the nine basic bond graph elements given in Table 1.2. Note that only two of these
elements, the mnemonic elementsC and I , are potential candidates for producing
differential equations and states. The C-element is associated with compliance,
storing of potential energy, and can for example represent the dynamics of a spring
in mechanical systems, a capacitor in electrical systems or an accumulator in hy-
draulic systems. The state is often denoted q and is defined as the integral of the
flow. The I-element is associated with inertia, storing of kinetic energy, and can
for example represent the dynamics of a mass in mechanical systems, an induct-
ance in electrical systems or fluid inertia in a hydraulic system. The state is often
denoted p and is defined as the integral of effort. Note that p is often referred to as
the momentum in mechanical systems.

The seven other basic bond graph elements contribute with algebraic equations.
Two of the elements are characterized as source elements, namely Se and Sf ,



10 Introduction

Table 1.2: Basic bond graph elements.

Graph Relation Graph Relation Description

Se e � eptq, given Sf f � fptq, given Sources

R e � ΦRpfq R f � Φ�1
R peq

Dissipator

C e � Φ�1
C p

³t

0 fdtq C f � d
dt
rΦCpeqs

Compliance

I f � Φ�1
I p

³t

0 edtq
I e � d

dt
rΦIpfqs

Inertia

TF
e1

f1

e2

f2

e1 � me2
f2 � mf1

TF
e1

f1

e2

f2

e2 �
1
m
e1

f1 �
1
m
f2

Transformator

GY
e1

f1

e2

f2

e1 � mf2
e2 � mf1

GY
e1

f1

e2

f2

f2 �
1
m
e1

f1 �
1
m
e2

Gyrator

1
e1

f1

e2 f2

e3

f3

e1 � e2 � e3 � 0
f1 � f2 � f3 0

e1

f1

e2 f2

e3

f3

e1 � e2 � e3
f1 � f2 � f3 � 0

Nodes

providing an effort and a flow as a source, respectively, and theR-element handles
the dissipation of energy in a system. When connecting energy domains in bond
graph theory the elements TF and GY are quite useful. The TF -element is a
transformer element that multiplies both the effort and the flow with a transformer
modulus. The GY element is slightly different than the transformer element, it
multiplies a gyrator modulus by a flow to produce an effort, and the other way
around as shown in Table 1.2. The last two basic elements are two junctions,
namely 0 and 1, where 0 sums flows around its node and 1 sums efforts around
its node. These two junction elements connect all the other elements such that a
total bond graph can be established for a system. Various introductory examples
of bond graph models are given in the literature and the reader is referred to [25]
for a thorough review of the modeling theory beyond this short presentation.

1.4 Scope of the Work
The work presented in this thesis focus on the use of co-simulations in the maritime
industry with emphasis on applicable results and practical usage where possible,
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Figure 1.4: Structure of the thesis linking publications, chapters and research objectives
together

although the research regarding stability and accuracy in co-simulations, as well
as tightly coupled systems, will require a more theoretical approach.

The thesis is divided into three different parts. The first part, Co-Simulation The-
ory, gives an introduction to co-simulations as well as studying numerical sta-
bility, accuracy and tightly coupled systems regarding co-simulations. The latter
also result in a framework for one special type of switched models, namely hy-
brid causality models. The second part, Modeling and Control, presents different
generic domain models and control systems such as a generic vessel model, in-
cluding e.g. a deck crane, propulsion system and DP-control system, a generic
power plant model and a thrust allocation algorithm. The last part, Applications of
Co-Simulations, presents different case studies that show different applications of
co-simulations relevant in the maritime industry.

In short, Part I gives an introduction and a background in co-simulations and re-
lated challenges while Part II presents generic mathematical models needed for
constructing suited co-simulation case studies, that are designed to highlighting
the possible challenges and opportunities related to co-simulations, and for eval-
uating the use of co-simulations in the maritime industry. These case-studies are
presented and analysed in Part III. A schematic overview of the parts, chapters,
publications and research objectives are given in Figure 1.4. Note that P1-P11
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denote publications included in this thesis that are listed in section 1.6. Also, the
research objectives are as presented in section 1.3 and are given in different color
codes in order to illustrate in which part- and in which chapter(s) of the thesis the
research objectives are treated.

In the following, a more detailed outline of the thesis, including a short summary
of each chapter, is presented.

1.5 Thesis Outline
The chapters are structured in a chronological sequence where the theory presented
in previous chapters may provide a basis for the topics discussed in the following
chapters, as shown in Figure 1.4. A brief description of each chapter is provided
as follows:

Part I - Co-Simulation Theory
Chapter 2: This chapter includes a short presentation and comparison of distrib-
uted systems, distributed simulations and distributed co-simulations, as well as an
introduction to two co-simulation standards; the HLA standard and the de-facto
standard FMI, where the latter will be used in this thesis. Also, a short discus-
sion of the similarities between a general sampled system and a co-simulation
system is given, a presentation of the open source co-simulation software Coral,
developed in the ViProMa project, and the open source vessel simulator developed
in this thesis will be given. In the end of the chapter the concept of system mod-
ularity, configuration of co-simulations and co-simulation scenario control will be
discussed and related to each other.

Chapter 3: This chapter includes a presentation of stability in co-simulations, with
main focus on numerical stability, as well as a short discussion about co-simulation
accuracy. A literature review of relevant dynamical stability theories is conducted,
ending in a more thorough study of linear co-simulation systems. A combined
stability analysis method for assuring both numerical and dynamical stability in
co-simulations is also presented. In the end of the chapter, an adaptive commu-
nication time-step size controller is presented, which improves co-simulation ac-
curacy while maximizing the communication time-step size according to pre-set
accuracy tolerances.

Chapter 4: This chapter treats the problem of tightly coupled systems in a co-
simulation, with main focus on tightly coupled causality systems. A method for
reformulating differential algebraic equations is presented and analysed. This
method leads to the option of having hybrid causality models, which extend the
connectivity range as well as enabling modeling of failure dynamics in a system.
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The method is illustrated with an example of a marine power plant having a weak
power grid. The proposed method also has nice properties when it comes to ana-
lysis of dynamical stability which is also illustrated through the marine power plant
example.

Part II - Modeling and Control
Chapter 5: This chapter presents a vessel model including a deck crane, which to-
gether is considered tightly coupled. The vessel and the crane model are combined
by using Lagrange’s method, including quasi-coordinates, and power variables.
A deep-going case study of a marine vessel with a deck crane, including models
for all relevant subsystems is considered and two different crane loading cases are
compared – one including payload attached to the crane through a wire, and the
other without any payload. This vessel model is used in later chapters in various
co-simulation case studies, but where some of the vessel systems are considered
as separate subsystems in the co-simulation.

Chapter 6: This chapter presents a complete marine power plant model including
two generators powered by auxiliary diesel engines, a simple power management
system and all relevant control systems needed for operating the plant. This model
is to be used in co-simulations in Chapter 8. The generator models are hybrid
causality models, meaning that it is possible to start and stop arbitrary generators
in the power plant. Much focus is given to marine power plant control, such as
voltage control, frequency control, generator synchronization and active- and re-
active power sharing. Also, numerical stability of the hybrid generator models are
discussed based on the causality orientation of the models. A case-study is presen-
ted and illustrate the stability of the generator models as well as the properties of
the presented control systems.

Chapter 7: This chapter presents an optimization based thrust allocation algorithm
based on Model Predictive Control (MPC) theory. The proposed algorithm does
not contain any thruster azimuth angles since all thrust forces are represented as
vectors. Hence, the algorithm is simpler to solve than when including the azimuth
angles in the optimization problem formulation. The algorithm is benchmarked
against a commonly used thrust allocation algorithm and a study of optimal cost
function weights as well as the length of the optimization horizon is performed.
The main case study is presented in the end in the chapter where the focus is given
to how to tune the algorithm in order to reduce thrust force oscillations and thereby
reduce oscillations in propulsion system’s power consumption.



14 Introduction

Part III - Applications of Co-Simulations
Chapter 8: This chapter addresses applications of co-simulations in the maritime
industry. Four different case studies are presented to illustrate possible applica-
tions of co-simulation technology in the maritime industry. These case studies
include collaboration between researchers using co-simulations, Hardware-In-the-
Loop (HIL) in co-simulations, optimizing system integration using co-simulation
and testing different vessel configurations using co-simulation. Much focus is de-
voted to the case study presented in 8.3 since it contains an open source vessel
simulator derived in this thesis.

Chapter 9: This chapter summarizes the final conclusions for the work presented
in this thesis, as well as giving some practical guidelines for conducting distrib-
uted co-simulations. The chapter ends with presenting recommendations for future
work.

1.6 Publications
This thesis is based on results that are either published or submitted for publication,
some of them in collaboration with colleagues. The main publications that are
included in this thesis, as well as other publications published during this thesis
work, are listed in the following.

Publications included in the Thesis

[33] (P1) Severin S. Sadjina, Lars T. Kyllingstad, Martin Rindarøy, Stian Sk-
jong, Vilmar Æsøy, Dariusz Fathi, Vahid Hassani, Trond Johnsen, Jørgen
B. Nielsen, Eilif Pedersen. Distributed Co-Simulation of Maritime Systems
and Operations. Submitted for publication, 2017.

[34] (P2) Stian Skjong, Eilif Pedersen. On the Numerical Stability in Dynamical
Distributed Simulations. Submitted for publication, 2017.

[35] (P3) Severin S. Sadjina, Lars L. Kyllingstad, Stian Skjong, Eilif Pedersen.
Energy conservation and power bonds in co-simulations: non-iterative ad-
aptive step size control and error estimation. Published in Springer - Engin-
eering with Computers, Vol. 33 (2017), Issue 3, pp. 607–630.

[36] (P4) Stian Skjong, Eilif Pedersen. The Theory of Bond Graphs in Distrib-
uted Systems and Simulations. Published in ICBGM’16 Proceedings of the
International Conference on Bond Graph Modeling and Simulation. Society
for Computer Simulation International (SCS). pp. 147-156.

[37] (P5) Stian Skjong, Eilif Pedersen. Hybrid Causality Model Framework in-
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cluding Explicit Reformulation of Differential Algebraic Equations using
Perturbations corresponding to added System Dynamics. Submitted for
publication, 2017.

[38] (P6) Børge Rokseth, Stian Skjong, Eilif Pedersen. Modeling of Generic Off-
shore Vessel in Crane Operations With Focus on Strong Rigid Body Connec-
tions. Published in IEEE Journal of Oceanic Engineering, Vol. 42 (2017),
Issue 4, pp. 846–868.

[39] (P7) Stian Skjong, Eilif Pedersen. A Real-Time Simulator Framework for
Marine Power Plants with Weak Power Grids. Elsevier Journal of Mechat-
ronics, Vol. 47 (2017) pp. 24–36.

[40] (P8) Stian Skjong, Eilif Pedersen. Non-angular MPC-based Thrust Alloc-
ation Algorithm for Marine Vessels - A Study of Optimal Thruster Com-
mands. Published in IEEE Transactions on Transportation Electrification
(2016). Vol. 3, Issue 3, pp. 792–807.

[41] (P9) Stian Skjong, Eilif Pedersen. Co-Simulation of a Marine Vessel in
DP-Operations including Hardware-In-the-Loop (HIL). Proceedings of the
ASME 2017 36th International Conference on Ocean, Offshore, and Arctic
Engineering OMAE 2017, June 25-30, Trondheim, Norway.

[42] (P10) Stian Skjong, Martin Rindarøy, Lars T. Kyllingstad, Vilmar Æsøy,
Eilif Pedersen. Virtual Prototyping of Maritime Systems and Operations
- Applications of Distributed Co-Simulations. Accepted for publication in
Journal of Marine Science and Technology, 2017.

[43] (P11) Kevin K. Yum, Stian Skjong, Bhushan Tasker, Eilif Pedersen, Sverre
Steen. Simulation of a Hybrid Marine Propulsion System in Waves. Pro-
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The scientist discovers a new type of material or energy and the
engineer discovers a new use for it.
- Gordon Lindsay Glegg, The Development of Design (1981)
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CHAPTER2
Background in Distributed

Co-Simulation

This chapter is based on some of the topics presented in [33, see P1 in section
1.6], together with a presentation of co-simulations in general, standards and the
co-simulation software Coral. Co-simulation systems are similar to sampled sys-
tems where both the sampling frequency and the sampling method play signific-
ant roles when it comes to both system stability and quality of simulation results.
Hence, an introduction to sampled systems are given in order to both highlight
the similarities between a general sampled system and a co-simulation system as
well as to provide a baseline for the topics presented in Chapter 3. In the end
of this chapter a short discussion relating system modularity, simulation scenario
control and configuration of co-simulations will be presented. Also, the discussion
will focus on highlighting possible challenges related to subsystem modularity and
scenario handling when using co-simulations as a design tool including multiple
subsystem developers and different subsystem fidelities.

2.1 Introduction and Motivation
The concept of distributed systems maybe familiar to most people, although the
associations and perhaps the definitions may vary slightly across disciplines. How-
ever, the consequences of distributing systems are coinciding in most disciplines
and involve separating coupled systems while still maintaining some type of con-
nections, even though these normally are restricted. This is also why the concept
of distributed systems is not defined when considering physical systems, which
always are either continuously connected or not connected at all. Hence, distrib-
uted systems can not be defined solely based on continuous time considerations.
In the field of mathematics and computer science these distributed system connec-
tions are normally defined as discrete events where the subsystems can exchange
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data in a structured manner and where both the frequency of data exchange and the
method for handling the exchange data can have significant impact on the perform-
ance of each connected subsystem, as will be discussed in more detail in section
2.2.1.

In this chapter the main focus will be given to distributed systems in the light
of modeling and control theory. For the readers familiar with general modeling
theory the concept of distributed systems may invoke different associations, for
example related to discretization of physical systems such as lumped system ap-
proximations, finite element methods and control volume modeling approaches,
and perhaps even numerical solver theory for solving continuous differential equa-
tions and partial differential equations, and problems related to systems that are
strongly dependent on each other through differential algebraic relations, mathem-
atically speaking. Even though theory of discretizing physical systems will not be
discussed in any detail here it provides a good background for the readers famil-
iar with it. On the other hand, numerical solver theory and differential equations
will be given much focus in Chapter 3 and distributed systems that are dependent
on each other through differential algebraic relations will be discussed in Chapter
4. For readers that are versed in general control theory distributed systems might
trigger associations to general sampling theory, discrete control systems and al-
gorithms. As a matter of fact, distributed systems are closely related to sampled
systems and this link will be discussed in more detail in section 2.2.1.

To avoid confusions and to provide a common baseline for the presentation of
distributed co-simulations, a distributed system is defined in the field of computer
science in the following.

Definition 2.1 (Distributed System [46]). A distributed system is a collection of
independent computers that appear to the user of the system as a single computer.
The computers do not have any form of shared memory, and communication hap-
pens on a message-only basis.

Note that the definition does not explicitly relate distributed systems to discrete
time events, but is implied through the use of multiple computers which only do
calculations in a discrete manner and hence, are also restricted to exchange inform-
ation on specific discrete time events. Based on Definition 2.1, one can understand
that people from different disciplines put different meaning in it, especially when
mixing it with distributed simulations, as pointed out in Remark 2.1.

Remark 2.1 (Distributed Simulation [47]). A distributed simulation is often un-
derstood as a sub-domain of distributed systems and deals with software that is
executed in parallel on multiple computers.



2.1 Introduction and Motivation 21

Since a computer is such a wide term, ranging from micro-controllers and chips
to personal laptops and stationary computers, and since software is any form of
executable machine code, distributed systems and simulations can be found all
around us in everyday systems, e.g. modern transportation systems such as cars,
aeroplanes and ships, where many different computers are connected and execute
tailored software, often dependent on system measurements, in such a way that the
combined distributed system enhances the performance and the safety of operat-
ing the system. On the other hand, distributed systems can also be found in more
mathematical disciplines where distributing a system is done in order to enhance
the available computational power, to share the computational loads. One example
of such is weather calculations which is a complex and a computational expens-
ive procedure [48]. As a matter of fact, a modern computer containing multiple
processors is closely related to a distributed system itself. Although distributed
systems include many different types of systems and system configurations, they
all have one thing in common, namely the discrete communication points between
the computing members. Even though these discrete communication points are
the enablers of distributed systems and simulations, they are also a curse when it
comes to simulation accuracy, which is discussed in more detail in Chapter 3.

Distributed system technology is a huge topic within computer science and, hence,
a thorough review of distributed systems containing in-depth details will not be
given any particular attention here, and the reader is referred to [33] where some
aspects are discussed. Also, a good introduction to distributed systems and related
topics from a theoretical perspective can be found in [49] while a more practical
application oriented presentation can be found in [50].

While distributed simulation technology maybe associated with the intention of
distributing computational loads, the possibility to link different software and hard-
ware, that may run with different operative systems, in a single simulation envir-
onment is at least equally important. These two features of distributed systems and
simulations can be seen as the main reason for distributing a system or for perform-
ing a distributed simulation, and combined they enable favourable advantages that
exceed by far the possibilities associated with running software on a single com-
puter. This is especially the case in the industry where tailored software are used
for different engineering disciplines, often related to complex and computational
demanding calculations, e.g. calculating hydrodynamic loads on a maritime ves-
sel. By taking advantage of distributed simulations one can connect these special-
ized software in a generic way such that the scope of the simulation gets expanded
to include the entire system, not only individual subsystems, which enables ana-
lysis of the total system behaviour. Here, such a total system could for example be
an entire ship with all its subsystems, ranging from power plant, propulsion sys-
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tem and deck machinery to global control and power management systems. Even
though many of these subsystems are complex and computational demanding it is
still possible to solve the entire connected system because of the computational
load sharing possibilities the distributed simulation technology brings forth.

In some simulations the need for additional computational power is not the main
issue, but connecting different software and hardware into a combined simulation.
Such simulations are referred to as co-simulations and is the main simulation
method used in this thesis.

2.2 Co-Simulation Essentials
A thorough review of co-simulations and closely related topics are given in [51,
52] and, thus, only a short presentation grasping the essence of co-simulations is
given here. Even though the terms co-simulations and distributed simulations are
often mixed in the literature, there is a small, but distinct difference. In comparison
to Definition 2.1 and Remark 2.1, a co-simulation is defined as follows.

Definition 2.2 (Co-Simulations [33]). Co-simulation is a simulation technique in
which the computations associated with different subsystems are performed inde-
pendently from each other, and the exchange of data between subsystems is restric-
ted to discrete communication points (sometimes called synchronization points).
Each subsystem is then free to use the solver strategy and internal local time step
size (also referred to as micro time step size) which is deemed most suited. The
time between communication points, the global communication time steps (also
referred to as macro time steps), will generally be significantly longer than the
local time steps (micro time steps) of most subsystems.

This means that the definition of co-simulations does not state anything about the
use of multiple connected computers, which is the core idea in the definition of dis-
tributed simulations. However, a co-simulation can also be a distributed simulation
as specified in Remark 2.2.

Remark 2.2. A co-simulation is said to be a distributed simulation if different parts
of the simulation are running on different processors or on different computers in
a network in order to distribute the workload between them.

In this work the co-simulations are performed on one single computer but where
the subsystems in the co-simulations are treated as separate processes solved either
on one processor or multiple processors, depending on the computational loads.
Also, most of the theory presented in this thesis applies both to co-simulations and
distributed simulations. Hence, the two terms will be used interchangeably in a
consistent manner in this work.
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(a) Controlled process (b) Co-simulation system

Figure 2.1: Comparison of a sampled process controlled by a digital controller (a), and
a co-simulation of the same system (b). Note that D/A in (a) denotes digital to analogue
signal conversion and A/D denotes analogue to digital signal conversion

As mentioned earlier, co-simulations are similar to sampled systems since the sub-
systems in a co-simulation exchange information on given discrete communication
points as illustrated in Figure 2.1. Note that the dashed rectangle in Figure 2.1(a) is
comparable to the master algorithm in Figure 2.1(b) except that it does not control
the local propagating times in the controller and the process. Also, all signal con-
version, both D/A and A/D happens locally in each subsystem in a co-simulation
and is determined by the co-simulation standard, see section 2.3, and the com-
munication frequency. In other words, the subsystem outputs in a co-simulation
get sampled on demand by the co-simulation master algorithm, which not only
controls the global simulation time but also the exchange of information between
the subsystems, as will be elaborated in section 2.2.2. The sampling theory itself
brings useful tools that can be applied to a co-simulation system which not only
help to analyse the system but also to understand the special characteristics of a
co-simulation system and provides an important foundation for the work presented
in the following chapters. Hence, a discussion relating co-simulations to sampling
theory is given in the following.

2.2.1 Co-Simulations and Sampling

At each communication point in a co-simulation, which is by definition a dis-
crete event, the subsystems in the co-simulation send their respective outputs and
receive new inputs from the master algorithm. This data exchange is similar to
making measurements on physical systems where physical sensors, e.g electrical
and/or mechanical sensors, are used to measure the system characteristics. These
measurements are normally digital samplings of the system.
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Figure 2.2: Digital sampling of y � Asinpωtq, Td �0.5 s, A � 1.0, ω �1.0 rad/s.

Digital Sampling

In general, a digital sampling ys of a subsystem output y can be expressed as an
impulse sampling [53] and given as

ysptq � yptq
n�8̧

n��8
δpt� nTdq (2.1)

where Td is the sampling time-step size, n is the sampling number and δpt� nTdq
is the Dirac-Delta pulse function,

δpt� nTdq �
" 8 for t � nTd

0 else
(2.2)

having the property » 8
�8

δpxqdx � 1 (2.3)

A typically digital sampling of a signal is shown in Figure 2.2. As the figure
shows, the sampled signal only consists of sampling impulses and is zero between
each communication point in a co-simulation. Hence, the sampled digital signal
must be converted to an analogue signal such that it becomes at least piecewise
continuous for the subsystems receiving the signal. Two common methods are
Zero-Order-Hold (ZOH) and First-Order-Hold (FOH).

Digital to Analogue

The ZOH method keeps the input signal to a slave constant between the commu-
nication points and the sampled signal looks like a stair-case when compared to
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Figure 2.3: Comparison of Zero Order Hold (ZOH) and First Order Hold (FOH) when
sampling y � Asinpωtq, Td �0.5 s, A � 1.0, ω �1.0 rad/s.

the original signal. Mathematically, the ZOH can be expressed as

yZOHptq � yspnTdq (2.4)

for nTd ¤ t   pn � 1qTd. The corresponding transfer function for the ZOH [54]
is given as

HZOHpsq � 1� e�sTd

s
(2.5)

The FOH method, in comparison to the ZOH method, use the rate of the sampled
signal as well [55]. Figure 2.3 shows a simple comparison between the two meth-
ods where a sinp�q function is sampled with the two methods having the same
sample frequency. From the figure it seems like the FOH method outperforms the
ZOH method when it comes to replicating the sampled signal. This is mostly true
in all cases according to [56] which compares the two methods, considering non-
linear systems which also are affected by signal delays. The figure also shows that
the FOH method displays sawtooth characteristics of the outputted signal. This can
be improved by combining the ZOH and FOH into another method called Frac-
tional Order Hold (FROH) [57]. Nevertheless, the co-simulation master algorithm



26 Background in Distributed Co-Simulation

Coral [33] (see section 2.4.1) does only support ZOH at this point. Higher order
hold functionality has of yet not been deemed necessary in the ViProMa project
because many of the model libraries used in the project do not support this. Hence,
the focus here is given to ZOH.

When subsystems in a co-simulation are sampled, they exchange data according
to the mapping of the subsystems in the co-simulation and is controlled by the co-
simulation master algorithm. A general introduction to such an algorithm is given
in the following.

2.2.2 General Co-Simulation Master Algorithm

To illustrate the use of co-simulations in practise, consider two subsystems each
expressed as

9xi � f ipxi,ui, τ c,iq
yi � hipxi,ui, τ c,iq

(2.6)

where xi P Rn is the state vector for subsystem i, ui P Rm is the input vector
from the connected subsystems for subsystem i, τ c,i P Rp is the control vector
input for subsystem i, f ip�q : Rn �Rm �Rp Ñ Rn is the vector of differential
functions for subsystem i, yi P Rr is the output vector and hip�q : Rn � Rm �
Rp Ñ Rr is the output mapping function vector for subsystem i.

Assume that these two subsystems are to be connected in a co-simulation such that
u1 � y2 and u2 � y1. Then, u1 and u2 are held constant between global time
steps (macro time steps) Td and updated only at each discrete time event ti ¥ nTd
where n P N¥0 is a counter that counts the number of data exchange events, start-
ing at zero. The data exchange is controlled by a co-simulation master algorithm,
as shown in Figure 2.4, which also controls the total simulation procedure and the
global system time in the co-simulation.

Mathematically speaking, the two subsystems in the co-simulation end up being
solved similar to the procedure given in Algorithm 2.1. Note that when multiple
cores are used in the co-simulation (distributed simulation) the two while-loops
given on the lines 7-12 and 13-18 in the algorithm are solved in parallel on their
own cores, not in order for each other as shown in the algorithm. Also note that
the sampling of data is done by the use of ZOH.

The procedure shown in Algorithm 2.1 is an explicit and non-iterative scheme
to solve the two coupled subsystems. This, because the two subsystems can be
connected to each other directly. However, there also exist iterative and implicit
schemes as well [33]. While the explicit co-simulation procedure is by far the
simplest and most straight forward one, the implicit co-simulation scheme gives
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Figure 2.4: Two subsystems connected in a co-simulation

Algorithm 2.1 Solution procedure for a co-simulation containing two general sub-
systems.
1: procedure COSIM() � Total simulation implemented as a function
2: Initialize() � Parameters and initial conditions
3: while t ¤ tstop do � Solver loop
4: t � t� Td � Td is the time between each communication points
5: u1 � y2 � Updating subsystem inputs
6: u2 � y1
7: while t1   t do � Solving subsystem 1 until next communication point
8: 9x1 � f1px1,u1, τ c,1, t1q � Calculate rate
9: rx1, ∆t1s � Solvep 9x1,x1, τ c,1, t1q � Solve for next local time step

10: y1 � h1px1,u1, τ c,1q � Update subsystem output
11: t1 � t1 �∆t1 � Update local time
12: end while
13: while t2   t do � Solving subsystem 2 until next communication point
14: 9x2 � f2px2,u2, τ c,2, t2q � Calculate rate
15: rx2, ∆t2s � Solvep 9x2,x2,u2, τ c,2, t2q � Solve for next local time step
16: y2 � h2px2,u2, τ c,2q � Update subsystem output
17: t2 � t2 �∆t2 � Update local time
18: end while
19: Collect(t,x1,x2...) � Storing results
20: end while
21: plot(t,x1,x2...) � Post-processing, for example plotting data
22: end procedure

additional support when the connectivity of subsystems in a co-simulation fails.
Such connectivity problems are discussed in more detail in Chapter 4. Hence,
when using iterative and implicit schemes the time steps in a co-simulation can
be performed both in parallel (Jacobi) and in serial (Gauss-Seidel) [58]. How-
ever, in this thesis the focus will be given to the explicit one with constant input
approximation between global communication time steps.
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Even though Algorithm 2.1 shows a simplified mathematical representation of a
co-simulation, it does not reveal anything about which functions in the subsys-
tems that are called by the co-simulation master and how the data are exchanged
between the subsystems, other than the fact that it happens after global communic-
ation time step Td. If the two subsystems in the algorithm were two mathematical
systems implemented in the same programming language, run on the same op-
erative system and on the same computer (and possibly the same processor), the
connection between the two codes would be simple, and one could easily tailor
a co-simulation master algorithm that handles the signal flow as well as running
the total co-simulation, although not being a generic implementation. However,
if the subsystems are to be implemented and connected in a generic way in a co-
simulation, having focus on reuse of the subsystems, the situation changes. Then
a standard for distributed co-simulation systems that specifies the architecture and
the implementation is needed. Such standards are discussed in the following.

2.3 Standards for Distributed Co-Simulations
As of today, two standards for performing distributed co-simulations are dominant,
probably the most prominent one being the IEEE standard High Level Architecture
(HLA) [59] and the newest one being the de-facto standard Functional Mock-up
Interface (FMI) [60]. These two standards are quite different despite being some-
what interoperable. It is actually possible to run a distributed simulation using the
HLA standard as master algorithm while implementing the subsystems according
to the FMI standard [61, 62, 63]. In this work co-simulations will be based only on
the FMI standard, as argued for in [33] where also a comparing presentation of the
two standards are given. Hence, only a short abstract of the headlines from [33] is
paraphrased in the following.

2.3.1 High-Level Architecture

High-Level Architecture (HLA) was initially developed for the US Department of
Defense by the Defence Modeling and Simulation Office for use in wargaming
and training simulations, and is a standard which describes a general-purpose co-
simulation architecture [64]. The first version of HLA was released in 1996 and
became a IEEE standard (IEEE 1516) a few years later. The latest version of this
IEEE standard is IEEE 1516-2010 and is commonly referred to as HLA Evolved
[65]. The implementation of HLA may vary and there exists both commercial and
free HLA implementations. Two similar architectures are the Distributed Interact-
ive Simulation (DIS) [66] and the Common Simulation Interface (CSI) [67]. DIS is
the precursor of HLA and is particularly made for military applications with focus
on meeting the training needs, while CSI was developed by SINTEF Ocean for the
purpose of maritime vessel simulations.
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HLA is designed around its subsystems, or subsimulators, called federations. A
federation is a group of independent subsystems, known as federates, which com-
municate with each other through a common Run-Time Infrastructure (RTI), which
is responsible for time synchronization as well as routing signals between the fed-
erates. The federates themselves can consist of various functionalities, such as for
performing numerical simulations, enabling hardware and human interfaces and
live visualization tools for training purposes or data monitoring.

Some of the most commonly mentioned advantages of HLA include interoperab-
ility, which means that federates may run on different platforms and use different
simulation methods, and re-usability, which means that federates may be easily
re-used in multiple simulations. On the other hand, the HLA has also a few dis-
advantages. Because the wire protocol between the federates and the RTI is not
standardized, a federate made for one specific HLA implementation generally can
not be used with a different implementation. Also, in contrast to the master/slave
structure in the FMI standard, federates are not passive slaves that wait for an-
onymous input data. Instead they actively request, by name, the data they require.
This, in addition to other reasons such as not being sufficiently easy to use and not
provide well-defined interfaces, is why the HLA standard was not selected as the
co-simulation standard in the ViProMa project [33].

2.3.2 Functional Mock-up Interface

According to [60] the Functional Mock-up Interface (FMI) is a tool independent
standard for the exchange of dynamic models and for co-simulations developed
in the ITEA2 project MODELISAR in 2010. The standard is actively maintained
and developed by the Modelica Association, and a second version was released in
2014 [68].

The standard specifies that each model should be packaged as a Functional Mock-
up Unit, which are archive files that contain the model code for one or more plat-
forms, along with metadata and model documentation. For example, for the Win-
dows operating system a FMU would consist of shared libraries (dll) and a xml-file
for representing the metadata, in additional to other supporting files. The standard
also specifies the format and structure of files and directories in an FMU (see Fig-
ure 2.5), as well as the APIs that must be implemented by the model code, defined
in the terms of the C programming language.

The FMI standard is divided into two parts, FMI for Model Exchange and FMI
for Co-Simulation, where the latter is relevant here and defines an interface for
models which are bundled with their own numerical solver. Hence, an FMU made
based on this standard is a description of a subsimulator in the form of compiled
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Figure 2.5: FMU structure

code and metadata. Several connected FMUs constitute a co-simulation, where a
co-simulation master algorithm handles the data exchange between the FMUs and
the time synchronization. As mentioned in section 2.2, the exchange of data is
a discrete event taking place at each communication point, between which each
model is solved independently from the others by its own local solver. However,
it should be noted that the APIs do not put restrictions on whether a local solver is
implemented in each FMU or not, it just tells the FMU to perform a time step of
given length. Hence, an FMU can be implemented without a solver if not needed,
which is typically the case if the FMU is a communication portal to hardware or
human interface in a co-simulation.

The FMI standard for co-simulation is based on a master/slave model of commu-
nication where each FMU is a slave and controlled by a master algorithm. Hence,
the FMUs in a co-simulation have no information about which other FMUs are
present in the simulation, nor about which FMUs they are connected to, other than
the fact that they know their input values, because all exchanged data in the co-
simulation go through the master algorithm. Another interesting aspect regarding
FMUs is that they are closed for modification, meaning that once an FMU has
been created, there is not simple way of modifying its behaviour or external in-
terface. This, because the model code is typically stored in compiled binary code
form, which means that numbers, types and names of input and output variables
are fixed. Even though this is bad for scalability and for making model changes on
the fly, it enables sensitive model data to be exported as an FMU without spoiling
business secrets, and is referred to as black-box implementations.
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The FMI standard for co-simulation does not say how, or in what format, data
are exchanged between the FMUs, nor how the the slaves are time synchronized.
Hence, FMI support can be implemented in almost any type of simulation software
and the number of tools supporting this standard is large and grows quickly [69].

2.4 Carrying out Co-Simulations
Even though the co-simulation standards provide a framework for implementing
the subsystems in a co-simulation, it is not always trivial to determine the interface
of each subsystem in a co-simulation such that each subsystem can be connected
directly as intended. For sure one should try to implement each subsystem in a co-
simulation with focus on modularity such that each subsystem can be replaced by
another when testing different system configurations in design case studies. This
is simpler when the same person has developed all subsystems in a co-simulation
but this is seldom the case if co-simulations are to be used in the maritime in-
dustry. Even though system modularity and subsystem interfaces are discussed in
more detail for a special type of systems in Chapter 4 a short discussion relating
co-simulation scenario control and modularity will be presented shortly. Also, a
short presentation of the vessel simulator derived in this thesis will be given in
order to facilitate the discussion about co-simulation scenarios even though being
thoroughly elaborated in section 8.3.

In this thesis the presented co-simulation case studies in Chapter 8 are simulated
using the co-simulation master algorithm Coral developed in the ViProMa pro-
ject, as will be presented in more detail in section 2.4.1, where each subsystem
is implemented as FMUs according to the FMI standard. However, some smaller
co-simulation case studies are also presented in Chapter 3 and Chapter 4, but these
have been implemented directly in the Python programming language where each
subsystem is implemented as function libraries and solved separately according
to co-simulation theory. The co-simulation master algorithm is also implemented
directly in Python and is similar to the one presented in Algorithm 2.1. Neverthe-
less, a short presentation of the co-simulation master algorithm Coral is given in
the following.

2.4.1 Coral

The co-simulation software Coral, developed in the ViProMa project by SINTEF
Ocean (former SINTEF Fisheries and Aquaculture), is built from the ground up
with FMI support and has the same master/slave structure as the FMI standard. The
software has two primary responsibilities, communication and synchronization. It
transport data between the slaves according to the prior co-simulation connections,
possibly over network, making sure that each output value is routed to the correct
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Figure 2.6: A diagram that shows the various components in a co-simulation when using
the Coral software. Note that everything inside the dashed rectangle is formally part of
Coral [33]. Note that the meaning of API/EXE in the figure is that the functionality is
offered both in the form of a C++ programming interface and as a ready-made executable
application.

input variables. The software also takes care synchronizing the slaves, meaning
that it issues commands to all slaves that tell them when to perform a new time
step and how large the time step should be before reaching the next communication
point.

Since Coral supports network distribution of simulations, it is necessary to actually
start the slaves on each computer when initiating a new simulation. This is done
by a server program called slave provider which is started on each participating
computer. This server program loads the FMUs that are locally available on each
of the computers, publishes information about the available slaves on the network
as well as spawning the slaves at the request of the co-simulation master. Note that
an FMU is similar to a class in object-oriented programming terminology, which
means that it represents a blueprint for a model and can be instantiated several
times in a single co-simulation, representing multiple instances of that model in
the simulation. A schematic overview of the master algorithm is shown in Figure
2.6.

Coral is implemented as a software library in C++ and can therefore be embedded
directly into programs that need to perform co-simulations. In addition, it comes
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Figure 2.7: System overview of vessel in DP-operation including power plant and thruster
configuration

with a set of stand-alone command-line applications that allow users to run co-
simulations configured via text files.. The software is planned to be developed
further in the future having additional useful functionalities and features, and has
been released under a permissive open-source license both as pre-compiled and
open code. A development schedule, documentation of the software, as well as a
link to the download page of the software, can be found on the project’s web-page
[19].

One co-simulation system that has been simulated by the use of Coral is the open
source vessel simulator derived in this thesis and a is presented in the following.

2.4.2 Vessel Simulator

Officially, two demonstrators have been developed in the ViProMa project, one
being provided by the VISTA project [23] that uses the Coral software embed-
ded in a workbench software developed in the project and the other one being a
co-simulation of NTNU’s research vessel R/V Gunnerus [70]. Since both these
demonstrators are bound by licences; the VISTA project being an industrial pro-
ject where the results are owned by VARD and the Gunnerus demonstrator con-
taining submodels being restricted by license from VeSIM, a simulation software
developed by SINTEF Ocean, an additional demonstrator has been developed in
this thesis, not being restricted by any form of licenses. Most of the subsystems
that constitute this demonstrator will be elaborated in Chapter 5, Chapter 6 and
Chapter 7, and the application of the demonstrator will be presented in section 8.3.
Nevertheless, a short introduction to the demonstrator itself is given here.

The demonstrator represents a generic offshore vessel in dynamic positioning (DP)
operations including two azimuth thrusters placed at the stern as well as one tunnel
thruster in the bow, a power plant, a wave filter for filtering oscillatory environ-
mental disturbances, a DP-control system, a reference signal system and a thrust
allocation algorithm, as shown in Figure 2.7. The subsystems constituting the
vessel simulator is connected in a co-simulation environment as shown in Figure
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Figure 2.8: Overview of subsystems in the vessel simulator. Note that some of the con-
nections are drawn with dashed lines in order to distinguish the connections from each
other when they cross in the figure

2.8. Note that each thruster is respresented by a propulsor drive and a propulsor
and that there are 15 submodels in the total co-simulation setup, in addition to
monitoring FMUs for live plotting of data during a simulation that have not been
included in the figure. These live monitors, along with some of the control systems
have been implemented in a programming framework made by the author in C++
for fast prototyping- and automatic compilation of code and packaging of FMUs.
Other models have been made in the 20-Sim modeling and simulation software
[71], which has export tools supporting the FMI standard. Details regarding this
demonstrator will be treated more thoroughly in Chapter 8.

In larger co-simulation systems, such as the one shown in Figure 2.8 system mod-
ularity and generic scenario handling is important if the co-simulation system is to
facilitate replacing subsystems with others in a fast, efficient and robust manner.
This is especially important if co-simulations are intended as a tool supporting the
design process of new-builds, where some of the subsystems might be black-box
models provided by third party vendors, as well as for rapid testing of different
vessel configurations.

2.4.3 Simulation Scenario Control and Modularity

In co-simulations, system modularity, simulation scenario handling and configur-
ation of co-simulations are all related to each other. Whether a system is modular
or not is mainly dependent on the scope of study. For example, a marine offshore
vessel implemented as one single subsystem including all its equipment in a co-
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Figure 2.9: Sketch of an electrical motor powering a propeller. The dashed line in the
figure represents a connection between the two systems in a co-simulation environment

simulation can be modular in the sense that it can be replaced by another total
vessel model. However, it is not modular when for example considering repla-
cing the propulsion system inside the subsystem. Then the changes need to be
implemented in the subsystem and a recompilation is needed.

System modularity is also dependent on connectivity between subsystems and can
be degraded if subsystems can not be directly connected to each other when config-
uring a co-simulations. In many cases it can be hard to determine which inputs and
outputs to implement in a system, not only because of the causality of the system.
In particular, when working with dynamical systems it can be difficult to determine
which dynamical effects to include in which subsystem, especially when splitting
one system into two. It is always preferred to obtain complete state-space repres-
entations of the systems, for various reasons discussed in the following chapters,
but when one system is split into two one must determine how to split the dy-
namical effects between the two systems. For example, consider a propulsion unit
consisting of a propulsor drive and a propulsor, connected in a co-simulation as in
Figure 2.8. A closer view of the propulsion unit is shown in Figure 2.9, including
an electrical motor and a propeller.

In the figure the vertical dashed line illustrates a possible way of splitting the
propulsion unit into two subsystems – a propulsion drive and a propulsor. In this
thesis three different ways of defining the inputs and the outputs for the two subsys-
tems in the figure are considered and is dependent on in which subsystem the shaft
speed is calculated. In the case study presented in section 8.3 the shaft speed is cal-
culated in the propulsor model, which means that no rotational inertia is included
in the propulsor drive. In the case study presented in section 8.5 the propulsor
models are provided from VeSim and require a shaft speed input. Hence, the iner-
tia of the propulsion unit is implemented in the propulsion drive model. The third
option is to implement the shaft as a separate subsystem including the rotational
inertia of the total propulsion unit. This option is considered in the case study
presented in section 8.2. Also, a fourth option do exist, namely to split the rota-
tional inertia such that both the propulsor drive and the propulsor output a shaft
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speed, but then a flexible shaft model between the subsystem is needed if not con-
sidering iterative and implicit co-simulation schemes. However, this option is not
considered here since such a shaft model would become quite stiff in comparison
to the other models and give additional room for numerical errors and state offsets,
and would require a lower global communication time step size for obtaining good
simulation results.

This small example illustrates that it is not always trivial to define subsystem con-
nections, the inputs and outputs of each subsystem, and the choice of subsystem
connections can have a significant impact on the simulation results. One way to
increase the possibility to connect different subsystems in a co-simulation is to im-
plement the respective subsystems with multiple input and output options. This is
discussed in more detail in Chapter 4.

System modularity and effective configuration of co-simulations are also directly
related to generic handling of simulation scenarios since a simulation scenario
defines the operation conditions and possibly the overall situation control in a co-
simulation, such as e.g. providing reference signals for the position and orientation
for a marine vessel in DP-operations. This also sets requirements to the modular-
ity and the model fidelity of each subsystem which needs to have the possibility
to adapt to the simulation scenario. The fidelity of each connected subsystem will
not be given much focus here since the subsystem fidelity depend on the focus of
the co-simulation study, but the fidelity can have a significant impact on both the
subsystem connectivity and the interaction effects between the connected subsys-
tems.

On the other hand, the discussion here will focus on controlling the simulation
scenario in a co-simulation in a generic manner. One example from the maritime
industry that illustrates such a co-simulation scenario is the environmental loads
affecting a vessel and its equipment. Such environmental loads can be waves,
currents and winds and should have the same characteristics in each affected sub-
system. To illustrate this in more detail, consider a marine offshore vessel per-
forming a subsea crane operation as illustrated in Figure 2.10. In this case both
the hull, the propusion units, the wire connecting the payload to the crane and the
payload should experience the same global environmental conditions due to waves
and currents, dependent on their global positions and orientations, and if high fi-
delity models are considered also interaction forces between the subsystems, such
as between the thrusters and the hull, should be accounted for, as done in the case
study presented in section 8.5. In such a co-simulation case one could implement
the environmental conditions in each subsystem but this would degrade the system
modularity because when replacing one subsystem by another the environmental
conditions must be re-implemented, or at least re-configured in the new subsystem.
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Figure 2.10: Sketch of an offshore marine vessel performing a subsea crane operation

Another problem with this approach is that the environmental conditions must be
synchronized in each subsystem when interaction effects are considered. This ar-
gue for implementing the environmental conditions as a separate subsystem in a
co-simulation where each subsystem that are affected by the environmental ef-
fects subscribes for the environment based on their global position and orientation.
Then, a standardization of which data and how to exchange it between relevant
subsystems should be considered.

As have been discussed in this section, the system modularity, system scenario
control and configuration of co-simulations are strongly related. In this thesis spe-
cific subsystem connections and modularity will not be given much focus except
for when the choice of subsystem inputs and outputs directly affects the state-
space model by introducing differential algebraic equations, as will be discussed
in Chapter 4. Also, it is out of scope in this thesis to develop a standard for hand-
ling scenarios in a generic fashion in co-simulations, mostly because of the import-
ance of including the industry when developing such standards. Note that in the
co-simulation case studies of marine offshore vessels presented in this thesis the
environmental conditions will be implemented directly in the hull model, which
other subsystems will subscribe to if necessary.





CHAPTER3
Stability and Accuracy in

Distributed Co-Simulations

This chapter is based on a reformatted and restructured version of [34, see P2 in
section 1.6], in addition to some topics that are presented in [35, see P3 in section
1.6] and [36, see P4 in section 1.6] as well as a general discussion about dynam-
ical stability theories that are applicable to distributed systems. This chapter takes
aim at studying numerical stability in distributed co-simulations through dynam-
ical system stability and numerical stability using explicit numerical solvers. This
is done by studying outer stability limits, for example stability conditions when
handling unstable subsystems or marginally stable solvers. To conclude global
stability of a distributed co-simulation both dynamical system stability and numer-
ical stability must hold, and in this chapter these stability criteria is combined into
one unified non-conservative criterion for distributed linear dynamical systems.
Some examples are given in order to both highlight numerical stability issues and
to prove stability in different case studies. The derived stability criterion is also ex-
tended to include distributed systems containing non-linear dynamics, although the
stability results become more conservative. In the end, an adaptive non-iterative
energy-conservation-based communication time-step size controller ECCO [35] is
presented with the intention of improving the accuracy of the co-simulation results.

3.1 Introduction and Motivation
Stability is a widely used term in the field of modeling and is used both in context
of dynamical systems and solutions in simulations. However, dynamical stability
and numerical stability are often separated, even though both are somewhat de-
pendent on the system characteristics, because they usually have separate areas of
application. In general, stability in systems is a measure of convergence, often ex-
pressed through asymptotic- or exponential characteristics, and is solely related to

39
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dynamical system properties. Dynamical stability is well documented in the field
of modeling [25, 31, 27], as well as in the field of control [30, 29]. On the other
hand, numerical stability in solutions is a measure of numerical convergence [72]
and is dependent on the eigenvalues of the system to be solved and the numerical
solver characteristics. In other words, the stability of a system is a property char-
acterized by the system dynamics and the stability of solutions is a solver property,
whether the eigenvalues of the system are inside the stability region of the chosen
numerical solver or not. However, in distributed co-simulation systems the stabil-
ity of the system and the solution seems to be more related.

Dynamical stability of distributed systems is similar to sampled system stability
[73, 74]. However, when using fixed-step size solvers, the dynamic stability of
linear distributed systems is closely related to the stability of discretized linear sys-
tems [29, 75]. Stability of distributed systems has been studied from many differ-
ent angles in the literature, for example through zero-stability analysis of coupled
integration [76, 77], jacobian-based co-simulation algorithm to overcome stabil-
ity issues [76], stability and convergence analysis of sequential algorithms [78],
modular integration for Runge-Kutta methods [79] and Dahlquist test equations
[80] for stability analysis of distributed systems [81, 82]. However, less results
containing numerical stability of distributed simulation results can be found in the
literature.

In this chapter numerical stability of distributed co-simulations will be studied
on a general level, and much focus will be given to linear systems. Also, some
focus is given to dynamical stability of distributed systems where linear systems
and transfer functions as well as general passivity theory will be highlighted. It
should be noted that a thorough stability analysis of a distributed simulation system
is contradicted by the use of black-box models since all system information are
hidden. As it turns out, some subsystem characteristics can help us guarantee
stability without considering the detailed subsystem information. This topic is
discussed in section 3.3.2. For the rest of this chapter, all subsystem information
in a co-simulation are considered known. Before diving into the core topics in this
chapter, some background and definitions are given in the following.

3.2 Background Theory and Definitions
In this chapter, the main focus is given to linear dynamical systems, since the expli-
cit numerical solvers are linear and, as will be shown later on, some of the results
from studying linear systems can be extended to also yield for non-linear systems,
although being more conservative. In the following, a general linear system is
defined and a presentation of explicit numerical solvers are given.



3.2 Background Theory and Definitions 41

3.2.1 Linear System Formulation

If we assume that the output yi for subsystem i is only dependent on the internal
states in a subsystem, (2.6) may for subsystem i be rewritten as

9xi � Aixi �Biui �Bc,iτ c,i

yi � Cixi
(3.1)

where Ai P Rn�n is the state mapping matrix, Bi P Rn�m is the input matrix
mapping,Bc,i P Rn�p is the control matrix mapping andCi P Rr�n is the output
mapping matrix for a set of linear differential equations with n states, m inputs,
r outputs and p control variables. If only two single uncontrolled subsystems are
present in the distributed system, the differential equations can be simplified and
expressed as

9x1 � a1x1 � b1u1 (3.2a)

y1 � c1x1

9x2 � a2x2 � b2u2 (3.2b)

y2 � c2x2

where y1 and y2 are the subsystem outputs, and at each communication point

u1 :� y2

u2 :� y1
(3.3)

In the rest of this chapter it will be assumed that τ c,i � 0 for simplification reas-
ons. This can be argued for since the internal control law often can be represented
as a state-space formulation as well, possibly increasing the size of xi. Before
discussing dynamical and numerical stability of distributed systems a short intro-
duction to explicit numerical solvers are given in the following.

3.2.2 Explicit Numerical Solvers

In this chapter only explicit local solvers are considered in each subsystem in a
co-simulation, since only explicit co-simulation schemes are treated. Hence, no
port-dependent algebraic loops and relations between connected subsystems in a
co-simulation are considered. Such algebraic port-dependent loops and implicit
equations are discussed in more detail in Chapter 4. A thorough introduction to
numerical solvers are given in [83] and only a short introduction will be given here.
For simplification reasons, the solvers used here are also assumed to have fixed
time-step sizes. This is because the same conditions for assuring stable simulation
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results will yield for variable time-step sizes, where the maximal (and in some
cases the minimal) local time-step sizes are determined.

The stability of a numerical solver is closely related to the eigenvalues in the sys-
tem to be solved, and by knowing the eigenvalues it is possible to choose a solver
and a time-step size that stabilize the solution. Moreover, such solvers are also
linear which means that when solving non-linear differential equations the solvers
approximate the solution of the system by solving piecewise linearized parts of the
non-linear system.

For a system i, given as in (3.1), the eigenvalues λi can be found by solving

detpIλ�Aiq � 0 (3.4)

where I is the diagonal unit matrix of size n � n where n is the number of states
in the subsystem. By assuming that the forward Euler integration method is used
one can find the largest time step for which the solution is stable based on these
eigenvalues, assuming that the system inputs ui and τ c,i are held constant. A
differential equation given as

9x � fpxq (3.5)

can be solved by the forward Euler integration method as

xi�1 � xi � fpxiq∆t (3.6)

where xi�1 is the numerical solution of the differential equation at time ti�1 �
ti �∆t. The forward Euler integration method is stable if @ λi,

|1� λi∆t| ¤ 1, ∆ti ¡ 0 (3.7)

where λi is eigenvalue i P t1, ..., nu of the differential system. If the eigenvalues
are all real, the stability criteria can be simplified to

∆t ¤ � 2
λi

(3.8)

By looking at the Tailor series expansion of the exponential function given as

ex �
8̧

j�0

xj

j! � 1� x� x2

2 � x3

6 � x4

24 � ... (3.9)

we see that the Euler integration method approximates the exponential function
with an order of 1. Hence, the Euler integration method is a first order method.
The Euler integration method equal to the first order Runge-Kutta method, and the
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Figure 3.1: Stability regions for explicit numerical solvers. The eigenvalues of the system
λi multiplied with the solver time step ∆ti must be placed within these limits for the
respective solver to remain stable. Note that RK is the abbreviation for Runge-Kutta and
the following number gives the order of the method

stability limit for higher order Runge-Kutta methods can be found similarly. For
simplification reasons let the approximation of ex with an order p be defined as

˜Exppx, pq �
p̧

j�0

xj

j! (3.10)

Hence, the stability criterion for the Runge-Kutta 4 method can be expressed as

| ˜Expp∆tλ, 4q| � |1�∆tλ� ∆t2λ2

2 � ∆t3λ3

6 � ∆t4λ4

24 | ¤ 1. (3.11)

Figure 3.1 shows a graphically representation of the stability limits for the forward
Euler integration method and the Runge-Kutta integration method with orders 1 to
4. From the figure we can clearly see that higher order explicit numerical integ-
ration methods, such as the Runge-Kutta 4 integration method, allow larger time-
step size than lower order methods such as the forward Euler integration method.
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Hence, by proving that a system is stable for a given time-step size with the for-
ward Euler integration method, we are guaranteed that it will remain stable, using
the same time-step size, with higher order explicit integration methods.

Explicit numerical solvers have the property of being stable when solving expli-
cit dynamical systems with stable dynamics, assuming the local time steps have
been chosen correctly and that the total system has no inputs ( 9x � Ax) that can
destabilize the system. This, because |e∆tλ| ¤ 1 implies that λ ¤ 0. As it turns
out, if the dynamics in a system are unstable, the solution of the system when us-
ing an explicit numerical solver would also become unstable. Before moving on
to numerical stability for distributed co-simulation systems, a review of applicable
dynamical stability theories is conducted and presented in the following, with a
main focus on linear systems and their transfer functions, as well as general sys-
tem passivity theory.

3.3 Dynamical Stability
Normally, linear systems and non-linear systems are separated when talking about
dynamical stability. This is not because they are treated differently, because linear
systems can be analysed the same way as non-linear systems. However, since
linear system theory is a special case of non-linear system theory, there exists
additional stability results, tools and methods for analysing linear systems, that
are not directly applicable to non-linear systems, which result in less conservative
stability results than for non-linear systems.

When analysing dynamical stability of a distributed system, all system informa-
tion must be known if the subsystems do not have certain properties, as will be
discussed in section 3.3.2. Before presenting dynamical stability theory related
to linear systems and other special cases, a general discussion regarding different
stability theories is given in the following.

3.3.1 General Stability Theory

When analysing the dynamical stability of continuous systems the most wide-
spread theory is the Lyapunov stability theory. This stability theory is an energy-
based method for assuring that the dynamics in a system dissipate enough energy
to remain stable. In other words, if a system dissipate more energy than it pro-
duces, it will converge to the nearest equilibrium point [30, 84]. The difference
in energy production and energy dissipation in a system is related to the eigenval-
ues in the system and if a system has an increase in energy dissipation while the
energy production remains constant, the eigenvalues in the system becomes more
negative, as will typically the rate of the Lyapunov function. Note that energy is a
loose term in Lyapunov stability theory and does not necessarily reflect the actual
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energy in the system and is more a measure of state values which typically reflects
the energy in a system. Lyapunov stability theory has its major strengths when it
comes to control system designs, and many control designs such as backstepping
[85] and sliding mode control [86] can be derived directly from such a stability
analysis [87, 28].

When it comes to sampled systems, or distributed co-simulation systems, Lya-
punov stability theory can be applied as well [88]. However, a co-simulation
system must be represented in a suited way, mathematically speaking. There ex-
ists many different frameworks for describing a sampled system mathematically.
Three of these frameworks include a complete discrete-time system representa-
tion, which means that non-linear dynamics must be approximated, a more or less
complete continuous-time system but where sampled inputs are treated as arbitrar-
ily large constants for assuring input-to-output stability [89], and represented as a
combination of a continuous-time and discrete-time system, as is done in hybrid
dynamical systems [90, 91].

When representing a sampled system as a discrete-time system, non-linear dynam-
ics are approximated as linear dynamics, for example by using the Euler discretiza-
tion method [92]. The rate criterion for the Lyapunov function is also split into two,
one criterion for continuous dynamics as before, and one rate criterion for assur-
ing stability in discrete events, such as when exchanging data between subsystems
global communication time steps in co-simulations. A thorough review of discrete
Lyapunov stability theory is given in [93], and some interesting aspects regarding
non-linear sampled systems are discussed in [94]. Even though non-linear dynam-
ics are approximated in discrete-time system representations, the system can be
proven stable based on the approximated systems if having certain characteristics
[95]. This is also proven for the hybrid dynamical systems framework [96].

In general, these three methods for representing a co-simulation system mathem-
atically fit all dynamical systems represented as differential equations, both linear
and non-linear. However, in practice, the introduced dynamical stability frame-
works may not be as simple to apply in practice, since all information about the
subsystems must be known and since suited Lyapunov function candidates must be
constructed. These Lyapunov function candidates may be harder to construct for
sampled systems, at least in the hybrid dynamical framework since it must satisfy
both the continuous-time and the discrete-time rate criteria. In [90, Example 3.21]
an example describing the dynamical stability analysis of a linear sampled-data
system using Lyapunov stability theory is given, but the example is restricted to
systems that have special passivity characteristics.

There exists a few stability theories that enable us to analyse each subsystem in a
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co-simulation separately and sum each local stability results into a global system
stability result. Two such stability theories are Input-to-State-Stability (ISS) [97]
and system passivity theory. Passivity is a special and quite useful dynamical
system property and can save us a lot of work when analysing the stability of a
distributed system.

3.3.2 Passivity

Passivity is an input-output property of dynamical systems that reflects the dissip-
ative properties in a system [98]. Passivity is also closely related to dynamical
stability [99, 100], such as the finite gain L2 stability [101]. Moreover, if multiple
passive systems are connected, the total connected system is also passive [102],
which yields both for continuous-time systems and discrete-time systems. This
means that one can assure stability of a co-simulation including black-box mod-
els as long as the provider of the black-box models can assure that the models
have certain passivity characteristics. In other words, we do not need to know the
dynamics in a black-box model in order to assure that our total co-simulation is
dynamically stable as long as the black-box model has certain passivity character-
istics.

Passivity theory has been thoroughly documented for continuous-time systems,
and good introductions to passivity are given in [101, 103, 104]. Some work re-
garding passivity in discrete-time systems are also documented in the literature.
Several dissipativity and passivity implications for linear discrete-time systems
are discussed in [102], feedback passivity of non-linear discrete-time systems with
a direct link to the system input and output is discussed in [105], passivity with re-
spect to discrete-time lossless systems are discussed in [106, 107] and the concept
of average passivity is introduced for differential difference presentation of non-
linear discrete time dynamics in [108]. However, we do not need to apply discrete-
time passivity theory to co-simulation systems, since each subsystem in the co-
simulation is assumed continuous and were only subsystem inputs and outputs are
characterized as discrete. As a matter of fact, if all subsystems in a co-simulation
have the right passivity properties, the total co-simulation system is not only stable
but we might as well choose the global communication time step Td arbitrarily.

The passivity theory provides multiple useful stability theorems and two of the
most central ones are given in [101, Theorem 6.2 and 6.3]. For example, by us-
ing Theorem 6.2 in [101] it is possible to prove that the two subsystems in a co-
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simulation given as

9x1 � �x1 � 0.1u1

y1 � x1

9x2 � �0.5x2 � 0.1u2

y1 � x2

(3.12)

are finite gain L2 stable. Moreover, it can be proven that the two systems are
strictly passive, which according to Theorem 6.3 in [101] results in global asymp-
totically stability if Lyapunov functions given as Vi � 1

2x
2
i are used. Hence, for the

co-simulation system given in 3.12 we can choose Td arbitrary without affecting
the dynamical stability of the co-simulation system.

Another special case in dynamical stability analysis is linear systems where sta-
bility analysis methods utilizing transfer functions can be applied. This method
is exact for linear systems but can also be used to assure stability of non-linear
systems by using linear approximation functions.

3.3.3 Linear Systems and Transfer Functions

Perhaps one of the major advantages of working with linear sampled systems is
that the systems themselves can be exactly represented by transfer functions. Since
we already have a transfer function describing the ZOH, see (2.5), we can simply
combine the subsystems and the sampling dynamics in the stability analysis [29].
Let us assume that we have two singe-input-single-output (SISO) linear subsys-
tems as given in (3.2) which are connected in a co-simulation and that exchange
data with the communication time step Td. The dynamics in each subsystem can
be represented as a transfer function given as

Hipsq � yipsq
uipsq �

bici
s� ai

(3.13)

By combining the system dynamics with the sampling dynamics in (2.5) the total
transfer function can be expressed as

HipsqHZOHpsq � bici
s� ai

�
1� e�sTd

s



(3.14)

A block diagram representation of the total system is shown in Figure 3.2. Note
that two noise variables v1 and v2 has been introduced in order to calculate a total
system transfer function that can be used in a stability analysis. For example, by
setting v2 � 0 one can calculate a transfer function that relates the noise v1 to the
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Figure 3.2: Block diagram representing a co-simulation including two linear SISO sub-
systems and zero-order-hold sampling blocks

output y1. If this transfer function is stable, then the total co-simulation system
would also be stable. In order to simplify the calculations, the transfer function
given in (3.14) is transformed into the Z-plane and expressed as

Z rHipsqHZOHpsqs � bici
ai

�
eaiTd � 1
z � eaiTd



(3.15)

where z is the z-transform operator. Hence, the transfer function relating v1 to y1
can after some calculations be expressed as

Hv1y1pzq �
y1pzq
v1pzq �

σ1pz � ea2Tdqpea1Td � 1q
pz � ea1Tdqpz � ea2Tdq � σ1σ2pea1Td � 1qpea2Td � 1q

(3.16)
where σi � bici

ai
. To evaluate weather the transfer function is stable or not, we must

find the poles of the transfer function which is done by finding for which values of
z the denumerator in the transfer function is zero. If these values of z are less than
or equal to 1 in magnitude, the total system is stable. Hence, the transfer function
in (3.16) is stable if

1
2
��ea1Td � ea2Td

�
b
pea1Td � ea2Tdq2 � 4σ1σ2pea1Td � 1qpea2Td � 1q � 4epa1�a2qTd

���� ¤ 1

(3.17)

It is hard to solve (3.17) explicitly for Td, but one can solve it graphically by
plotting the stability criteria as functions of Td. An example that illustrate this
method is given in 3.1 .

Example 3.1 (Stability analysis using (3.17)). Assume that two connected subsys-
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Figure 3.3: Stability criteria for transfer function in (3.16)

tems are given as

9x1 � �x1 � u1

y1 � x1

9x2 � �0.1x2 � u2

y2 � x2

(3.18)

Figure 3.3 shows the real values of the poles zi for the transfer function in (3.16).
As can be seen in the figure, the two poles seem to overlap and the system is stable
as long as 0 s¤ Td ¤1.111 s. This proves that we have found an upper limit for Td
for which the system is stable when a constant noise bias v1 is added to the input
of subsystem 1. Since the entire system is represented in the transfer function, it
also proves that we have found an upper limit for Td for which the entire system is
stable even though v1 � 0.

Figure 3.4 shows a co-simulation of the two connected subsystems where Td �
1.111 s, the initial conditions are set to x1p0q � 5.0 and x2p0q � 2.0, and where
the Euler integration method is used as a local numerical solver in both subsystem
with a time-step size of 0.001 s. As can be seen in the figure, both states seem to
be marginally stable, meaning that Td can not be increased any further without
making the entire co-simulation unstable. Note that Global solution in the figure
refers to the sampled data while Local solution refers to the output from each of
the local solvers. �

In [109] a stability criterion for sampled-data linear systems derived from Lya-
punov functions and the hybrid dynamical framework, resulting in a set of linear
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Figure 3.4: Simulation of connected subsystems, Td � 1.111s, x1p0q � 5.0 and x2p0q �
2.0. The Euler integration method is used locally to solve both systems with a time step of
0.001 s ( 1

∆ti where ∆ti is the local solver time step for subsystem i), and the green graphs
denote the local solutions for the Euler solver plotted with a frequency of 1000Hz while
the blue graphs denote the global solution plotted with a frequency of about 0.9Hz ( 1

Td
)

matrix inequalities (LMIs) that needs to be evaluated, is presented. By applying
this criterion to our system in (3.18) we obtain a maximal stabilizing value for the
global communication time step of Td � 0.9415 s, which is a more conservative
result.

In the co-simulation in Example 3.1 the local solver time-step sizes were set relat-
ively low in comparison to the eigenvalues of the systems. This was done in order
to minimize numerical errors due to the solvers when studying the stability limit
for the two connected systems. However, the two systems could have been solved
separately with much higher solver time-step sizes, as will be discussed in 3.4.1,
but since the co-simulation is marginally stable when Td � 1.111 s, an increase in
both local solver time-step sizes will decrease the system robustness and may res-
ult in an unstable simulation. Another stability aspect is that the local propagating
times in each subsystem in a co-simulation must be synchronized at each global
communication point, as will be elaborated in section 3.4.2. Hence, the choice
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Figure 3.5: Stability criteria for the passive co-simulation system presented in (3.12)

of Td also affects the choice of local solver time steps. Nevertheless, by setting
the local time steps in the linear co-simulation system in Figure 3.4 to 0.00275 s,
while Td is left unchanged, the total co-simulation becomes unstable.

Now, when we have an exact dynamical stability criterion for two linear subsys-
tems connected in a co-simulation, we can take another look at the passive linear
co-simulation system presented in (3.12).

Example 3.2 (Stability criterion applied to passive subsystems). Figure 3.5 shows
a plot of the eigenvalues for the total system given in (3.12) as a function of Td in
comparison to the dynamical stability limit. As can be seen in the figure, the ei-
genvalues stabilize at |zi| � 0.1414 when Td Ñ8. This can also be proven math-
ematically by setting Td Ñ 8 in (3.17), limTdÑ8 |zi| � | � ?

σ1σ2| �
?

0.02.
Hence, the system is stable for Td ¡ 0. Note that since each local solver time step
in a co-simulation must be less than or equal to Td, the global communication step
must be larger than zero in order for the co-simulation to propagate in time. �

It is clear that it is a lot of work to analyse the stability of a large co-simulation
system, even though only consisting of linear subsystems where system represent-
ations through transfer functions are possible. Also, even though a co-simulation
is proven stable for a given value of Td, it might not be stable in a simulation.
This has to do with the numerical stability of the co-simulation itself. As was
established in section 3.2.2 a given value of Td affects the eigenvalues of the co-
simulation system, and hence, the local numerical solvers. Thus, a co-simulation
system must be both dynamical stable and numerical stable in order to produce
stable simulation results as will be discussed in the following.
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3.4 Numerical Stability in Distributed Systems
When studying a single dynamical system one can determine which numerical
solver to use and the corresponding solver time-step size based on the system dy-
namics if the numerical solver is an explicit fixed-step size solver. However, in a
distributed system the inputs in each subsystem will affect the total distributed sys-
tem dynamics and change the eigenvalues respectively. This can cause instabilities
in the local solvers and will be discussed more in detail in the following.

3.4.1 Continuous System Analysis and Eigenvalues

A single linear differential subsystem given as in (3.2a) has the eigenvalue λ1 � a1
and it can be verified that if a1   0 and that u1 is bounded and equal to some
constant, the system is dynamically stable when assumed continuous. By assuming
that the Euler integration method is used to solve this subsystem, the time step
requirement for a stable solution is given as ∆t1   �2

a1
.

Now, consider two single uncontrolled linear differential equations as given in
(3.2) with ui � yk @i � k where k is the last communication time step. These
differential equations can be rewritten as a compact set of differential equations
in continuous time under the assumption that the two subsystems interchange data
continuously, �

9x1
9x2

�
�
�

a1 b1c2
b2c1 a2

� �
x1
x2

�
(3.19)

and in an even more compact form

9x � Ax (3.20)

where x � rx1, x2sJ. This system will always be dynamically stable when treated
as a continuous system of differential equations if all eigenvalues of A are less
than zero. The eigenvalues in (3.19) can be calculated as

λ1,2 � 1
2

�
a1 � a2 �

a
pa1 � a2q2 � 4b1b2c1c2

�
(3.21)

As can be seen when treating the two subsystems as one continuous system, the
eigenvalues for the total system are different from the eigenvalues in each subsys-
tem, as long as tb1, b2, c1, c2u � 0. Hence, when two or more subsystems with
local numerical solvers are connected in a distribute system the stability of the
local solvers would also depend on the interacting dynamics between the subsys-
tems. This can be a problem when using fixed step solvers such as the forward
Euler integration method if a predefined time-step size for each subsystem is be
set without knowing the dynamics of the surrounding subsystems in a distributed
simulation.
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One could argue that by choosing the local solver time-steps as small as possible
the simulation results from the total system would also become stable. However, it
is not certain that the combined dynamics are stable, and even if they are, the time
it takes to solve the total system would increase significantly. It is then reasonable
to believe that by decreasing the communication frequency in a distributed system,
the interconnected dynamics get weakened and the total simulation results in the
distributed system may remain stable. This is summarized in Lemma 3.1.

Lemma 3.1. A set of connected subsystems in a distributed system that are dy-
namically stable by themselves, having their own local fixed-step size solvers with
large time-steps that keep the unconnected subsystems stable by themselves, may
not result in stable solutions in a distributed setting due to the interconnected dy-
namics when the global distributed time-step goes size to zero, but will become
stable when the global time-step is set large enough.

To be able to stabilize the local solvers, one must find a global communication
time-step size Td that reduces the effects of the interconnected dynamics such that
the local numerical solvers remain stable. However, it is believed that there may
be some restrictions related to sampling and signal processing theory when choos-
ing the global communication time-step size. These topics will be studied in the
following.

3.4.2 Combined Distributed System Stability

The example and the discussion presented in the previous section, roughly sum-
marized in Lemma 3.1, give a good introduction to issues regarding distributed
simulation stability. However before starting with any stability analyses, a few
thoughts and comments regarding expected restrictions need to be mentioned. To
be more specific, Lemma 3.1 points to a solution of the stability problem where
the phenomena of aliasing is utilized. Aliasing in sampling theory is when the
sampling frequency is chosen too low such that the sampled data fails to represent
the sampled system as illustrated in Figure 3.6. This means that we want to set Td
large, such that the communication frequency becomes low enough for the local
solvers to become stable. However, aliasing often introduces distortions and nu-
merical errors and will be given more attention to later on. The question that now
comes to mind is why we in the first place want to utilize aliasing and fail to rep-
resent the system interactions in a proper manner. The answer is however rather
simple. If we do not have the opportunity to choose the local solver time-step
sizes in the subsystems, there may exist system configurations where the solution
of the total system becomes unstable. We then have two options. We can choose to
not use the system in simulations because we are not allowed to change the local
time-step sizes, or, if we are not interested in transient simulation results, we may
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Figure 3.6: Aliasing in sampled system. The blue graph represents the process to be
sampled, the read dots are the sampled values and the green graph is the recreated process
from the sampled data.

choose Td such that we at least are able to obtain a correct and stable solution after
an incorrect transient simulation period. In many cases the latter is the preferred
option.

Before moving on with the analysis we need to define the concepts local and global
solutions. A local solution is here defined as the solution obtained locally in one
connected subsystem, in comparison to a global solution, which is the collection of
local solutions sampled with Td. In this study the stability of both these solutions
would be of interests since they strongly depend on each other, meaning that if
all local solutions are stable with a given Td, so is the global solution. However
we can not guarantee that the local solutions are stable based on a stable global
solution due to the aliasing side effects.

Assume that a single linear differential equation is given as in (3.2a), representing
subsystem i in a distributed simulation, and is to be solved locally with the forward
Euler integration method, as in (3.6). Hence, the solution of the subsystem can be
calculated as

xipk � 1q � xipkq �∆ti paixipkq � biuipkqq (3.22)

for a given time step k. By defining that

ni :� Td
∆ti

, (3.23)

is the number of local solver time steps before receiving a new input and if k was
the last communication point,

uipkq � uipk � 1q � ... � uipk � niq (3.24)
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Since subsystem i is not communicating with the rest of the distributed system in
the time interval t P rk, k � nis, the system only depends on itself and the last
input value uipkq. Hence,

xipk � niq � xipk � ni � 1q
�∆ti paixipk � ni � 1q � biuipkqq
� p1�∆tiaiqxipk � ni � 1q �∆tibiuipkq
� p1�∆tiaiq2xipk � ni � 2q
� rp1�∆tiaiq � 1s∆tibiuipkq
� p1�∆tiaiq3xipk � ni � 3q
� �p1�∆tiaiq2 � p1�∆tiaiq � 1

�
∆tibiuipkq

� ...

� p1�∆tiaiqnixipkq

�
ni̧

j�1
p1�∆tiaiqj�1∆tibiuipkq

(3.25)

The sum in (3.25) can be recognized as a known geometric progression,
ņ

j�1
qj�1 � 1� qn

1� q
, (3.26)

and if ai � 0
ni̧

j�1
p1�∆tiaiqj�1 � p1�∆tiaiqni � 1

∆tiai
(3.27)

By inserting k :� t, where t is the progressing time, and k � ni � t � Td, the
global solution of the solved subsystem can be expressed as

xipt� Tdq � p1�∆tiaiqnixiptq
� rp1�∆tiaiqni � 1s bi

ai
uiptq

(3.28)

These results are similar to the solution of discrete-time equations given in [29],
and for comparison the solution for a continuous-time state equation with sampled
input is given as

xipt� Tdq � eaiTdxiptq

�
�» Td

0
eaipTd�τqdτ



biuiptq

� eaiTdxiptq �
�
eaiTd � 1

� bi
ai
uiptq

(3.29)
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It can be seen that when ∆ti Ñ 0, (3.28)Ñ�(3.29) where ni is given as in (3.23),
when neglecting higher order terms in the Tailor expansion of the exponential func-
tion. By including the output mapping given as in (3.2), we might for simplicity
rewrite subsystem i in (3.28) as

xipt� Tdq � anixiptq � bniuiptq
yiptq � cixiptq

(3.30)

where

ani :�
" p1�∆tiaiqni for ai � 0

1 for ai � 0

bni :�
"

bi
ai
pani � 1q for ai � 0
Tdbi for ai � 0

(3.31)

Equivalently, when a subsystem contains a set of differential equations, we may
rewrite (3.30) as

xipt� Tdq � Anixiptq �Bniuiptq
yiptq � Cixiptq

(3.32)

where

Ani :� pI �∆tiAiqni

Bni :� A�1
i pAni � IqBi, Ai is nonsingular.

(3.33)

and where xi P Rm, Ai P Rm�m, ui P Rp, Bi P Rm�p, yi P Rr and
Ci P Rr�m, meaning that there are m states, p inputs and r outputs in subsystem
i. If Ani is singular, similar requirement as established in (3.31) can be applied.
Note that if the subsystem output is also dependent on the input vector, yi �
Cixi�Diui, thenDni �Di, and is included when mapping all subsystems into
a total system.

Now, let us assume that a given distributed system contains s linear subsystems,
with solutions given as either (3.30) or (3.32). These subsystems are connected
together in the total distributed co-simulation system through a predefined connec-
tion configuration, typically

ud �Mdyd (3.34)

where ud is a vector containing inputs for all subsystems, yd is a vector containing
outputs for all subsystems and Md is a mapping matrix. Then, we might define
the global solution of the distributed system as

xdpt� Tdq � pAd �Bdqxd (3.35)
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where xd denotes all states in the distributed system,

Ad :� diagpAn1 ,An2 , ...,Ansq (3.36)

andBd is a mapping matrix between outputs and inputs with the diagonal equal to
zero. Since Ad and Bd have the same size we might define the solution mapping
matrix as

Sd � Ad �Bd (3.37)

such that
xdpt� Tdq � Sdxd (3.38)

To clarify, if the solution mapping matrix for a distributed system containing two
single linear differential equations such as in (3.2) where each differential equation
is implemented as a separate subsystem, the solution mapping matrix is given as

Sd �
�

an1 bn1c2
bn2c1 an2

�
(3.39)

where ani and bn1 is defined as in 3.31. Note that a similar expression for Sd can
be found when yiptq � cixiptq� diuiptq, where di is assumed a constant mapping
value in system i.

In order for a general distributed system to have a stable global solution, we must
first assure that

|Sd| ¤ 1 (3.40)

by choosing Td. In other words, we must choose Td such that all eigenvalues in
Sd have an amplitude with absolute value less than, or equal to, 1. However it is
actually not enough to guarantee that the solution mapping matrix has decreasing
characteristics. This has to do with possible differences between the local subsys-
tem propagating times and the global propagating time and will be discussed more
in detail later on. The derived stability criterion is tested in the following Example.

Example 3.3 (Stabilization of linear distributed system). Consider two single lin-
ear differential subsystems given as

9x1 � �2x1 � u1

y1 � x1
(3.41)

and

9x2 � �1.5x2 � 0.5u2

y2 � x2
(3.42)
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Figure 3.7: Simulation results of two subsystems, with marginally stable local solvers,
connected in a distributed system. Green graph denotes local solution and blue graph
denotes global solution. ∆t1 � 1.0 s, ∆t2 � 1.333 s, Td � 2.0 s

which are connected in a distributed simulation such that u1 � y2 � x2 and
u2 � y1 � x1. Assume that each of the subsystems are solved by the Euler
integration method. By setting the initial conditions x1p0q � 5 and x2p0q � 2 we
can write the solution mapping matrix for the system as

Sd �
� p1� 2∆t1qn1 �1

2 rp1� 2∆t1qn1 � 1s
�1

3 rp1� 1.5∆t2qn2 � 1s p1� 1.5∆t2qn2

�
(3.43)

It can be verified that by setting ∆t1 � 1.0 s and ∆t2 � 4
3 s, meaning that the local

solvers are only marginally stable, the absolute values of the two eigenvalues in
Sd are equal to 1 when Td � 2.0 s. This gives n1 � 2 and n2 � 1.5 which means
that subsystem 1 is allowed 2 local steps and subsystem 2 is allowed 1.5 local steps
between each data exchange. This means that subsystem 2 does not always have
its local propagating time synchronized with the global propagating time, which
may introduce errors causing the distributed system to become unstable. Figure
3.7 shows the simulation results for the two connected subsystems.

The first plot in Figure 3.7 shows the global solution, blue graph, compared to the
local solution, green graph, for subsystem 1. Due to the sampling frequency, the
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Figure 3.8: Simulation results of two subsystems, with marginally stable local solvers,
connected in a distributed system. Green graph denotes local solution and blue graph
denotes global solution. ∆t1 � 1.0 s, ∆t2 � 1.333 s, Td � 2.1 s

communication frequency between the subsystem, the global solution is constant in
comparison to the local solution which oscillates and is barely affected by subsys-
tem 2. This is as expected when the global time-step size is chosen twice as large
as the local time-step size and when the local solver is marginally stable. However
the local propagating time is always synchronized with the global propagating
time. The second plot in Figure 3.7 shows a rather different situation. Here, the
global solution oscillates and with a different frequency than the local solution.
However, the total system is stable because the global solution of subsystem 1 is
constant and does not excite subsystem 2 in any particular way other than giving
an offset.

To illustrate more in detail the effect of unsynchronized propagating times the
global time step is changed to Td � 2.1 s s which gives |eigpSdq| � t0.9877, 0.9560u.
Figure 3.8 shows the corresponding simulation results. Clearly, the total distrib-
uted system is unstable, which indicates that synchronized propagating time is
closely related to the simulation stability in this setting. �

Example 3.3 shows that synchronization of the propagating times is crucial for
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global solution stability. It can also be shown in the derivation of the solution map-
ping matrix where it is actually assumed that the times are synchronized without
giving it any thoughts. Based on the derived stability criterion and the experiences
gained in Example 3.3 the following theorem can be established.

Theorem 3.1 (Convergence of local and global solutions in distributed systems.).
Given a set of linear subsystems in a distributed system, each given as

9xi � Aixi �Biui

yi � Cixi
(3.44)

that are solved locally by fixed step size solvers, such as the forward Euler integ-
ration method with a time step ∆ti, and by assuming that each local propagating
time is synchronized with the global propagating time, the global solution of sub-
system i can be expressed as

xipt� Tdq � Anixiptq �Bniuiptq
yiptq � Cixiptq

(3.45)

whereAni andBni are solver dependent matrices (for the forward Euler integra-
tion method see (3.33)) where

ni :� Td
∆ti

(3.46)

and Td is the global step size in the distributed system. By collecting the subsystems
and applying the given connection setup, the total global solution of the distributed
system may be expressed as

xdpt� Tdq � SdpAni ,Bni ,Ciqxdptq (3.47)

where Sdp�q is denoted the solution mapping matrix for the total distributed sys-
tem. Then, if Td can be chosen such that

|eigpSdp�qq| ¤ 1 (3.48)

then both the local and the global solution will be stable. Moreover, if

|eigpSdp�qq|   1 (3.49)

the global steady state solution of the distributed system will converge to the local
steady state solutions.

Proof. The proof is equal to the derivation of Sdp�q, where the forward Euler in-
tegration method is used, when assuming synchronized propagating times. The
proof is also similar when other explicit integration methods are used.
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Definition 3.1. A distributed system is said to have synchronized local and global
propagating times either when ni P N¥1 for each subsystem i, where N¥1 denotes
all integers larger than, or equal to 1, or if local time-step size control that assure
time synchronization is implemented in each subsystem in a co-simulation.

As can be seen in Theorem 3.1 we do not need to specify that each subsystem is
locally stable, both in the sense of dynamical stability and numerical stability. This
has to do with the fact that both the solver characteristics and the system dynamics
are already included in the stability criterion. Example 3.4 shows an application
of Theorem 3.1.

Example 3.4 (Example 3.3 continued). Assuming a distributed system is given
as in Example 3.3, but now ∆t1 � 0.9, ∆t2 � 0.9 and Td � 1.8, giving
n1 � n2 � 2. Note that these local time steps guarantees that the local solu-
tions will be stable by themselves when using the Euler integration method. Then
the amplitudes of the eigenvalues in the solution mapping matrix are given as
|eigpSdq| � t0.7271, 0.0354u. Since |eigpSdq|   1 and ni P N¥1 @i, the steady
state global solution will converge to the local solutions according to Theorem
3.1. The simulation results are shown in Figure 3.9. As can be seen in the figure
the steady state global solution converge to the two steady state local solutions.
Hence, the total system solution is stable. �

As can be seen in Example 3.4 the global solution converges to the local solutions
when the propagating local times are synchronized with the global propagating
time and when the magnitude of the eigenvalues of Sd   1. However, Theorem
3.1 may be relaxed with respect to time synchronization when the local solvers are
robust, even though it is not recommended due to accuracy reasons as illustrated
in Example 3.3.

Until now only distributed co-simulation systems containing subsystems with stable
dynamics and stable local solvers have been studied. However Theorem 3.1 provides
a method for analysing both numerical and dynamical stability in a distributed sys-
tem without certain passivity properties as long as the propagating times are syn-
chronized. It is also possible to determine stability limits for a distributed system
containing one or more subsystems that have unstable dynamics and dependent
on surrounding stabilizing systems in order for the total distributed simulation to
become stable. This is shown in Example 3.5.

Example 3.5 (Unstable Subsystem). Assume that two linear single differential
systems connected in a distribute simulation are given as

9x1 � �x1 � u1

9x2 � 0.1x2 � u2
(3.50)
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Figure 3.9: Simulation result of two subsystems with stable local solvers connected as in
a distributed system. Green graph denotes local solution and blue graph denotes global
solution.

and where y1 � x1 and y2 � x2. As before, at each communication point u1 � y2
and u2 � y1. Subsystem 2 is clearly unstable, but it can be verified that the eigen-
values for the continuously connected systems are given as λ1,2 � �9�3i

?
31

20 , and
is therefore dynamically stable. However, when solving the two systems separately
in a distributed manner, subsystem 2 would become unstable when Td becomes
arbitrarily large. The Euler integration method is used to solve both systems loc-
ally, and the time steps are set to ∆t1 � ∆t2 � 0.01. It can be verified that
when choosing Td � 0.89, giving n1 � n2 � 89, |eigpSdq| � t0.9984, 0.9984u.
Hence, according to Theorem 3.1 the total distributed system simulation results
are stable. The simulation results are shown in Figure 3.10.

�

3.4.3 Explicit Fixed Step Size Solvers

So far, only the forward Euler integration method has been studied. However, in
[34] also higher order explicit numerical solvers were studied, and similar stability
conditions were found. These are summarized in Table 3.1. The following ex-
ample illustrates the use of two different solvers applied on a mass-damper-spring
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Figure 3.10: Simulation result of connected subsystems in a distributed system where one
of the subsystems has unstable dynamics. Green graph denotes local solution and blue
graph denotes global solution.

Table 3.1: Summary of solver dependent matrices.

Solver Ani Bni

forward Euler ˜Expp∆tiAi, 1qni A�1
i pAni � IqBi, Ai not singular

RK2 ˜Expp∆tiAi, 2qni A�1
i pAni � IqBi, Ai not singular

RK3 ˜Expp∆tiAi, 3qni A�1
i pAni � IqBi, Ai not singular

RK4 ˜Expp∆tiAi, 4qni A�1
i pAni � IqBi, Ai not singular

system controlled by a speed regulator.

Example 3.6 (Distributed mass-damper-spring system with speed regulator). A
mass-damper-spring system as shown in Figure 3.11 is to be implemented as a
subsystem in a distributed system, and the differential equations describing its
dynamics are given as

9x1 � x2

9x2 � 1
m
pFr � bx2 � kx1q

(3.51)

where x1 is the position, x2 is the speed and Fr is the speed regulator force. This



64 Stability and Accuracy in Distributed Co-Simulations
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Figure 3.11: Mass-damper-spring system.

regulator force is assumed to be another subsystem in the distributed system given
as

9Fr � KIFr �KPx2 (3.52)

and is comparable to a PI-controller where the speed reference is set to zero. We
might assume that the mass-damper-spring dynamics are solved with the Euler
integration method and the regulator with the RK2 integration method. Hence, we
might write

Sd �
�
An1 Bn1

0, bn2 an2

�
(3.53)

where

An1 �
��

1 0
0 1

�
�∆t1

�
0 1
� k
m � b

m

�
n1

(3.54)

Bn1 �
�

0 1
� k
m � b

m

��1�
An1 �

�
1 0
0 1

�
�
0
1
m

�
(3.55)

an2 �
�

1�KI∆t2 � K2
I

2 ∆t22

n2

(3.56)

and
bn2 � pan2 � 1qKP

KI
(3.57)

where ni is as defined in (3.23). By setting m � 2, k � 10, b � 1, KI � �0.1,
KP � �0.5, ∆t1 � 0.01 and ∆t2 � 0.1, it can be verified that Td � 1.0 gives
n1 � 100, n2 � 10 and |eigpSdq| � t0.8424, 0.8424, 0.9075u, which means
that the distributed system is stable when solved. The initial values are set as
x1p0q � 5, x2p0q � 0 and Frp0q � 2, and the simulation results are shown in
Figure 3.12.

It should be mentioned that the control law would have preformed much better if
KP ¡ 0 which would have put Fr and x2 in opposite phases, not equal as shown
in the figure. Nevertheless, a negative value for KP was used in order to make the
system oscillate more an make the system less robust. �
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Figure 3.12: Simulation results showing the speed controlled mass-damper-spring system.
Green graph denotes local solution and blue graph denotes global solution.

As seen in the example, it can be more time consuming to calculate the solution
matrix when using higher order explicit solvers in comparison to first order solv-
ers such as the forward Euler integration method, at least when the total system
becomes large. However, if only a conservative stability result is required it is pos-
sible to assure stability by using a lower order solver in the analysis as long as the
stability regions of the solvers overlap. This is summarized in Corollary 3.1.

Corollary 3.1. A conservative stability analysis can be performed for a distributed
system containing higher order solvers by reducing the order of the solvers. For
example, a conservative stability result can be found for distributed systems con-
taining higher order explicit Runge-Kutta integration methods by assuming that
the forward Euler integration method is used in the simulation.

Proof. Since the higher order explicit Runge-Kutta integration methods contain
the stability region for the forward Euler integration method, see Figure 3.1, simu-
lation results from a distributed system containing higher order Runge-Kutta in-
tegration methods would be stable if stability is assured when using the forward
Euler integration method.
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3.4.4 Towards Non-linear Systems

So far, much attention has been given to distributed linear dynamical systems.
However, as it turns out, the numerical stability criterion for linear dynamical sys-
tems can also be applied to non-linear systems, although generating more con-
servative results. To illustrate this, assume that a non-linear dynamical system is
given as

9x � �x3 � u

y � x� u
(3.58)

which is globally exponentially stable when u � 0. It can be shown that the
linearized system is given as

9∆x � �3x2
0∆x� u

x � x0 �∆x
y � x� u

(3.59)

where x0 is the operating point for the linearized system. The linearized system
has a range of eigenvalues, given as a function of x0,

λpx0q � �3x2
0 (3.60)

which in this case only contains negative eigenvalues. This is of no surprise since
the non-linear dynamics are stable when the input is set to zero. It is then possible
to specify a validity range of the non-linear system, such that the system is only
valid for a finite range of values for x, typically x P rxl, xus where the subscript l
stands for the lower limit and subscript u stands for the upper limit. If xl � �xu
for the system given in (3.58), the eigenvalues for the system are in the range
λ P r�3x2

u, 0s. This means that when using for example the Euler integration
method, a simulation of the non-linear system will be stable as long as ∆t ¤ 2

3x2
u

.

In general, for a non-linear system given as

9x � fpx,uq
y � hpx,uq (3.61)
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the linearized system can for the operation points x0, u0 and y0 be expressed as

9∆x � Bf
Bx
����

x�x0
u�u0

∆x� Bf
Bu
����

x�x0
u�u0

∆u

∆y � Bh
Bx
����

x�x0
u�u0

∆x� Bh
Bu
����

x�x0
u�u0

∆u

x � x0 �∆x
u � u0 �∆u
y � y0 �∆y

(3.62)

Note that both the inputs, the outputs and the states need to be linearized in order
to apply the stability criterion. Also note that the control vector τ c is omitted in
(3.62) since the control law can be treated as internal system dynamics or a sep-
arate distributed subsystem. Corollary 3.2 summarizes the procedure for applying
Theorem 3.1 for analysing stability in non-linear distributed systems.

Corollary 3.2 (Simulation Stability Criterion for Non-linear Systems). A non-
linear dynamical system as given in (3.61) can be linearized according to (3.62)
and if finite ranges for the states, the inputs and the outputs can be determined and
given as x P rxl,xus, u P rul,uus and y P ryl,yus, respectively, Theorem 3.1
can be applied whereAipxi,0q,Bipui,0q andCipyi,0q are used to determine con-
servative values for ∆ti and Td that make the total distributed simulation stable.

Proof. A linearized version of a non-linear system i, given as in (3.62), can be
expressed as

9∆xi � Aipx0i,u0iq∆xi �Bipx0i,u0iq∆ui
∆yi � Cipx0i,u0iq∆xi �Dipx0i,u0iq∆ui

(3.63)

Given x0i P rxli,xuis, u0i P ruli,uuis and y0i P ryli,yuis then D eigenvalues
for system i such that λipx0i,u0iq P rλli,λuis, which means that a finite range
of eigenvalues can be determined. Moreover, D Anipx0i,u0iq, Bnipx0i,u0iq,
Cnipx0i,u0iq andDnipx0i,u0iq such that

eigpSdpAn1 ,Bn1 , � � � ,DnN qq P reigpSdql, eigpSdqus (3.64)

Then, if both |eigpSdql| ¤ 1 and |eigpSdqu| ¤ 1, the distributed simulation results
including the non-linear system are stable.
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Typically the finite ranges for the states, the inputs and the outputs are chosen based
on validity regions of the subsystems, initial values, maximal expected values or
saturation limits. To illustrate the use of Corollary 3.2, Example 3.6 is revised.

Example 3.7 (Regulated and distributed mass-damper-spring system with non–
linear spring). The mass-damper-spring system given in Figure 3.11 has now a
spring with non-linear spring stiffness given as kx3. Hence, the system of differ-
ential equations is expressed as

9x1 � x2

9x2 � 1
m
pFr � bx2 � kx3

1q
(3.65)

The linearized mass-damper-spring system can be written as

∆ 9x1 � x2

9x2 � 1
m
pFr � bx2 � 3kx2

01∆xq
(3.66)

which gives

An1px01q �
��

1 0
0 1

�
�∆t1

�
0 1

�3kx2
01

m � b
m

��n1

(3.67)

Bn1px01q �
�

0 1
�3kx2

01
m � b

m

��1�
An1 �

�
1 0
0 1

�
�
0
1
m

�
(3.68)

Since the uncontrolled system is strictly passive and since the regulator was able
to stabilize the linear mass-damper-spring system in Example 3.6, it is reasonable
to assume that the initial value for x1 in (3.66) would be the highest value for x1
such that x1 P r�x1p0q, x1p0qs. By assuming that all values are as in Example
3.6, it can be verified that |eigpSdq| � t1.0000, 1.0000, 0.9922u when ∆t1 �
0.0013 s, ∆t2 � 0.026 s and Td � 0.078 s, giving n1 � 60 and n2 � 3. The
simulation results are shown in Figure 3.13. As can be seen in the figure the total
distributed system is stable and converges relatively quickly to zero. This means
that the stability criterion for non-linear systems, as given in Corollary 3.2 is a bit
conservative. However, this is not surprising since maximal values for the states,
the inputs and the outputs were used in the stability criterion. �

3.5 Accuracy Control
When representing physical systems as mathematical models in a co-simulation we
introduce discrete system interaction events because of the discrete global commu-
nication points. In a real physical system such subsystem interactions are continu-
ous which means that the discrete interactions in a co-simulation may introduce
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Figure 3.13: Simulation results from regulated and distributed mass-damper-spring sys-
tem with non-linear spring stiffness. Green graph denotes local solution and blue graph
denotes global solution

room for significant inaccuracies, all depending on the dynamics of the system,
e.g. the ability to dissipate energy, the choice of Td and how the subsystem inputs
are treated between the communication points. For example, we saw in Figure 2.3
that FOH method seems to have a better representation of the inputs than the ZOH
method, which would result in a better accuracy than when keeping the inputs con-
stant between communication points. However, when decreasing Td significantly,
the total co-simulation system approaches a continuous system representation.

The reason for often choosing a high global communication time step in co-simulations
is split. Often a fast solvable system is preferred, and by increasing Td it is possible
to also increase the local solver time steps as long as the total co-simulation sys-
tem remains stable. Also, Td should be chosen such that Td ¥ maxp∆tiq @i P N ,
where N is the number of local solvers in a co-simulation, in order to enable time
synchronization for all subsystems. Since a co-simulation can contain subsystems
with quite different dynamics, giving the co-simulation a range of dynamical time
constants, the global communication time step will often be chosen high for some
of the subsystems, leading to inaccuracies in the co-simulation results.

When discussing accuracy in simulations in general, one is faced to address the
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question of what are accurate simulation results. This question might have many
different answers depending on the angle of reflection. Hence, when talking about
continuous systems we might divide accuracy into model accuracy and numerical
accuracy, where the former is a measure of how good a model can reproduce the
characteristics of a physical system, and the latter a measure of numerical conver-
gence in numerical solvers, loosely speaking. However, when considering distrib-
uted simulations, this division is not sufficient because of the discrete communic-
ation points. A subsystem in a co-simulation might be accurate in representing the
dynamics of a physical system, but because of the co-simulation characteristics
it becomes inaccurate because a large communication time step has been chosen.
Hence, we should also include the term co-simulation accuracy, which reflects the
effects on the simulation results when having a large global communication time
step.

Here, we are only interested in the co-simulation accuracy, since model accuracy
is something the model developer should answer for, and since numerical accuracy
is related to numerical stability and convergence, e.g. how good the simulation res-
ults fit the exact solution of the system if such is available. The co-simulation ac-
curacy is a measure of wrongly setting the inputs to subsystems in a co-simulation.
For example, when considering the ZOH method, the co-simulation accuracy is a
measure of the effect of keeping the inputs constant between the communication
points. When using power variables as inputs and outputs between subsystems
in a co-simulation, we can also say that co-simulation accuracy is the measure of
supplying a subsystem with the wrong amount of energy between communication
points. Hence, according to Figure 2.3 the FOH method has a higher co-simulation
accuracy than the ZOH method, generally speaking.

In order for a co-simulation to be efficient at the same time as reaching a pre-set
threshold of co-simulation accuracy, one must control the size of Td in an effi-
cient manner. As discussed in [35] there exists many methods for doing this, but
only a few that do not require simulator-internal data or the ability to revert to a
previous communication time step and redo the entire global communication time
step, often referred to as rollback. However, one method for controlling the global
communication time-step size is proposed in [110, 80], which adaptively controls
the global communication time-step size by the use of a non-iterative predictor-
corrector error estimator. Another method for controlling the co-simulation accur-
acy is presented in [35] which adaptively controls the communication time-step
size by comparing the difference in power exchanged through the subsystem con-
nections, hence, utilizing the basic principles of bond graph theory. A thorough
presentation of this method is given in [35]. Thus, a more practical presentation of
the method is given here.
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Figure 3.14: Power flow between two subsystems in a co-simulation

Consider two connected subsystems in a co-simulation as shown in Figure 3.14.
The power can be calculated for each subsystem as

Pi � eifi (3.69)

Hence, the difference in power in the connection between the two subsystems in
the figure can be calculated as

δPk � P2 � P1 (3.70)

where k represent the connection number. Note that a slightly different defini-
tion is given in [35], but here we have assumed a positive power flow direction,
from system A to B. Correspondingly, the wrongfully added energy between two
communication points can be expressed as

δEkpt� Tdq �
» t�Td

t
δPkptqdt � δPkpt� TdqTd (3.71)

The average energy exchanged between the two subsystems can be calculated as

Ekptq � 1
2 pP1ptq � P2ptqqTd (3.72)

When having K number of closed loop connections in a co-simulation, a scalar
error indicator can according to [35] be defined as

εptq �
gffe 1
K

Ķ

k�1

�
δEkptq

rkpE0k � |Ekptq|q

2

(3.73)

where E0k is a typical energy scale and rk is a relative tolerance, both for connec-
tion k. A PI-controller is proposed to adaptively adjust the global communication
time step and is given as

Td,i�1 � αsεptiq�kI�kP εpti�1qkP Td,i (3.74)
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where kI and kP are the integral gain, 0   αs   1 is a safety factor and i is
the communication point number. In addition to this control law, user-defined
limits for Td can be defined, Td,min ¤ Td ¤ Td,max, as well as rate limits of Td,
Θmin ¤ Td,i{Td,i�1 ¤ Θmax.

To illustrate the use of adaptive step-size control in co-simulations, an example is
given in the following.

Example 3.8 (Accuracy control through adaptive communication time-step size).
Consider again the co-simulation system given in (3.18). Even though we have
not defined the inputs and outputs as power variables, the method can be applied
directly although we are not longer talking about energy. The parameters in the
adaptive step size controller is set to E01 � 100 , r1 � 0.000001 , α2 � 0.8 ,
Td,0 � 0.1 s, Td,min � ∆t1 � ∆t2 � 0.001 s, Td,max � 1.5 s, kI � 0.1,
kP � 0.2, Θmin � 0.2 and Θmax � 1.5 . Note that the maximal value of Td
is set higher than the stable maximal value derived in section 3.3.3 in order to test
the method also outside the stability region. As before, the initial conditions are set
to x1p0q � 5 and x2p0q � 2. The simulation results, along with the exact solution
of the continuous version of the system, are shown in Figure 3.14.

The two first upper lefthand-most plots show the results regarding the two states in
the co-simulation, both local and global solution, and are compared to the exact
solution of the system which is obtained when treating the total system as a con-
tinuous system. Corresponding magnified regions for the two plots are shown to
the right. The last plot shows the value of Td during the entire co-simulation. As
seen in the figure both the local and the global co-simulation results for the two
states seem to converge to the exact solution. This has to do with the low pre-set
initial value for Td. After the transient phase in the co-simulation, when the states
seem to be stabilized at zero, Td is increased by the adaptive step-size control law.
Even though Td overshoots the stable value at first, which was calculated in Ex-
ample 3.1, it converges to the same value after some time. Note that the magnified
regions of the states show that the states oscillate a bit around zero. This, because
the pre-set relative tolerance enables the step-size controller to increase the com-
munication time step such that it becomes marginally stable (Td � 1.111 s) before
all the energy is dissipated in the entire system. However, these oscillations are
small and we can conclude that the adaptive step-size controller works properly
in increasing the accuracy of the simulation results while maximizing the global
communication time-step size in the co-simulation. It may seem like the relative
tolerance is not reached since both amplitudes of the state oscillations are larger
than the tolerance. However, this relative tolerance represent energy, not the state
itself. Here, it means that the tolerance must be less than, or equal to, the product
of the two states, which it is. �
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Figure 3.15: Co-simulation results when using adaptive global communication time-step
size control

When using adaptive global communication time-step size control one must in-
clude functionalities that assure synchronization of all propagating times in the
co-simulation. Hence, in comparison to the co-simulation algorithm presented
in Algorithm 2.1 a size check of local solver time-step sizes are included, and
if ti � ∆ti ¥ kiTd, where ti is the propagating time in subsystem i, ∆ti is the
corresponding local time step and ki is a communication point counter, then the
corresponding local time-step size are set to ∆ti � kiTd � ti.

This adaptive communication time-step size controller is in [35] compared to an-
other explicit method for controlling the communication time-step size [110, 80]
using a quarter-car model as a benchmark model.

3.6 Conclusion
In this chapter the stability and accuracy of distributed simulations have been dis-
cussed. A short literature review of applicable dynamical stability theories has
been conducted and the effect the global communication time step has on the ei-
genvalues in a co-simulation system has been discussed. The main focus con-
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cerning stability has been given to numerical stability and linear distributed co-
simulation systems where the numerical stability has been studied by exploring
outer solver stability limits. Numerical stability of distributed simulations have not
been treated in any detail in the literature. In this chapter stability requirements for
explicit solvers for differential equations have been combined with system dynam-
ics and the global communication time-step in distributed system, and a criterion
for guaranteeing stable simulations has been derived. This criterion is also ex-
tended to include non-linear system dynamics in the stability analysis. Several
examples are given to illustrate the use of the criterion as well as illustrating stable
numerical results from distributed co-simulations. In practice, both dynamical sta-
bility analyses and numerical stability analyses are quite time consuming when
the co-simulation system grows, both with the increase in number of subsystems
as well as in states. Also, when excluding passive systems, all subsystem inform-
ations must be known on beforehand which excludes black-box models from such
analyses. Therefore, in the rest of this work, stability analysis of co-simulation
systems are excluded and stability of systems are evaluated in practice through
co-simulation results.

Closely related to numerical stability in a co-simulation is the accuracy of the
simulation results themselves. The concept of accuracy has been discussed in
relation to co-simulations and an explicit adaptive communication time-step size
controller has been presented for controlling the co-simulation accuracy. This, in
order to obtain more accurate simulation results as well as keeping the time it takes
to solve the co-simulation system at a minimum.



CHAPTER4
Tightly Coupled Systems and

Hybrid Causality Models

This chapter is based on a restructured and reformatted version of [37, see P5 in
section 1.6] where a generic and mathematical approach for reformulating differ-
ential algebraic equations into differential equations based on the idea of adding
small, possible negligible, dynamical contributions, are presented and analysed.
Such differential algebraic equations often may also come as a result of changing
causality in order to assure connectivity in a system. This mathematical approach
enables hybrid causality configurations for models which increases the possibility
of connecting a model to a given model environment without introducing algeb-
raic loops through the connections themselves. Also, the hybrid causality model
framework enables standard dynamical stability analysis theories as well as simu-
lator stability theory for distributed systems [34, 36, see P2 and P4 in section 1.6,
respectively], as discussed in chapter 3. It also enables the use of explicit numer-
ical solvers since differential algebraic equations are absent, although this would
also depend on other internal system dynamics.

4.1 Introduction
When making mathematical model representations of real physical systems or pro-
cesses it may in some cases be difficult to choose the level of model fidelity. It is
well known that it is nearly impossible to represent a real physical system or pro-
cess perfectly with a mathematical model, but one can get pretty close. However,
often a "good enough" modeling approach is aimed for when studying only the
most significant dynamics in a system. The choice of model fidelity may set re-
strictions later on when connecting a model to a larger model environment. These
restrictions are usually related to connectivity, overall system stability, solver sta-
bility and available computational power. One might define some standard inputs

75
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and outputs for generic domain models, assuring connectivity on a general level,
but connectivity can not be guaranteed for all possible options.

On the other hand, some systems are hard to split for co-simulation purposes be-
cause they are closely linked to each other, mathematically speaking, and are often
referred to as tightly coupled. This type of systems include systems with algebraic
dependencies and systems that excite each other with special frequencies. Tightly
coupled systems are in general not suited for distribution but can be distributed if
treated correctly. Here, we divide tightly coupled systems into two groups, namely
systems that are tightly coupled through frequencies and systems that are tightly
coupled through causality, where the latter will be in the main focus in this chapter.

4.1.1 Tightly Coupled through Frequencies

A system that is sensitive to input signals, which often include fast dynamics, is
said to be tightly coupled to the system environment through frequencies, in con-
trast to passive systems as discussed in section 3.3.2. Hence, additional care must
be taken when distributing such systems. One example of such a tightly coupled
system is a three phase generator powering an electrical motor, both modelled
as subsystems in a distributed system by using the pa, b, cq-reference frame [39].
Then, by assuming that the model interfaces are voltages and currents, these inter-
face signals oscillate with the operating frequency of the power system, typically
50-60 Hz in steady state, in addition to other transient frequencies. According to
the Nyquist sampling theorem, the two subsystems should exchange data with a
frequency of atleast 100-120 Hz in order to avoid aliasing. However, in practice
the frequency of the data exchange should be much higher in a distributed system
in order to obtain stable and realistic simulation results. Thus, such a system is
tightly coupled through frequencies and eigenvalues in a co-simulation if the rest
of the subsystems in the co-simulation can communicate with a much lower fre-
quency. Such tightly coupled systems can be distributed if both local numerical
solvers, the corresponding solver time-step sizes and the global communication
time-step size are chosen properly1.

Typically, electrical systems modelled in the pa, b, cq-reference frame are con-
sidered to be tightly coupled through frequencies. However, if another reference
frame is used, such as the pd, q, 0q-reference frame [111], the electrical system is
not considered tightly coupled, unless other dynamical effects makes the system
sensitive, because the signals connecting the subsystems do not oscillate with the
power grid frequency. Such systems are discussed more in detail in Chapter 6.

1In the sense of stability and sampling theorems.
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4.1.2 Tightly Coupled through Causality

Some systems are said to be tightly coupled through causality, the theory of action
and reaction in- and between dynamics [26], which means that they are closely
connected through the differential equations, where only one of the systems can
have a full state-space implementation, whereas the other systems must include
differential algebraic equation(s), reducing the number of states in each system.
This, in order to assure connectivity between the systems and to avoid iterations
on a higher level in a distributed co-simulation system. One typical example of a
system that is tightly coupled through causality in the field of maritime industry
is a marine vessel with a heavy deck crane as will be discussed in chapter 5. The
vessel and the crane have in general large time constants, which means that they
are not tightly coupled through frequencies, but they are still tightly coupled, thus
through causality.

Systems that are tightly coupled through causality are not distributable right away
because they can not be connected directly, as will be elaborated further throughout
this chapter. This type of tightly coupled system offers several serious problems
regarding co-simulations where the common factor seems to be differential algeb-
raic equations, as will be discussed in the following.

4.2 Background and Motivation
Before taking a deep dive into the core topics presented in this chapter, practical
examples of causality configurations, background theory, motivation and a review
of relevant literature are presented in the following.

4.2.1 Causality Configurations

A first order differential equation with only one single input and one single output
(SISO) has two causality orientations, namely integral causality and differential
causality. Integral causality is the mathematical representation of a system that
produces differential equations, while the differential causality representation of
s system also produces one or more differential algebraic equation(s). The two
different causality options are illustrated in Example 4.1.

Example 4.1 (Causality Configurations). Consider a linear 1 degree of freedom
(DOF) pendulum consisting of a mass, a damper and a spring, only affected by
an external force F ptq, as shown in Figure 4.1. The spring stiffness is given as
k, the damping coefficient as b, the mass as m and the external force as F ptq.
The system dynamics can be expressed as a well-known second order differential
equation given as

m:x� b 9x� kx � F ptq (4.1)
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k

b

9x

F ptq
m

Figure 4.1: Mass-damper-spring system

and a set of first order differential equations given as

9x1 � x2

9x2 � 1
m
pF ptq � bx2 � kx1q

(4.2)

where x1 and x2 are the position and the velocity, respectively.

The same system can be formulated with differential causality and expressed as

m
dvptq
dt

� bvptq � k

» t
0
vptqdt � F px1, tq (4.3)

or simply

9x1 � vptq

y � F px1, tq � m
dvptq
dt

� bvptq � kx1
(4.4)

where F px1, tq is the forces given as a reactive feedback to the forced velocity.
As can be seen, the state vector has been changed in comparison to the previous
causality form and the number of states are reduced from two to one. �

The example presented in this section gives a short introduction to model causality
forms. As can be seen, only integral causality gives the complete set of first order
differential equations and is often the preferred choice of causality if one is able to
choose. However in some cases the modeller is not able to choose integral causality
without introducing the need of iteration because of inexplicit connectivity. Hence,
there exists both advantages and disadvantages related to choosing one causality
over the other, as will be discussed in the following.

4.2.2 Related Work and Motivation

The connectivity of a system is closely related to the structure of the mathematical
implementation, the causality of the model [25], as discussed in section 4.2.1. By
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choosing the causality of a model, the mathematical structure and implementation
of the model is explicitly given, as long as the level of model fidelity is held con-
stant. A model with differential causality, which contains at least one differential
algebraic equation, must be treated more carefully than a model with complete in-
tegral causality. This, because numerical errors when solving the system become
of greater concern, if not algebraic solutions are available, and lots of analysis the-
ories for analysing dynamical stability, as the ones discussed in section 3.3, are
disregarded because of the differential algebraic equations.

Causality and Connectivity

When modeling a complete system as one total stand-alone model, connectivity
is not that important since the system information is globally available in the total
model. This means that in many cases differential causalities can be solved nu-
merically, or even analytically which always is the case for linear systems [112,
113]. Moreover, if an algebraic solution of the differential causality problem is not
available, many numerical solvers have the ability to perform iterations such that
the differential causalities can be solved numerically [83]. This is however more
troublesome in explicit distributed co-simulation schemes.

In general, a subsystem in a co-simulation can be solved numerically in a stable
manner if the correct numerical solver is used [114, 115, 116], no matter which
causalities it contains, as long as the original non-distributed model contains stable
dynamics. However, often it is preferred to avoid re-stepping and iteration between
subsystems in a distributed system, e.g. due to possible real-time criteria if for
example hardware is to be interfaced with the simulation as in [41]. Also, re-
stepping and iterations between subsystems in a distributed system require well
defined and sophisticated functionalities in the co-simulation master algorithm,
which few master algorithms have, in addition to possible exchange more inform-
ation between the subsystems than only the subsystem outputs, e.g. such as Jacobi
matrices and signal rates. Thus, in practice this means that between global time
steps the submodels should be independent of each other. This implies that algeb-
raic solutions of differential algebraic equations, as well as numerical solutions
of differential algebraic equations, dependent on the input-output model mapping
(I/O-mapping), should not be considered. Hence, one could be tempted to force in-
tegral causality on all subsystems, but then problems regarding connectivity occur,
as illustrated in Example 4.2.

Example 4.2 (Causality-Connectivity Loop). Assume that two of the mass-damper-
spring system presented in Example 4.1 are to be connected to each other in a dis-
tributed system by assuming that the masses have the same motion, as illustrated
in figure 4.2. If both systems are set to have integral causality, the system setup
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Subsystem 1 Subsystem 2

Figure 4.2: Connected Mass-damper-spring systems with loop caused by connectivity
problems

Subsystem 1
y � 9x2 y � 9x2

u � F

Loop

Iterative procedure

u � F

Subsystem 2

Figure 4.3: Connectivity issue between two mass-damper-spring systems with integral
causality

would be as shown in Figure 4.3. As can be seen in the figure, both submodels give
velocities as outputs and receive forces as inputs, meaning that the connectivity
of the submodels fails. This cause a loop outside the submodel environments and
iterations are needed in order to solve the problem. �

As shown in the example, the causality-connectivity problem causes an iterative
loop between the two submodels. One could be tempted to change the causality
of one of the systems and calculate the derivative of the input signal numerically,
but this is a bad idea for distributed systems where the signals between the models
appear as sampled signals. Also, since differential causality is used for one of the
models one still cannot apply the standard stability analysis theories for assuring
model- and total system stability.

Example 4.2 may seem like a system only constructed for illustrating the causality-
connectivity problem. However, it is closely related to the interpretation of many
real-life systems, one being a crane attached to a marine vehicle, where both the
crane and the vehicle are implemented as subsystems with complete integral caus-
ality forms. Even though such systems often have many degrees of freedom, there
are methods for combining these subsystems into one system with only integral
causalities. This is elaborated in [38] and in chapter 5 for a crane attached to a
marine vessel. However, this method contradicts model modularity, and it is not
straight forward to replace the crane design with another.
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Dynamic Causality

The causality-connectivity problem escalates and gets even more interesting when
allowing submodels to change dynamics online during a simulation, due to dis-
crete time event approximations such as e.g. closing and opening an electrical
circuit, or in order to extend the connectivity options. This feature is relevant for
both distributed systems and non-distributed systems and is often referred to as
model switching. The reason for allowing such a feature in a model could also be
for allowing failure dynamics, e.g. provide simulation results of a realistic system
containing a failing component. This may force a switching of causality in the
model, changing the input-output (I/O) mapping of the model. In general, this of-
ten leads to loosing a differential equation, since it is often the case that an integral
causality, a differential equation, gets changed to differential causality, a differ-
ential algebraic equation. Models with the ability to switch between causalities
online during a simulation and, hence, change the I/O mapping are here referred to
as hybrid causality models and is one of the main topics presented in this chapter.

Much work on switched systems in general is documented in the literature, from
many different angles, ranging from pure mathematics and electrical system the-
ory to applied modeling and control theory. In [90, 91] a mathematical framework
describing hybrid system dynamics in the sense of continuous and discrete time
events is presented and has its advantages when it comes to system stability ana-
lysis and model-based control designs. This framework has some similarities with
Tavernini’s model [117] and Back-Guckenheimer-Myers model [118]. Other ex-
amples of hybrid model frameworks are the Nerode-Kohn model [119] and Brock-
ett’s model [120], to mention a few. A thorough review of these hybrid models are
given in [121]. The main similarity between the mentioned hybrid frameworks is
that they all depend on a state-space formulation that only consists of differential
equations.

In the field of bond graph modeling theory, there also exists a few contributions to
hybrid system’s theory. In [122] a modeling method for mode switching in systems
using bond graph theory is presented and in [123] switched power junctions are
presented and enable hybrid dynamics in bond graph theory. Even though mode
switching and switched power junctions using bond graph theory enable the use of
differential algebraic equations, the hybrid systems must be tailored in each case
and do not enable commonly used dynamical stability analysis tools.

When modeling a non-distributed system in a commercial modeling and simu-
lation software the causalities are often solved automatically by the software be-
fore a simulation is performed. However, if simulation events that change the
system dynamics are considered, most commercial modeling and simulation soft-
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Accumulator

Hydraulic pump Hydraulic motor

τp τmpωmq

Figure 4.4: Hydraulic power system with accumulator

ware fail to construct the state-space model, hence, not being able to solve the sys-
tem without special workarounds, such as reinitialization of the numerical solver,
and in some cases also changing the integration method. Hence, this would re-
quire that each distributed subsystem with the ability to switch causality need to
be implemented with a tailored solver structure and mapping of initial conditions
dependent on the previous causality configuration, which would in general become
quite complex even for simple linear systems. This is illustrated in Example 4.3.

Example 4.3 (Hydraulic Power System). Assume that a hydraulic power system
with an almost incompressible hydraulic fluid, containing a hydraulic pump, an
accumulator and a loaded hydraulic motor is as shown in Figure 4.4, with τp
constant, and a linear motor loading, τm, only dependent on the motor speed ωm.
Furthermore, assume that there are no leakages in the system. The fluid flows
between the pump and the accumulator and the motor and the accumulator are
given as 9Q1 and 9Q2, respectively, and the pressure in the system is given as p. It
can be shown that this system can be modeled with complete integral causality,
having 9Q1, 9Q2 and p as states.

It is further assumed that if the accumulator runs dry it gets damaged and fails. In
this situation, the total system starts acting as a hydraulic power system without
the accumulator. Then, one of the other hydraulic components must provide the
pressure in the pipeline while the remaining system a fluid flow. This will result
in differential causality for one of the models and thereby a reduction in states,
in addition to the one lost due to the absent accumulator. In general, the system
has now one state in comparison to the hydraulic power system with a working
accumulator that has three states. �

As the example shows, special simulation events might trigger changes in the state
space model of a system, and if a change in causality is triggered the total state-
space form is affected due to a change in number of internal states. In order to
overcome such problems in commercial modeling and simulation software, often
model switching and integrator restarting, or passive system states in the state
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space model, are considered in order to solve the system. Hence, additional system
logics are needed for controlling the total state space model in both cases and need
be tailored in each case.

Towards a Solution

In the field of applied mathematical modeling, such differential algebraic equa-
tions in a model are often changed to differential equations by adding a small
dynamic contribution, such as compliance effects. This, if an algebraic solution to
the differential causality problem can not be found with ease as in [112, 124] for
non-distributed systems. However, adding small dynamic effects does not come
without a cost. Such small effects often tend to stiffen the system, requiring suited
solvers for stiff systems [115, 116], or at least a reduction in solver time-step size,
if not treated carefully. An advantage with this approach is that the number of
states in the system is kept constant despite changing the causality, since one can
activate or deactivate the added dynamics in a generic fashion, and if a subsystem
contains a set of differential equations, only the differential algebraic equations
need to be changed.

Potential internal differential causalities in a model are related to the causality-
connectivity problem between models since by moving the local model boundaries
such that the total system becomes one model, the causality-connectivity problem
becomes an internal differential causality problem. Hence, both problems can
be solved by the same solution, if such a solution exists. The common factor in
Example 4.2 and 4.3 is the differential causality and if the differential algebraic
equations, in general, could be changed to differential equations in a generic and
robust way without affecting the connectivity, most of the already stated problems
would vanish, although new ones might occur. This also seems to be a simpler task
than implementing special and generic functionalities in a distributed simulation
master algorithm, or to tailor a model switching simulation scenario. However, one
must be careful not to affect the internal dynamics too much such that the reformu-
lated differential causality model gives the same results as the model containing
differential algebraic equation(s). This is studied in more detail in the following
based on adding a low-pass filters with derivative effects to the differential algeb-
raic equations such that they become differential equations.

4.3 Differential Causality
As one might understand from a mathematical point of view, integral causality is
the preferred causality form in model representations of real systems since it pro-
duces differential equations. However the differential causality form can be the
preferred choice in distributed systems when the connectivity between subsystems
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fails, as discussed in section 4.2.2. The other choice would be to solve the loop
caused by connectivity problems outside the subsystem environment as shown in
Figure 4.3, which can be quite time consuming and requires additional functional-
ities in the distributed simulation master.

Example 4.3 illustrated that different dynamical effects in a model have predefined
inputs and outputs from the integral causality. This might be fine if the causality
orientation is static, but when simulation events that change the causality online
during a simulation are considered, problems occur, as discussed in section 4.2.2.
Hence, since the differential causality is the common factor both in causality-
connectivity problems in distributed simulations and causality changes made by
simulation events in non-distributed systems a new formulation of the differential
causality can be the common solution. As mentioned in section 4.1, a commonly
used solution for differential algebraic equations can be found in the field of en-
gineering, and is discussed in the following.

4.3.1 Added Dynamics

When the connectivity between two integral causality models fails, such as in the
mechanical system shown in Figure 4.2, the engineering approach for ensuring
connectivity is to add small and preferably negligible dynamical effects that re-
tain the integral causality while ensuring connectivity. These dynamical effects
often consist of capacitive and dissipative effects, such as a spring and a damper in
mechanical systems or an RC-circuit in electrical systems, and hence, contributes
to additional states in the total state-space models, instead of reducing the num-
ber of states as would be the case if differential causality was considered. This is
illustrated in Example 4.4.

Example 4.4 (Added Dynamical Effects). Consider the mechanical system given
in Example 4.2 but now a spring and a damper is placed between the two masses.
By assuming that the outputs from the two mass-damper-spring systems are the
velocities of the masses, the difference in velocity can be defined as

∆v :� v1 � v2 (4.5)

Assume that the additional spring-damper system between the two masses has a
spring stiffness ka and a damping coefficient ba. Then it can be shown that the
force generated by the spring-damper system can be expressed as

Fa � ka

» t
0

∆vdt� ba∆v (4.6)

The added spring-damper system works as a Proportional-Integral (PI) controller
for the difference between the velocities and will try to make them converge (∆v �
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0) by feeding the two subsystems with a control force Fa. The transfer function for
this control law can be expressed as

∆v
Fa

psq � s 1
ka

ba
ka
s� 1

� kfs

Tfs� 1 (4.7)

where kf � 1
ka

is the transfer function gain and Tf � kfba is the transfer function
time constant. Note that if an electrical system is considered, ka � 1

C and ba � R
which give the well known time constant Tf � RC. Also note that if the positions
of the masses were considered as model outputs, the control law would change
to a Proportional-Derivative (PD) control law, which explains why there always
becomes a small difference between the two positions of the masses when applying
this method. �

As shown in Example 4.4, the iteration loop outside the two submodels in Fig-
ure 4.2 can be avoided by designing a control law that makes the model outputs
converge, although this adds another state to the total system. When considering
changing causality online during a simulation, it would be preferred to retain the
number of states in the system constant due to implementation reasons since no
passive states are needed.

Based on the PI-control law added through a simple spring-damper system in Ex-
ample 4.4, a generic method for reformulating differential causality into differen-
tial equations is presented in the following.

4.3.2 Reformulation of Port Dependent Differential Causalities

Since a differential causality removes one state from the total state-space model
in a system, it is believed that negligible dynamical effects can be added both in
order to regain the lost state and to assure connectivity.

Consider a single linear differential equation equation, and its output, given as

9x � ax� bu

y � hx
(4.8)

where x is the state, u is the input, y is the output and a, b and h are constants. The
differential causality form of (4.8) is given as

x � y

h

u � 1
b
p 9x� axq

(4.9)
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Now, y is given as input and u as output in the system, and the system has been
reduced with one state. For simplicity in syntax, lets define the input to the dif-
ferential causality form u� :� y and the corresponding output as y� :� u, which
gives

x � u�

h

y� � 1
b
p 9x� axq

(4.10)

This system does not contain any differential equations, hence, common stability
theories can not be applied. Also, simple explicit numerical solvers can not be
applied due to the 9x term present in the system equations. However, the solution for
regaining the lost differential equation and the state may actually be related to this
term. If we could find a method for differentiating x that introduces a differential
equation, the differential causality is transformed into integral causality without
changing the inputs and outputs of a model.

By looking more closely at the transfer function in (4.7), it can also be interpreted
as a low-pass filter with derivative effects with a filter gain equal to kf . Moreover,
it can be seen that for frequencies lower than the cut-off frequency fc � 1

2πTf
, the

transfer function can be approximated as

∆v
Fa

psq � kfs (4.11)

and hence,

∆v � kf
dFa
dt

(4.12)

when solved in the time domain. Hence, it is possible to regain the state that is lost
due to the differential causality by applying a low-pass filter with derivative effect
as long as the cut-off frequency is set properly. The low-pass filtering effects also
help smoothing the sampled inputs which enables numerical differentiation of the
signals without tremendous peaks. However, as (4.12) shows, we must set kf � 1.
Therefore, from a dynamical point of view, the low-pass filter time constant Tf is
only affected by the chosen damping coefficient. Hence, the transfer function we
seek is given as

Hpsq � s

Ts� 1 (4.13)

where T is the time constant for the band limit and fc � 1
2πT is the band limit

frequency, or the low-pass filter cut-off frequency. By defining Hpsq � zpsq
σpsq ,

where σpsq :� u�psq
h and where zpsq is the approximated value for 9x, we might
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rewrite the transfer function as

pTs� 1qzpsq � sσpsq
ñ zpsq � 1

T
σpsq � 1

Ts
zpsq

(4.14)

which can be transformed to a state space model as

9ξ � 1
T

�
u�

h
� ξ




z � 1
T

�
u�

h
� ξ


 (4.15)

where z :� 9x when neglecting the initial conditions. This means that we have
regained one state, ξ, and correspondingly, one differential equation. By inserting
(4.15) in (4.10) the new differential causality system can be rewritten as

9ξ � � 1
T
ξ � 1

Th
u�

y� � � 1
Tb
ξ � 1

bh
p 1
T
� aqu�

(4.16)

The transfer function based differentiation introduce a few new topics that need to
be studied, such as initial conditions when switching between the causality models,
solver stability and convergence. These topics are addressed in the following.

4.3.3 Initial Conditions and Solver Stability

When deriving the state space model for the transfer function given in (4.13) the
initial conditions were neglected, because these can be set after each discrete time
event where causality switching is initiated. In the systems studied here, the power
should be constant in all discrete events, jumps, e.g. no power is produced or
dissipated. This means that if a jump from the integral causality to the differential
causality model happens at time t � t0, y�pt0q � upt0q. This is achieved by
setting the initial condition

ξpt0q � p1� aT qxpt0q � Tbupt0q (4.17)

and if a jump from the differential causality model to the integral causality model
happens at time t � t0, ypt0q � u�pt0q, the initial condition is given as

xpt0q � u�pt0q
h

(4.18)

If the model contains more than one differential equation, the initial conditions can
be found similarly.



88 Tightly Coupled Systems and Hybrid Causality Models

When it comes to solver stability, the stability will be affected by the parameters T
and a. Solver stability for distributed simulations is thoroughly treated in chapter
3 and will only be briefly mentioned here. By assuming that the two causality
models given in (4.8) and (4.16) are to be implemented and solved with the Euler
integration method, the local solver time-step size must be set according to

∆t ¤ 2 �min
�
T,

1
|a|


, a   0 (4.19)

in order to provide a stable numerical solution. This means that the time constant
in the transfer function must be considered in addition to a when choosing ∆t,
assuming that the same solver and solver time-step size is used for both causality
configurations. In general, one could be tempted to choose

T ¡ 1
|Repaq| (4.20)

for models with only one differential equation when assuming that a   0. How-
ever, this would be a poor choice since the dynamics of the transfer function then
would become slower than the originally dynamics in the physical model. This
means that one must be careful when choosing T , and it is believed that the choice
of T would both affect the choice of ∆t and the convergence of the transfer func-
tion based differentiation to 9x. This is studied in more detail in the following.

4.3.4 Convergence of Transfer Function based Differentiation

To study the convergence of the transfer function based differentiation z given in
(4.15) to 9x it would be smart to remove the effect of the solver error. This can be
done by solving the differential equations algebraically. The system given in (4.8)
has an algebraic solution given as

xptq � eatxpt0q �
» t

0
eapt�τqbupτqdτ (4.21)

when assuming that t0 � 0. By setting u constant, the solution is given as

xptq � eatxp0q � peat � 1q b
a
u (4.22)

and the output is given as before, yptq � hxptq. The same can be done for (4.16),
and when assuming that the input is given as u�ptq � yptq � hxptq, the solution
can be written as

ξptq � e�
t
T ξp0q �

�
ξp0q
aT � 1 �

bu

a2T � a


�
eat � e�

t
T

�

� b

a
u
�
e�

t
T � 1

	 (4.23)
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and the output y�ptq is given as

y�ptq � �
1
Tb
e�

t
T ξp0q

�
1
Tb

��
ξp0q
aT � 1 �

bu

a2T � a


�
eat � e�

t
T

��

�
1
b

�
1
T

� a


�
eatxp0q �

�
eat � 1

� b
a
u

�

�
1
Ta

�
e�

t
T � 1

	
u

(4.24)

It can be seen that

lim
tÑ8 y

�ptq � p1� 1
Ta

qu� 1
Ta

u � u (4.25)

which means that the the transfer function based differentiation of x converges to
9x when the solution is not affected by numerical errors, u is constant and the rate
of convergence is dependent on T and a. This is also almost true when u � uptq
as long as the band limit time constant is chosen such that the band limit frequency
is higher than the largest frequency in uptq and faster than the fastest dynamics in
the model. Such convergence results are shown in Example 4.5-4.7.

Example 4.5 (Algebraic Solution). A mathematical model representation of a
physical system is given as

9x � �5x� u

y � x
(4.26)

where u � 1.0, @t P r0, 2.0s and xp0q � 0. The solution of this mathematical
model representation is given as

xptq � e�5txp0q � 1
5p1� e�5tq (4.27)

As can be seen, limtÑ8 xptq � 0.2. The solution yptq � xptq is given as input to
a reformulated differential causality version of the system, u�ptq � yptq, given as

9ξ � � 1
T
ξ � 1

Th
u�

y� � � 1
Tb
ξ � 1

bh

�
1
T
� a



u�

(4.28)

where T � 0.001 s, h � 1.0, b � 1.0, a � �5.0 and the solution of y�ptq is
given as in (4.24). The initial condition of ξ is set to ξp0q � �0.001, according to
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Figure 4.5: Convergence of y�ptq to u in Example 4.5

(4.17), and a plot of the system’s algebraic solution is given in Figure 4.5 where
an error between the two causality models are given as e � u� y�ptq.
As can be seen in the figure, xptq and the error e seems to converge in about one
second. Even though the initial condition for ξptq was set in accordance with
(4.17) there is a small error e � �5 � 10�3 at the start of the simulation, which
converges to zero after about one second. Hence, this is an initial error which in
this case is less than 0.5% of u. �

Example 4.6 (System Simulation). The same system as given in Example 4.5 is to
be simulated using the Euler integration method. First, the solver time-step size is
set to ∆t � 0.1T and the results are shown in figure 4.6 where the error is defined
as e � u� y�ptq.
As can be seen in the figure the maximal error is now about 10% of u, which is a
poorer result. This means that the solver error highly affects the transfer function
based differentiation of x and by lowering the solver time step the error would
decrease, and when ∆t Ñ 0 the error would converge to the results shown in
Example 4.5. �
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Figure 4.6: Convergence of y�ptq to u in Example 4.6

Example 4.7 (Varying Input). The same system as used in Example 4.5 and 4.6 is
to be excited with

uptq � sinpωtq (4.29)

where ω � 2π. A short solution time is wanted, thus, the band limitation time
constant and solver step is chosen as T � 0.01 and ∆t � 0.01T , respectively.
Note that T   2π

ω . The simulation results are shown in Figure 4.7. As can be seen
in the figure, the maximal error is less than 4.9% of the amplitude of the variable
input. �

The previous examples show that it is possible to choose T such that the error
e � u � y� remains small. Also, it was shown that the solver error amplifies the
error considerably in the estimate of 9x if the local solver time step is set high. The
convergence of the error was algebraically proved for constant inputs, ω � 0, when
the solution was given algebraically. The reason why the error does not converge
completely in Example 4.7 can be explained by looking at the low-pass filtering
properties in the transfer function where the magnitude and the phase angle of the
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Figure 4.7: Convergence of y�ptq to u in Example 4.7

low-pass filter are expressed as

|Hpjωq| � 1?
T 2ω2 � 1

(4.30)

and
=Hpjωq � � arctanpTωq (4.31)

respectively, where ω is the frequency of the input signal u�. By assuming that the
low-pass filter is excited with an input u� � sinpωtq, the output from the filter is
given as

y � |Hpjωq| sinpωt�=Hpjωqq (4.32)

However, in Example 4.7 the low-pass filter is excited by u� � 9x � hpax � buq
where u � sinpωtq. It is then possible to relate the input u to the output y� in a
transfer function, including the signal dynamics of u� and the low-pass filter, and
is given as

Gpsq � y�

u
psq �

1
T p1� Taqs� a

T

s2 � p 1
T � aqs� a

T

(4.33)
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By using the same values as in the example it can be shown that |Gpjωq| � 1.029
and =Gpjωq � �2.24� resulting in a maximal error of

max r|Gpjωq| sinpωt�=Gpjωqq � sinpωtqs � 0.049 (4.34)

which is 4.9% of the amplitude of u, the same as found in Example 4.7. Hence, the
error introduced when estimating the derivative of a state using (4.13) is related to
the low-pass filter magnitude and corresponding phase angle.

Based on these results it is reasonable to assume that values for T and ∆t can
be chosen such that the results is within a reasonable preset error tolerance, that,
at least, is as good as solving the originally differential causality problem shown
in Figure 4.3. Hence, the transfer function given in (4.13) is a good candidate
for estimating 9x when fast solvable and explicit solutions of differential algebraic
equations are considered and where algebraic solutions are not possible.

The transfer function based reformulation of the differential algebraic equations
also enables the use of common stability analysis tools as well as making the for-
mulation of hybrid causality models easier. As a matter of fact, the hybrid causality
formulation has already been derived through the use of the transfer function, and
the only thing left is to put it all together, as will be shown in the following.

4.4 Hybrid Causality Models
When working with systems that have the possibility to change causality or dy-
namics online during a simulation, hybrid causality would be a nice model feature,
as discussed in Example 4.3. In section 4.3 a transfer function was used to refor-
mulate differential algebraic equations into ordinary differential equations both in
order to regain the lost state such that the number of states becomes constant and
independent of the causality orientation, as well as being able to analyse model
stability and using common numerical solvers for solving the system in an expli-
cit manner. It also enables models to have multiple connectivity options, making
them more modular, which would be a good model feature, at least in distributed
systems.

Based on the reformulated differential causality in section 4.3.2, a hybrid causality
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model frame work can be established and expressed based on (4.8) and (4.16) as"
9x � ax� bu
y � hx

*
q � 0

$'&
'%

9ξ � � 1
T
ξ � 1

Th
u�

y� � � 1
Tb
ξ � 1

bh

�
1
T
� a



u�

,/.
/- q � 1

(4.35)

where q denotes the model form, q � 0 refers to integral causality and q � 1 refers
to reformulated differential causality. Note that u and u� are given from the model
environment and y and y� are the corresponding model outputs. To also enable
non-linear dynamics, the hybrid causality model can be formulated as"

9x � fpx, u, τcq
y � hpx, u, τcq

*
q � 0

$'''''&
'''''%

x � h�1
x pu�, y�, τcq

9ξ � � 1
T
ξ � 1

T
x

z � � 1
T
ξ � 1

T
x

y� � f�1
u pz, x, τcq

,/////.
/////-

q � 1

(4.36)

where h�1
x p�q is the inverse of hp�q with respect to x and f�1

u p�q is the inverse
of fp�q with respect to u � y�, where both the inverse functions are assumed to
be unique. The only logics that need to be implemented in this type of model
are related to model switching and resetting of integrators, which can be done in
various and generic ways.

To illustrate the use of hybrid causality models, a marine power plant including
hybrid causality models is thoroughly studied in a co-simulation in Example 4.8.

Example 4.8 (Marine Power Plant with Weak Power Grid). Consider the power
plant given in Figure 4.8 including two generator sets (gensets), two circuit break-
ers with negligible dynamics and a power grid load. The gensets can either be
connected or disconnected to the power grid, which is weak, meaning that a small
disturbance in the power grid load would cause a disturbance in the active gensets.
In other words, there is no capacitive effects in the power grid itself. Hence, one,
but only one, genset at a time must set the power grid voltage. This means that
when two or more gensets are connected to the same power grid, one genset must
have a causality that outputs voltages while the others contribute with currents.
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Figure 4.8: Marine power plant including two generator sets, two circuit breakers and a
power grid load.

The integral causality model for a synchronous generator can according to [39]
be expressed in the pd, q, 0q-reference frame as

9ψ � �ωmDψ �Ri�Eudq � buf (4.37a)

i � L�1ψ (4.37b)

where ωm is the engine speed, ψ � rψd, ψq, ψf , ψD, ψQsJ is the magnetic fluxes
for d, q, the field and the damping in d and q, respectively, i � rid, iq, if , iD, iQsJ
is the current vector, udq � rud, uqsJ is the voltage vector containing the voltages
for d and q, uf is the field voltage that controls the power grid rms voltage and

D �

�
�����

0 �np 0 0 0
np 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

�
����� , E �

�
�����

1 0
0 1
0 0
0 0
0 0

�
����� (4.38)

R �

�
�������

Rd 0 0 0 0
0 Rq 0 0 0
0 0 Rf 0 0
0 0 0 RD 0
0 0 0 0 RQ

�
�������
, b �

�
�����

0
0
1
0
0

�
����� (4.39)

L �

�
�����

Ld 0 Ldf LdD 0
0 Lq 0 0 LqQ
Ldf 0 Lf LfD 0
LdD 0 LfD LD 0

0 LqQ 0 0 LQ

�
����� (4.40)

Here,R is the internal resistance matrix, L is the inductance matrix and np is the
number of pole pairs in the generator. The model outputs are the currents id and
iq.
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Correspondingly, the equations for the generator model that outputs the voltages
ud and uq can be expressed as

udq � 9ψdq � ωmDdqψdq �Rdqidq (4.41a)
9ψfDQ � �RfDQifDQ � bfDQuf (4.41b)

whereudq � rud, uqsJ,ψdq � rψd, ψqsJ, idq � rid, iqsJ,ψfDQ � rψf , ψD, ψQsJ,
ifDQ � rif , iD, iQsJ and

Rdq �

�
Rd 0
0 Rq

�
, Ddq �

�
0 �np
np 0

�

RfDQ �

�
� Rf 0 0

0 RD 0
0 0 RQ

�
� , bfDQ �

�
� 1

0
0

�
� (4.42)

It is then possible to rearrange (4.37b) such that�
ψdq
ifDQ

�
� Z

�
idq
ψfDQ

�
(4.43)

where Z is given as

Z �

�
�������

Z11 0 LdDLfD�LDLdf

L2
fD

�LDLf

LfDLdf�LdDLf

L2
fD

�LDLf
0

0 �
L2

qQ�LQLq

LQ
0 0 LqQ

LQ

�
LdDLfD�LDLdf

L2
fD

�LDLf
0 � LD

L2
fD

�LDLf

LfD

L2
fD

�LDLf
0

�
LfDLdf�LdDLf

L2
fD

�LDLf
0 LfD

L2
fD

�LDLf
�

Lf

L2
fD

�LDLf
0

0 �
LqQ

LQ
0 0 1

LQ

�
�������

(4.44)
where

Z11 �
LfL

2
dD � 2LdDLfDLdf � LdL

2
fD � LDL

2
df � LDLdLf

L2
fD � LDLf

(4.45)

This means thatψdq can be calculated from (4.43), differentiated and inserted into
(4.41a) to obtain udq. The current vector ifDQ is found by first obtaining 9ψfDQ
from integrating (4.41b) and inserting into (4.43).

In this case the differential causality model contains only three states while the
integral causality model contains five. However, based on the transfer function-
based differentiation discussed in section 4.3.2, the differential algebraic equations
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in (4.41a) can be reformulated to differential equations. By defining

ψdq � Zdq

�
idq
ψfDQ

�
(4.46)

where Zdq P R2�5 contains the two first rows in Z and that 9̂ψdq is the approx-
imated derivative of ψdq obtained from the transfer function, the reformulated
differential causality model can be expressed as

9ψfDQ � bfDQuf �RfDQifDQ (4.47a)

9ξdq � � 1
T
ξdq �

1
T
Zdq

�
idq
ψfDQ

�
(4.47b)

ifDQ � ZfDQ

�
idq
ψfDQ

�
(4.47c)

udq � � 1
T
ξdq �Rdqidq (4.47d)

�
�

1
T
I2�2 � ωmDdq



Zdq

�
idq
ψfDQ

�

where ZfDQ P R3�5 contains the three last rows in Z given in (4.44) and I2�2
is the identity matrix of size 2.

The reformulated differential causality model can also be expressed more com-
pactly as �

9ψfDQ
9ξdq

�
� Aψ,ξ

�
ψfDQ
ξdq

�
�Bψ,ξidq � bψ,ξuf (4.48a)

udq � � 1
T
ξdq �Rdqidq (4.48b)

�
�

1
T
I2�2 � ωmDdq



Zdq

�
idq
ψfDQ

�

where

Aψ,ξ �

�
�����

�RfDQ

$&
%

Z33 Z34 Z35
Z43 Z44 Z45
Z53 Z54 Z55
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- 03�2

1
T

"
Z13 Z14 Z15
Z23 Z24 Z25

*
� 1
T I2�2
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�����
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�����

�RfDQ

$&
%

Z31 Z32
Z41 Z42
Z51 Z52
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1
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����� , bψ,ξ �
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�����

1
0
0
0
0

�
�����

(4.49)
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and where Zij is the element Zpi, jq in (4.44).

In order to enable smooth switching between the two causality orientations online
during a simulation, initial conditions must be derived. When switching from the
integral causality model to the reformulated differential causality model, the initial
conditions for the simulation time t0 for the states in the reformulated differential
causality model are given as

ψrDfDQpt0q � ψIfDQpt0q
ξdqpt0q � �TuIdqpt0q � TRdqi

I
dqpt0q

� pI2�2 � Tωmpt0qDdqqZdq

�
iIdqpt0q
ψIfDQpt0q

� (4.50)

Note that the superscripts rD and I are abbreviations for the variables in the refor-
mulated differential causality model and the integral causality model, respectively,
in order to separate equal variable names. Correspondingly, the initial conditions
when switching from the reformulated differential causality model to the integral
causality model at simulation time t0 are given as

ψIfDQpt0q � ψrDfDQpt0q

ψIdqpt0q � Zdq

�
irDdq pt0q
ψrDfDQpt0q

� (4.51)

To test the hybrid causality model, the total system shown in Figure 4.8 has been
implemented in the Python programming language as a co-simulation where each
genset and all controls system are treated as separate submodels. The field voltages
uf for the two generators are controlled by PI-controllers, where keeping the de-
sired rms voltage is the control objectives in addition to control reactive load shar-
ing. The PI control laws are saturated such that uf P r0.0, 100.0sV . The two gen-
erators are powered by auxiliary diesel engines. These auxiliary engines are also
controlled by PI controllers, acting as governors, and is also saturated according
to realistic fuel injection limitations. A simple power management system (PMS)
is also implemented in order to allow generator synchronization and load sharing
properties. It is out of scope here to go into detail regarding the additional subsys-
tems, but they have been thoroughly documented in [39], see Chapter 6. Also, the
main parameters for the generator models are the same as used in [39] and are
given in Table 4.1. Note that each genset has a rated capacity of 2438 kW .

In this case study the rms voltage reference is set to 690V , the auxiliary engine
speed reference to 600RPM when started but in idle mode, and 720RPM when
being synchronizing or connected to the power grid, corresponding to a grid fre-
quency of 60Hz. In the simulation generator 1 is first started and the power grid
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Table 4.1: Generator parameters

Parameter Value Parameter Value
Ld 0.0007728 H LqQ 0.0104431 H
LD 0.5987330 H np 5�
Lf 0.6063750 H Rd 0.0049700 Ω
LdD 0.0162176 H RD 6.2165657 Ω
Ldf 0.0162176 H Rq 0.0049700 Ω
LfD 0.5769750 H RQ 9.7575356 Ω
Lq 0.0005257 H Rf 0.3150000 Ω
LQ 0.3987454 H fG 60 Hz

load is activated at t �25 s. Generator 2 is also started and set to run in idle
mode before starting to synchronize at t �30 s. At t �110 s generator 1 is set to
disconnect from the power grid and go into idle mode, which means that generator
2 must take all the load and set the power grid voltage.

The power grid load is set to 1000 kW in active load and 1000 kVAr in reactive
load. In addition, noise is added to both the active- and the reactive power grid
load in order to make the simulation even more realistic and to test the total power
plant stability. The length of the simulation is set to 150 s, and the Euler integ-
ration method is used locally to solve each subsystem separately with a time step
∆t �0.1 ms, while the global co-simulation time step is set to 0.2 ms, meaning that
simulation data are exchanged every other local solver time step. The low-pass fil-
ter time constants in the reformulated differential causalities are set to 1.0 ms and
the simulation results regarding the generator models are shown in Figure 4.9.

The upper leftmost plot in the figure shows the rms voltages for the two generators
which seem to converge to the references rms voltage when neglecting the small
oscillations due to the noisy power grid load. The simulation results given in the
plot to the right show that the change in causality, as shown in the last plot in
the figure and happens about 23 s after initiating synchronization of generator 2,
does not affect the power grid voltage due to the new initial conditions. Note
that when both generators are connected to the power grid the magnitude of the
oscillations seems to decrease since both generators contribute to reducing the
oscillations through their field controllers. The results also show that when the
power grid load is activated, generator 1 gets a small reduction in the rms voltage
but manages to restore it to the desired value in less than 10 s.

The second and the third leftmost plots show the produced active and reactive
generator powers, respectively, in comparison to the active and reactive power
consumed by the power grid load. As the simulation results show, when generator
2 has been connected to the power grid, the active and the reactive load is be-
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Figure 4.9: Simulation results for power plant with hybrid generator models

ing shared between the two generators equally. This means that the load sharing
functionalities in the PMS work properly. The corresponding rightmost plots show
magnified regions of the active and the reactive power grid load when generator
2 is connected. These results also indicate that the causality change of generator
2 does not affect the simulation results when having in mind that load sharing is
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initiated right afterwards.

The fourth plot shows the field voltages (uf ) for the two generators. Also these
results seem to be stable during the entire simulation. The results also show that
when the power grid load is activated the field voltage for generator 1 increases,
and when generator 2 is connected to the grid the two field voltages converge due
to equal load sharing. The last plot shows the causality configurations for the two
generator models during the entire simulation. The results show that generator 2
is demanded by the PMS to set the power grid voltage before generator 1 is being
disconnected from the power grid at about t �120 s.

Figure 4.10 shows the simulation results for the two auxiliary diesel engines. The
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Figure 4.10: Simulation results for auxiliary diesel engines driving the generators

upper leftmost plot in the figure shows the speeds of the two engines which seems
to converge to 720RPM when the generators are connected to the power grid.
A magnified region of the engine speeds are shown to the right when generator 2
is synchronized and connected to the grid. As can be seen in the magnified plot,
generator 2 has a lower speed than generator 1 right before being connected to the
power grid. This has to do with phase synchronization between the two generators.
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The results also show that both generators get opposite peaks when generator 2 is
connected. This has nothing to do with changing the causality of generator 2, but
due to active load sharing functionalities initiated by the PMS.

The second plot in the figure shows the brake specific fuel consumption (BSFC) for
the two auxiliary diesel engines. The results show that when only one generator is
active the BSFC is lower than when both generators are active. This has to do with
the efficiency of the engines, which is highest when the engines approach a loading
of about 90 %. When both generators are connected they have about 25 % loading
each, which gives a higher BSFC. Also note that the BSFC for when an engine is
in idle shown in the figure is not correct since the BSFC curve is only valid for
engine loadings above 10 %. In reality the BSFC for such an engine in idle can
be as high as 1700-2000 g/kWh, maybe more. The corresponding instantaneous fuel
consumption is shown in the last plot in the figure. It is also possible to see the
drop in efficiency in these results, and when both generators are connected the
instantaneous fuel consumption increases with about 20 %.

This case study illustrates how hybrid causality models can be used in practice and
shows that such models are well suited for co-simulation purposes where the I/O
mapping may change during the simulation. The presented marine power plant
model seems to work properly and gives a good foundation for further research of
marine power plants and corresponding control- and optimization strategies. It is
however out of scope to investigate this further here.

�

In co-simulations, as well as in other simulations, model stability is important and
a is discussed in the following.

4.5 Stability of Hybrid Causality Models
For models with reformulated differential causalities and static causality orienta-
tions, the traditional stability analysis tools such as Lyapunov stability theory can
be applied directly. This, because such models do not longer contain differential
algebraic equations and can be represented in full state-space formulations. Hence,
the focus here will be devoted to dynamical stability for hybrid causality models.
A hybrid modeling framework with corresponding stability theory is presented
in [90]. The hybrid modeling framework is divided into two time domains, one
propagating in continuous time and the other in discrete time. The hybrid caus-
ality model framework presented in (4.35) fits this hybrid framework where the
two causality orientations propagate in continuous time and where the switching
between the causality orientations constitute the discrete time events.
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In general, the main stability theory regarding the hybrid framework in [90] states
that a hybrid model is stable whenever it can be proved that the level of energy in
a hybrid model decreases in both continuous time and discrete time. It also states
that if the level of energy is constant in discrete time but decreases in continuous
time, it is enough to prove that the model does not stay in the discrete time domain
forever and that it ends up in the continuous time domain in order to assure sta-
bility. These stability results are useful also for hybrid causality models. Hence,
if it can be proven that the level of energy in a hybrid causality model does not
increase in discrete time, the stability conditions for hybrid causality models are
easy to formulate. As a matter of fact, the initial conditions for the causality ori-
entations in a hybrid causality model are strongly related to the level of energy for
the model in discrete time. This is summarized in Lemma 4.1.

Lemma 4.1 (Constant Energy Level in Discrete Time). The level of energy in dis-
crete time for a hybrid causality model is only dependent on the initial conditions
for the causality orientations, and the level of energy in a hybrid causality model
is constant when choosing the initial conditions for (4.8) and (4.16) to be energy
conserving, such as in (4.18) and in (4.17), respectively.

Proof. Assume that the power exchange between a submodel and the model en-
vironment for the system given in (4.8) and (4.16) is given as

P � y � u, P � � y� � u� (4.52)

respectively, and that a power residual is defined as the difference between these
two in discrete time, ∆P :� P � P �. By including system dynamics, the power
for the integral causality orientation and the reformulated differential causality ori-
entation can be expressed as

P � y � u � hxu � u�y�

P � � y� � u� �
�
� 1
Tb
ξ � 1

bh

�
1
T
� a



u�
�
u�

�
�
� 1
Tb
p1� aT qx� u� 1

b
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1
T
� a



x

�
hx

� uy

(4.53)

which tell that ∆P � 0 during causality switching for hybrid causality models
as expressed in (4.35). This means that power is neither dissipated nor generated
during causality switching.

Based on Lemma 4.1 the stability conditions for hybrid causality models can be
formulated as in Theorem 4.1.
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Theorem 4.1 (Dynamical Stability Conditions for Hybrid Causality Models). For
a given hybrid causality model containing multiple causality forms assume that
the differential causalities have been reformulated such that differential algebraic
equations are changed to differential equations. Also, assume that the initial con-
ditions for the causality orientations are chosen such that no energy gets dissipated
or generated when switching causality orientation, and that the hybrid causality
model cannot stay in discrete time forever, having a finite number of causality
switchings. Then, the dynamical stability for each causality orientation can be
analysed separately with suited stability theories in order to assure total dynam-
ical stability for the model.

Proof. Based in Lemma 4.1, the level of energy for a hybrid causality model is
constant in discrete time if the initial conditions are energy conservative. Hence,
it follows directly that if all causality orientations dissipate more energy than it
produces and that the model propagates more in continuous time than discrete
time, and more importantly ends up in continuous time, the level of energy in the
total model will decrease, which implies stability.

To illustrate the usage of Theorem 4.1, the stability of the hybrid generator model
presented in Example 4.8 is presented in Example 4.9.

Example 4.9 (Stability Analysis of Hybrid Generator Model). Consider the hybrid
causality generator model presented in Example 4.8. Starting with the complete
integral causality model, as expressed in (4.37), a Lyapunov function candidate is
given as

Vi � 1
2ψ

JIψ (4.54)

where I is the identity matrix. Hence, it can be verified that

9Vi � ψJi
��ωmD �RL�ERLJ0L

�1�ψ �ψJbuf (4.55)

where RL is the external load resistance matrix and J is a mapping matrix such
that idq � J0i. For simplicity, assume that the PID-controller controlling the field
voltage is stable. Then, it can be verified that

9̂
Vi ¤ ψJi

��ωmD �RL�ERLJ0L
�1�ψ ¤ 0 (4.56)

for all energy dissipative power grid loadsRL and all generator speeds ωm given

the parameters in Table 4.1, where 9Vi � 9̂
Vi �ψJbuf . Correspondingly, consider
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the reformulated differential causality orientation given in (4.48). A Lyapunov
function candidate is given as

VrD � 1
2

�
ψfDQ
ξdq

�J
I

�
ψfDQ
ξdq

�
(4.57)

It can be verified that

9VrD �
�
ψfDQ
ξdq

�J �
Aψ,ξ �Bψ,ξR

�1
L J1

� � ψfDQ
ξdq

�

�
�
ψfDQ
ξdq

�J
bψ,ξuf

(4.58)

where J is a mapping matrix such that

udq � J1

�
ψfDQ
ξdq

�
(4.59)

By also here assuming that the PID-controller controlling the field voltage is stable,
it can be verified that

9̂
VrD ¤

�
ψfDQ
ξdq

�J �
Aψ,ξ �Bψ,ξR

�1
L J1

� � ψfDQ
ξdq

�
¤ 0 (4.60)

for all energy dissipative power grid loadsRL and all generator speeds ωm given
the parameters in Table 4.1, where

9VrD � 9̂
VrD �

�
ψfDQ ξdq

�
bψ,ξuf (4.61)

Hence, the total hybrid causality generator model is dynamically stable. �

When it comes to stability in distributed systems, it is in most cases more inter-
esting to look at simulator stability rather than dynamical stability since simulator
stability contains both dynamical stability and numerical stability. However, this
is out of the scope in this chapter, but has been treated thoroughly in [34, 36] and
in Chapter 3.

4.6 Conclusion
In this chapter mathematical models of physical systems with multiple causality
configurations and connectivity options, formulated as hybrid causality models,
have been studied, as a major step in solving the issues related to systems that are
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tightly coupled through causality. The causality configurations that imply differ-
ential algebraic equations has been reformulated to ordinary differential equations
by the use of transfer function based differentiation. This, mainly in order to retain
a full state space model, consisting of only ordinary differential equations, for sta-
bility analysis purposes and to facilitate the use of simple solvers such as the Euler
integration method.

A convergence study of the transfer function based differentiation were initiated
and the results showed that the transfer function based differentiation method
works well as long as the differentiation time constant is chosen such that the filter
dynamics are faster than the dynamics of the physical system, as well as keeping
all eigenvalues inside the stability region of the chosen numerical solver.

Various examples have been given to facilitate readability and to highlight some of
the ideas presented in this chapter. A more in-depth example presenting a marine
power plant is given to show applicability and to highlight practical usage of the
proposed theory. This marine power plant is to be further elaborated in Chapter 6.



All models are wrong, but some are useful!
- George E. P. Box (1919-2013)
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CHAPTER5
Modeling of Generic Offshore

Vessel including Crane

This chapter is based on a restructured version of [38, see P6 in section 1.6] where
a generic marine offshore vessel model including a deck crane with three degrees
of freedom is derived using Lagrange’s method. A framework for deriving such
rigid body dynamics, including quasi coordinates, based on power bond connec-
tions is also presented. This method for deriving the state-space model for two
systems tightly coupled through causality (see chapter 4) is exact, in comparison
to the method of reformulating differential algebraic equations into differential
equations, as presented in section 4.3. A case study of a marine offshore vessel in
DP-operation is conducted and simulations are performed. However, note that no
co-simulations are conducted in this chapter. Later on, in chapter 8 the total case
study system presented here will be divided into subsystems and simulated in a
co-simulation where the vessel and the crane are packed as one subsystem. This
chapter also shows that even small payloads, in comparison to the vessel itself, at-
tached to crane through a wire [125] has a considerable impact on the performance
of the vessel.

5.1 Introduction
A number of maritime simulator solutions have previously been developed for
different applications. Two examples are the Marine Systems Simulator, MSS
[126, 127], and the Marine Vessel and Power Plant Simulator [6, 128, 129]. The
MSS simulator, a joining together of the GNC-toolbox [130], MCsim, [131], and
DCMV [132], is an environment or a platform which allows for rapid formulation
of dynamic equations for vessel, with special focus on maritime control systems.
This framework is implemented in the Matlab/SimulinkR software. However, it
does not facilitate crane and manipulator extensions. The Marine Vessel and Power
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Plant Simulator is a Matlab/SimulinkR-based extension of the MSS-simulator, that
supports better thruster models and electric power plants. The main purpose of the
simulator is to support development of advanced power system control and optim-
ization methods [129]. As noted in [129], the disadvantage of using Simulink is
that it is hard to model interconnections. It is noted that the system is hard to divide
into the levels as required by the subsystem architecture of Simulink. Bond graph
theory, on the other hand, provides a unified description of physical systems across
multiple energy domains [133], something that, in turn, makes interconnection of
subsystems convenient.

Three references that does support interconnected crane and manipulator dynam-
ics are [134], [135] and [136]. The former reference derives dynamic equations for
AUVs using an Lagrangian approach, similar to what is done here. The main pur-
poses of this approach in [134] is (i) to avoid the singularities that arise when using
an Euler-angle representation, while at the same time keeping a minimal formula-
tion (i.e., not using e.g. a unit quaternion-representation), by instead using quasi-
coordinates, and (ii), to enable AUV-manipulator modelling. The main difference
between this approach, and the approach presented here, is that our mathematical
model is formulated as shown in [25] and [137, 138], rather than in the traditional
manner following the Lagrangian formulation as presented in e.g. [139, 24], thus
enabling us to represent the model in bond graphs. In addition to allowing for a
bond graph representation, this is also advantageous because we avoid the task of
time-differentiating the mass-inertia matrix. The second reference, [135], presents
a modeling approach for heavy marine lifting operations based on the modeling
and simulation software 20-sim, using the 20-sim 3D Mechanics toolbox [140].
This approach provides a bond graph interface to other subsystems. It is however
a disadvantage that the approach is constrained to a particular software implement-
ation and a particular toolbox within the software, something that in turn provides
a number of limitations and restrictions. One example is that the 3D Mechanics
toolbox will only allow for diagonal mass-inertia matrices and linear spring and
damper relations. Our approach, on the other hand is not limited to any particular
software implementation. Rather, the model is based on general bond graph the-
ory, and can, as such be implemented in any software that supports scripting, since
the system equations can easily be extracted from the bond graphs. However, it
is convenient to use a software that directly supports bond graphs, as will be done
here. The third reference, [136], does not depend on particular software, but is in-
stead based on stiff spring connections between rigid bodies. This is done in order
to resolve problems related to derivative causality appearing when connecting the
rigid bodies. The disadvantage with this approach is that if a soft spring is used,
the accuracy will be severely affected, while if a stiff spring is used, fast dynamics
that will increase the simulation time will appear. As such, a compromise between
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slow simulations and large simulation errors must be made when deciding on the
spring stiffness. In the framework presented in this chapter, the derivative causal-
ities have been resolved algebraically, and no compliance between rigid bodies are
necessary. The advantage with using the compliance-approach in [136] is that it is
easier to alter the structure of the crane, for example, by replacing a revolute crane
joint with a linear one.

Our contribution then is to provide a framework that allows for effective simulator
development based on the bond graph methodology, something which makes it
well suited for multi energy-domain modeling and also arguably better suited for
representing physical systems than, for example, block-diagrams [31], as seen both
from a practical modelling-technical point of view, and from a pedagogical point
of view [141]. The former is something we see as highly relevant for maritime
vehicles as they, at least, will include components from the mechanical, electrical
and hydraulic domain. Currently, there are a number of simulators specialized
for various purposes, as pointed out earlier, but they lack the flexibility associated
to bond graph modelling in terms of generic interfaces to subsystems, does not
facilitate connection of cranes with true dynamic interconnections to the vessel,
or are limited in terms of rigid body dynamics because they are is based on very
specialized toolboxes, (i.e., the 3D Mechanics toolbox for [135]). The framework
presented in the following, on the other hand, retain all the advantages of bond
graphs, while remaining independent of any particular software or toolboxes, and
has no limitations or restrictions regarding the rigid body dynamics. As such,
this is the first software independent bond graph framework for crane and vessel
dynamics where the interconnections are modeled according to true physical ri-
gid body principles without non-physical limitations such as diagonal mass-inertia
matrix.

5.2 Marine Vehicle Dynamics
In this section we seek to find equations of motion for the marine vehicle, using
momentum and displacement as generalized states. A state space model expressed
in terms of these states is convenient for bond graph implementation, as will be
seen later on. Besides, this state space model is far easier to derive from the
Lagrangian equations than the traditional state space model for marine vehicles
persented in e.g. [14], with displacements and displacement rates as states. This is
mainly because we avoid the tedious task of time differentiating the mass-inertia
matrix when using momentum, as opposed to displacement rates. Figure 5.1 can
be used as a reference for some of the variables in this section.
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Figure 5.1: Illustration of kinematics of a marine vehicle.

5.2.1 Kinematic Relations

Let the position and orientation of the vehicle be given relative to an inertial ref-
erence frame, denoted by 0. Attach a second reference frame to the vehicle body
and denote it b. The position of the vehicle is given by the vector r0

b{0, where the
superscript indicate that the vector is expressed in terms of the inertial reference
frame, while the subscript b{0 indicate that the vector gives the position to the ori-
gin of the vehicle body fixed reference frame relative to the origin of the inertial
reference frame. The orientation of the the vehicle is given by the Euler angles
Θ � rφ, θ, ψsT . In this chapter, the Euler angles are defined such that if the
vehicle is rotated an angle φ about its x-axis, an angle θ about the resulting y-axis,
and finally an angle ψ about the resulting z-axis, then the body fixed coordinate
frame have the same orientation as the inertial reference frame. Using this, we can
find an expression for the angular velocity of the vehicle, expressed in terms of the
body fixed reference frame as

ωbb{0 � ib 9φ� j
1

b
9θ � k2b 9ψ � T�1

Θ pΘq 9Θ (5.1)

where ib is the unit normal vector along the x-axis of the vehicle body fixed ref-
erence frame, j

1

b is the unit normal vector along the y-axis of the reference frame
resulting from the rotation φ, and k

2

b is the unit normal vector along the z-axis of
the reference frame resulting from the rotation θ about j

1

b. The 3�3 matrix T�1
Θ is

then defined as T�1
Θ � rib, j 1b, k

2

b s. Expressions for the unit normal vectors along
the axis of the intermediate reference frames can be found by using the principal
rotation matrices for the sequence of rotations described above. Consider first a
coordinate c describing the location of point P in a local reference frame. Assume
that this point now is observed from a reference frame rotated an angle φ about the
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local reference frame, denoted cx. These coordinates can now be related as

cx � Rxpφqc (5.2)

whereRx is a principal rotation matrix about the local x-axis. Because the rotation
matrix is orthogonal, we can write the inverse of the matrix as R�1

x � RJ
x [139].

Using this, an expression for the unit normal vector along the y-axis of the first
intermediate reference frame, j

1

b from (5.1), can be expressed in terms of the body
fixed reference frame as

j
1

b � RJ
x pφqjb (5.3)

where jb � r0, 1, 0sT is the unit normal vector along the y-axis of the body
fixed reference frame. Similarly, the coordinate cx, can be observed from a new
reference frame, rotated an angle θ about the previous reference frame, given in
(5.2), denoted cy. The relation between cx and cy is then expressed as

cy � Rypθqcx (5.4)

Using this expression, we find that the unit normal vector k
2

b can be expressed as

k
2

b � RJ
y pθqk

1

b � RJ
xR

J
y kb (5.5)

where kb � r0, 0, 1sJ. With these transformations defined, we can express the
transformation matrix of (5.1) as

T�1
Θ pΘq � � ib, RJ

x jb, RJ
xR

J
y kb

�
(5.6)

The final principal rotation matrix Rzpψq can be used in order to transform a
coordinate expressed in terms of the second intermediate reference frame, to be
expressed in terms of the inertial reference frame. We can now design the rota-
tion matrix transforming a coordinate representation from the vehicle body fixed
reference frame to the inertial reference frame as

R0
b � RzpψqRypθqRxpφq (5.7)

with

Rzpψq �
�
� cψ �sψ 0
sψ cψ 0
0 0 1

�
� , Rypθq �

�
� cθ 0 sθ

0 1 0
�sθ 0 cθ

�
�

Rxpφq �
�
� 1 0 0

0 cφ �sφ
0 sφ cφ

�
�

(5.8)
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where sx � sinpxq, and cx � cospxq. We can now write

c0 � R0
bc
b (5.9)

This rotation matrix, as with the principal rotation matrices, is orthogonal [139],
such that

�
R0
b

��1 � �R0
b

�J � Rb
0 (5.10)

With the kinematic relations in place, we can derive expressions for the kinetic
energy of the vehicle.

5.2.2 Kinetic Energy of the Vehicle

The kinetic energy of the vehicle can be expressed as

T � 1
2

�
pvbcg{0qJMvbcg{0 � pωbb{0qJIgωbb{0

	
(5.11)

where M � mI3�3, m is the mass of the vehicle, I3�3 is the identity matrix, Ig
is the vehicle inertia tensor, and vcg{0 is the linear velocity of the vehicle center
of gravity relative to the inertial reference frame. However, using the Lagrangian
approach, the kinetic energy should be expressed in terms of a set of generalized
coordinates and their rates. The generalized coordinates are a set of coordinates
that uniquely define the position and orientation of the vehicle, and are in this
chapter chosen as

q �
��
r0
b{0
	T

, ΘJ
�J

(5.12)

The linear velocity of the vehicle center of gravity can be expressed in terms of the
generalized coordinates and corresponding rates as

vbcg{0 � vbb{0 � ωbb{0 � rbcg{b
� Rb

0pΘq 9r0
b{0 � T�1

Θ pΘq 9Θ� rbcg{b
(5.13)

where vbb{0 is the velocity of the origin of the vehicle body fixed reference frame,
and rbcg{b is the vector from the origin of the vehicle body fixed reference frame to
the center of gravity. By substituting (5.1) and (5.13) in (5.11), the kinetic energy
takes the form T pq, 9qq. We do however seek to replace the dependency on 9q by
the quasi coordinates given as

ω �
�
vbb{0
ωbb{0

�
�
�
Rb

0 03�3
03�3 T�1

Θ

��
9r0
b{0
9Θ

�
� αJ 9q (5.14)
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because this will make the resulting equations of motion dependent on the linear
and angular velocity in terms of the body frame, rather than the linear velocity in
terms of the inertial frame and the Euler angle rates. The inverse of (5.14) is

9q � βω (5.15)

where

β � pαJq�1 �
�
R0
b 03�3

03�3 TΘ

�
(5.16)

Substituting (5.15) into the expression for T pq, 9qq, yields the expression T pq,βωq �
T̄ pq,ωq, which can be found explicitly by finding the linear velocity of the vehicle
center of gravity expressed in terms of the quasi-coordinates. This is recognized
as the first expression in (5.13), and can be expressed compactly as

vbcg{0 �
�
I3�3, ib � rbcg{0, jb � rbcg{0, kb � rbcg{0

�
ω

4� Jvbω
(5.17)

where Jvb is the geometric Jacobian matrix for the linear velocity of the center
of gravity of the vehicle. More trivially, the angular velocity can be expressed in
matrix form as

ωbb{0 �
�

03�3 I3�3
�
ω

4� Jωb ω
(5.18)

The vector vb � rpvbcg{0qJ, pωbcg{0qJsJ collects the linear velocity of the center of
gravity of the vehicle and the angular velocity of the body. This can be expressed
as

vb �
�
Jvb
Jωb

�
ω � J bω (5.19)

With this, we find the kinetic energy in terms of quasi coordinates as

T̄bpq,ωq � 1
2ω

JJJb

�
M 03�3

03�3 Ig

�
J bω

4� 1
2ω

JBbω

(5.20)

where Bb is the symmetric and positive definite vehicle mass-inertia matrix. The
equations of motion are found by inserting the kinetic energy expression into the
Lagrange’s method.
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5.2.3 Equations of Motion

In the traditional Lagrange method, in which the kinetic energy is expressed in
terms of generalized coordinates and rates, as opposed to generalized coordinates
and quasi-coordinates, the equations of motion takes the form

d

dt

�BT
B 9q


� BT
Bq � τ (5.21)

where τ is the vector of generalized forces. Note that the potential energy of the
system is not included here. Examples on how these effects can be included will
be given in section 5.5. When introducing quasi-coordinates, the chain rule must
be used when differentiating because the quasi-coordinates are functions of the
generalized coordinates and rates. From [24], we have that the quasi-equations of
motion becomes

d

dt

�BT̄
Bω


� βJγ BT̄Bω � βJ BT̄Bq � βJτ (5.22)

where the n� n matrix γ of (5.22) is given as

γ �

�
��
ξ11 � � � ξ1n

...
. . .

...
ξn1 � � � ξnn

�
���

�
��
ωJβJ Bα

Bq1
...

ωJβJ Bα
Bqn

�
�� (5.23)

and

ξij � ωJβJ BαijBq (5.24)

Note that Bα{Bqi is a square matrix, in which each element αij are differentiated
with respect to qi, whereas Bαij{Bq is a column vector in which the element αij is
differentiated with respect to each of the generalized coordinates.

The kinetic energy differentiated with respect to the velocity constitutes the mo-
mentum of the system in question. Thus

9p � d

dt

�BT̄
Bω



(5.25)

where p is the momentum of the quasi states, i.e., the momentum expressed in
terms of the vehicle body fixed reference frame. Going back to (5.20), we find that

BT̄
Bω � Bbω (5.26)
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Inverting (5.26) and substituting p � BT̄ {Bω, yields

ω � B�1
b p (5.27)

We also find, by comparing (5.22) and (5.25), that

9p � �βJγ BT̄Bω � βJ BT̄Bq � β
Jτ

� �βJγBbω � 1
2β

JωJ
BBb

Bq ω � β
Jτ

4� fppq,ωq � βJτ

(5.28)

where we have used that
BT̄
Bq � 1

2ω
J BBb

Bq ω (5.29)

and

ωJ
BBb

Bq ω �

�
��
ωJ BBb

Bq1
...

ωJ BBb
Bqn

�
��ω (5.30)

Note that, in the case of the marine vehicle, the system mass-inertia matrix is not a
function of the generalized coordinates, so BT {Bq � 0. We have however included
the expression because this, in general, will not be the case when e.g. a crane is
added to the system.

Combining (5.27) and (5.28) we obtain a state space model describing the basic
dynamics of the vehicle, as

ω � B�1
b p (5.31a)

9q � βω (5.31b)

9p � fppq,ωq � βJτ (5.31c)

We have now derived state space equations for the vehicle. In the following section
this formulation is expanded to also include crane of manipulator dynamics. With
the state space equations for the vehicle derived, we can, in the following section
expand these to include the crane or manipulator dynamics.

5.3 Expanding the Model to Include Crane and Manipu-
lator Dynamics

The system, now defined as the vehicle and the cranes or manipulators, move in
n � 6 � k degrees of freedom, where the vehicle move in 6 degrees of free-
dom, and the equipment in k. In case of lower pair jointed, open chain structured
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equipment, this means that the equipment have k joints. For such equipment, the
obvious choice for generalized coordinates are the joint displacements, denoted
qe � rqe1, qe2, ..., qeksJ. The system vector of generalized coordinates are thus
the n�1 vector q � rpr0

b{0qJ, ΘJ, qTe sJ. The quasi coordinates of the equipment
are defined simply as the rate of the generalized coordinates of the equipment, such
that the system vector of quasi-coordinates are ω � rpvbb{0qJ, pωbb{0qJ, 9qJe sJ.
With these augmented vectors of generalized coordinates and quasi-coordinates, it
is necessary to augment the transformation matricesαJ, and β. Recall that we had
ω � αJ 9q. Using the expression (5.14), together with the notation 9qe � Ik�k 9qe,
we find that the augmented n� n transformation matrix αJ is given as

αJpqq �
�
� Rb

0 03�3 03�k
03�3 T�1

Θ 03�k
0k�3 0k�3 Ik�k

�
� (5.32)

The augment inverse transformation matrix is then

βpqq � �αJ��1 �
�
� R0

b 03�3 03�k
03�3 TΘ 03�k
0k�3 0k�3 Ik�k

�
� (5.33)

Before deriving the equations of motion, we shall investigate the kinematics of the
system. In particular, we seek to find expressions for the velocity of the centre of
gravity for each of the equipment bodies as functions of the generalized coordin-
ates and the quasi-coordinates, in order to find an expression for the system kinetic
energy. To this purpose it is necessary to find expressions for the coordinates of
each of the bodies’ centre of gravity, relative to the preceding joints and the body
fixed reference frame.

Figure 5.2 shows some equipment with an open chain structure, e.g. a robotic
manipulator. In this case, there are two revolute joints and one prismatic joint.
In each joint, there is a reference frame attached to the corresponding body such
that body i is attached to reference frame i. If joint i is a revolute joint, body i
rotate about the vector ei, and if joint i is a prismatic joint, body i displace along
the vector ei. For the sake of convenience, we place the reference frames such
that the rotation or displacement of joint i takes place about or along one of the
principal axis of the local reference frame. In the following, we assume that the
location of the centre of gravity of each link relative to the link reference frame
origin is known. For link i these coordinates are denoted ricgi{i. We also define the
coordinates of joint i�1 relative to joint i, in terms of reference frame i, as rii�1{i.
In the case when joint i is a revolute joint, these coordinates are constant, and in the
case of prismatic joints, the coordinates are dependent on the displacement qepi�1q.
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In order to find the coordinates rii�1{i in this case, we define the coordinate rizi{i,
as the point where reference frame i � 1 is located for qepi�1q � 0, relative to
reference frame i. An expression for the vector ri�1{i in the case of joint i � 1
being prismatic is then

ri�1{i � rzi{i � ei�1qi�1 (5.34)

With the coordinates rcgi{i, ri�1{i, and the coordinate of the first link relative to
the origin of the body fixed reference frame r1{b, we can find the coordinates of
any center of gravity, relative to any joint, as well as relative to the body fixed
reference frame of the vehicle. As an example, the position of the center of gravity
for body i, relative to the origin of the body fixed reference frame is

rcgi{b � r1{b � r2{1 � ...� ri{i�1 � rcgi{i (5.35)

We do however need to express all the terms in (5.35) in terms of the same ref-
erence frame. To this purpose we develop rotation matrices as functions of the
generalized coordinates, mapping vectors expressed in terms of any of the local
reference frames into a reference frame with the same orientation as the vehicle
body fixed reference frame. The notation used for the rotation matrices is illus-
trated in 5.36, where a vector c expressed in terms of reference frame i is trans-
formed to a representation in the reference frame b as

cb � Rb
ipqeqci (5.36)

Next, we investigate the differential kinematics of the system in order to develop
geometric Jacobian matrices as functions of the generalized coordinates. These
matrices, one for each body of the equipment, maps the quasi-coordinates into the
angular and linear velocity of the centre of gravity of the given body, equivalent to
(5.19), where the vehicle geometric Jacobian is defined.

5.3.1 Differential Kinematics

Both the linear and angular velocities of the various bodies of a chain of linked
rigid bodies situated on a marine vehicle, are explicitly dependent on the velocity
of the vehicle and the rates of the preceding joints. We define the contribution to
the linear velocity of the centre of gravity of body i from the linear velocity of the
vehicle as

v
pvb{0q
cgi{0 � vbb{0 � I3�3v

b
b{0

4� J vcgi
vb vbb{0

(5.37)

where the superscript in parenthesis denotes from where the given contribution
comes.
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Figure 5.2: Kinematics of an open chain of linked bodies.

The contribution to the same velocity, by the angular velocity of the vehicle is
defined as

v
pωb{0q
cgi{0 � ωbb{0 � rbcgi{b

�
�
ωbb{0ib � ωbb{0jb � ωbb{0kb

	
� rbcgi{b

�
�
ib � rbcgi{b, jb � rbcgi{b, kb � rbcgi{b

�
ωbb{0

4� J vcgi
ωb ω

b
b{0

(5.38)

where rcgi{b is the coordinate of the center of gravity of body i relative to the origin
of the vehicle body fixed reference frame. The contribution to the linear velocity
of the i-th center of gravity from the rate of joint p for p ¤ i, depends on whether
the joint is revolute or prismatic. We define

v
p 9qepq
cgi{0

4� J vcgi

9qep
9qep

�
#
pebp � rbcgi{pq 9qep, for revolute

ebp 9qep for prismatic

(5.39)

where rcgi{p is the coordinate of the center of gravity of body i relative to the origin
of reference frame p, and ebp is the vector about, or along, which body p revolves
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or translates, respectively, in terms of the vehicle body fixed reference frame. In
the case where p ¡ i, the contribution is zero. Using (5.37) through (5.39), we can
find the linear velocity of the center of gravity of link i, expressed in terms of the
vehicle body fixed reference frame, as a function of the generalized coordinates
and the quasi-coordinates, as

vbcgi{0 �
�
J vcgi
vb , J vcgi

ωb , J vcgi

9qe1
, ..., J vcgi

9qei
, 0
�
ω

4� Jvi pqqω
(5.40)

where the dimensions of the zero matrix 0 is 3� pk � iq.
We now proceed to find the various contributions to the angular velocity of body
i. There is no contribution to this velocity from the linear velocity of the vehicle.
Thus, we can define

ω
pvbq
i � 03�3v

b
b{0

4� J ωi
vb
vbb{0

(5.41)

The contribution from the angular velocity of the vehicle can be formulated as

ω
pωb{0q
i � I3�3ω

b
b{0

4� J ωi
ωb
ωbb{0

(5.42)

Finally, the contribution to the angular velocity from the joint displacement rate
9qep, given that p ¤ i, is

ω
p 9qepq
i

4� J ωi
9qep
9qep

ñ J ωi
9qep
�
#
ebp, for revolute
03�1 for prismatic

(5.43)

The total angular velocity of body i of the equipment, can be found by taking the
sum of all contributions stated in (5.41) through (5.43) as

ωbi{0 �
�
J ωi
vb
, J ωi

ωb
, J ωi

9qe1
, ..., J ωi

9qei
, 0
�
ω

4� Jωi pqqω
(5.44)

where the zero matrix is of dimension 3 � pk � iq. We define the 6 � 1 vector
vi � rpvbcgi{0qJ, pωbi{0qJsJ, where the linear and angular velocity of the center



122 Modeling of Generic Offshore Vessel including Crane

of gravity of body i are collected. Furthermore, we define the 6 � n geometric
Jacobian matrix for the velocity of body i as

J ipqq �
�
Jvi pqq
Jωi pqq

�
(5.45)

Using this, a compact expression for the velocity of the center of gravity for body
i is

vi � J ipqqω (5.46)

These kinetic relations can further be used in order to derive kinetic energy expres-
sions for the system.

5.3.2 Kinetic Energy of System

The kinetic energy the system can be found by taking the sum of all contributions
from each body in the system. In (5.20), the contribution to the total kinetic energy
from the vehicle is found. It is however necessary to augment this expression, as
q and ω have been augmented. This is achieved by augmenting the geometric
Jacobian matrix found in (5.19) to

J b �
�
Jvb 03�k
Jωb 03�k

�
(5.47)

in order to make it compatible to the new vector of quasi-coordinates.

The kinetic energy of body i of the crane or manipulator can, as for the vehicle, be
found as

T̄ipq,ωq � 1
2ω

JJJi pqq
�
M i 03�3
03�3 Ibi

�
J ipqqω

4� 1
2ω

JBipqqω
(5.48)

where M i � miI3�3, mi is the mass of body i, and Ibi � Rb
iIiR

i
b is the inertia

tensor of body i, expressed in terms of the vehicle body fixed reference frame. The
matrix Ii is the locally expressed inertia tensor, and Bipqq is the equipment body
i mass-inertia matrix, which also is symmetric and positive definite.
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To find the system kinetic energy, we take the sum of all contributions as

T̄ pq,ωq � T̄bpq,ωq �
ķ

i�1

�
T̄ipq,ωq

�

� 1
2ω

J
�
Bb �

ķ

i�1
pBipqqq

�
ω

4� 1
2ω

JBpqqω

(5.49)

where the symmetric and positive definite system mass-inertia matrix Bpqq is the
sum of the individual bodies mass-inertia matrices.

Using the equations (5.27) and (5.28), we find a state space model for the complete
system as

ω � B�1p (5.50a)
9q � βω (5.50b)

9p � fppq,ωq � βJτ (5.50c)

The derived state space model describing the system can now be implemented in
the bond graph framework.

5.4 Bond Graph Implementation
We now have a set of equations describing the basic dynamics of the system, i.e.,
the dynamics of the system related to the kinetic energy of the system of bodies.
This set of equations is well suited for implementation in the bond graph language.
After creating a bond graph template of the system, i.e, implementing (5.50), in-
terfaces between the template and subsystems are discussed in a general manner,
before we, in the next section, introduce a case study, where examples of such sub-
systems and interfaces are demonstrated. At this point, gravity forces and restoring
forces, along with other subsystems, are included.

5.4.1 Basic Model

The equations in (5.50) can be implemented in a bond graph as shown in figure
5.3. The set of equations is dependent on the generalized coordinates q, the quasi
coordinates ω, and the momentum p. The implementation to the left in Figure
5.3, shows three vector power bonds sharing the same 1-junction. By letting the
effort e1 � 9p1, and the flow f2 � ω2, be input ports to the IC-field, we seek to
find expressions for the outputs 9p2 and ω1. Note that the subscript notation in this
figure does not indicate certain elements of the vector, but the numbers assigned to
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Figure 5.3: Left figure: Basic bond graph of the system with single 1-junction. Right
figure: Basic bond graph with flows separated into several 1-junctions

the power bonds. As all three power bonds are connected to the same 1-junction,
we have that ω1 � ω2 � ω and 9p1 � 9p2 � βJτ � 9p. Thus, the constitutive
relations for the IC-field are

ω1 � B�1pqqp1

9p2 � fppq,ω1q
(5.51)

where the vector of generalized coordinates is found by integrating the equation

9q � βω (5.52)

In order to conveniently develop an interface extensions to this basic model, we
partition the quasi-coordinate vector into the linear velocity of the vehicle, vbb{0,
the angular velocity of the vehicle, ωbb{0, and the joint rates of the equipment 9qe.
Furthermore, it might be convenient to partition the vector of joint rates into k
separate velocities 9qe1, 9qe2, ..., 9qek. We can now create separate 1-junctions, rep-
resenting each of these velocity components, and connect each to the IC-field as
shown to the right in Figure 5.3.

5.4.2 Connectivity

As can be seen in Figure 5.3, the basic template can be interfaced by a subsystem
setting an effort expressed as a generalized force in terms of quasi-coordinates, i.e.,
βJτ . The basic template then responds with a flow in terms of quasi-coordinates,
i.e., ω. For most purposes however, the modeller does not need to consider this
explicitly. Consider for example two subsystems, the first exerting a force F p at
the point p, and the second exerting a torque T k at a point k on the system. The
procedure for transforming this force and torque into the vectors βJτ p and βJτ k
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Figure 5.4: Bond graph with interface to external force and torque.

of generalized coordinates in terms of the quasi-coordinates is straight forward
within the bond graph framework. This can be achieved by placing a 1-junction
representing a linear velocity νp for the force, and a one junction representing
ωk for the torque, and then connecting the subsystems directly to the respective
1-junctions. The relations between the 1-junctions representing νp and ωk, and
the quasi-coordinates can always be made by a modulated transformer as shown
in Figure 5.4. The constitutive relations for the modulated transformers are

νp � Jppqqω
βJτ p � JJp pqqF p

(5.53)

and

ωk � Jkpqqω
βJτ k � JJk pqqT k

(5.54)

where the matrices Jppqq and Jkpqq can be found in a similar manner as have been
done in section 5.3.1. Figure 5.4 illustrates this concept. Gravity and buoyancy
forces can be connected in this manner.

In the following, a case study, utilizing the bond graph template, along with other
subsystems to demonstrate connectivity, will be presented.

5.5 Case Study - Offshore Installation Vessel with Crane
In the previous sections of this chapter a generic framework for bond graph im-
plementation of the interconnected dynamics of marine vehicles and equipment
consisting of multiple rigid bodies, such as manipulators and cranes, was derived.
We have previously argued that one of the advantages of implementing this frame-
work in bond graphs is that this facilitates well structured and well defined interfa-
cing with models of relevant subsystems. In this section, a case-study is presented
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Figure 5.5: Illustration of ship and crane system.

Table 5.1: Ship and crane parameters.

Parameter Value
Length of ship 107 m
Width of ship 22 m
Height of ship 10 m
Mass of ship 2350 tons
Height of crane link 1 7 m
Mass of crane link 1 10 tons
Length of crane link 2 15 m
Mass of crane link 2 6 tons
Length of crane link 3 10 m
Mass of crane link 3 3 tons

in order to demonstrate this. In particular, a simulation model of an offshore in-
stallation vessel with a three degrees of freedom heavy-duty crane mounted on the
after-deck, as shown in Figure 5.5, is presented. The intention is not to provide
a state of the art marine vessel simulator, but rather to demonstrate how a ves-
sel simulator with interconnected vessel-crane dynamics can be built based on the
frame-work. In other words, we seek to demonstrate how the basic rigid-body
dynamics of the vessel can be placed in an environment, i.e., how environmental
forces can be connected to the model, and how the vessel and the crane can be
equipped with relevant equipment such as actuators and controllers. The follow-
ing subsystems are modelled and interfaced to the basic rigid body dynamics; (i)
gravitational -and buoyancy forces, (ii) environmental forces, (iii) added mass and
hydrodynamic damping, (iv) a thruster system for the vessel with simple thruster
controllers, (v) a DP-control system providing reference signals for the thruster
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system, also including a nonlinear passive observer and a reference model, (vi) a
wire including a payload connected to the crane, and finally, (vii) simple actuators
as well as a control system for the crane. An overview of the developed bong graph
model is presented in Figure 5.6.

The model is simulated using the 20-sim software [140]. We do, however, stress
that the bond graph model can be simulated in any software supporting scripting
since the bond graphs easily provides the state equations. One alternative, would
for example be to extract equations of motion from Figure 5.6 by hand and integ-
rate them using Python, C, Matlab, or any other software capable of simulating a
set of first order ordinary differential equations. Another alternative would be to
transform Figure 5.6 into a block diagram and use Matlab Simulink to simulate
the system. An advantage with software that supports bond graphs, is that one
avoids the tedious task of extracting the equations by hand, or transforming the
bond graph into a block diagram.

For simplicity, the ship is modeled as a rectangular barge. The main dimensions
for both the ship and the crane are summarized in Table 5.1.

5.5.1 Gravitational and Buoyancy Forces

Restoring forces are the forces and torques resulting from the the weight and buoy-
ancy forces acting on the vessel. In other words, these are the forces and torques
which would have been derived from the potential energy function, had it been in-
cluded when deriving the Lagrangian equations. The linear restoring force, i.e., the
restoring force associated to the linear motion of the vehicle, is the resulting force
from the difference between the weight and the buoyancy force, while the torques
appear when the centre of gravity and the centre of buoyancy are not aligned along
a vertical line.

The ship is modelled as a rectangular barge, and the displaced volume is assumed
to be given as Awzd, where Aw is the waterline area and zd is the draught. Then,
the buoyancy force can be expressed as

f0
b � Awρwgzd (5.55)

Note that ρw is the density of the water and is used consistently during the whole
case study. In this case, energy will be stored as a function of the vertical position
of the vehicle relative to the water surface, and as such, a compliance element is
the natural choice for bond graph implementation. The weight of the vessel is im-
plemented as an effort source with the constant effort e � r0, 0, mgsJ. The linear
restoring forces are expressed in terms of the inertial reference frame, while the
rigid-body-system is expressed in terms of b. Therefore, a rotation transformation
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is made between the linear restoring and the 1-junction representing vbb{0, as seen
in Figure 5.6.

The restoring torques acting on the vehicle body are denoted τ bR,b. These torques
are expressed in terms of the vehicle body fixed reference frame and can in general
be found as [14]

τ bR,b � rbcg{b �Rb
0f

0
g � rbcb{b �Rb

0f
0
b (5.56)

where rbcg{b and rbcb{b are the coordinates of the the vehicle centre of gravity and
centre of buoyancy relative to the origin of the vehicle body fixed reference frame,
and f0

g and f0
b are the weight and buoyancy of the vehicle. Energy will be stored

as a function of the vehicle displacement due to the restoring torques, and the
compliance element is thus a suitable implementation. In Figure 5.6, the restoring
torque of the vehicle body is represented by the C-element connected to the 1-
junction representing the body fixed angular velocity.

In order to include weight to the crane links we place 1-junctions representing the
linear velocity of the centre of gravity for each link. To the right in Figure 5.6 it
is shown how the quasi-coordinates can be used in order to find these velocities
using the transformation given in (5.40). The gravity forces are modelled as the
rightmost effort sources. We now proceed to include added mass in the model.

5.5.2 Added Mass and Hydrodynamic Damping for the Vessel

The added mass can be shown to be a function of excitation frequency [142]. In
this case study however, it is assumed to be constant and frequency independent,
which according to [130, ch. 6] is a good assumption in manoeuvring theory.
The added mass is included in the system by modifying the IC-field constitutive
relations according to

ω � rBpqq �BAs�1 p

9p � fppq,ωq �CApωqω
(5.57)

where BA is the added mass matrix and CA is the added Coriolis and centrifugal
matrix. The added mass matrix, with the assumption of frequency independence,
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can be simplified according to [14] as

BA �

�
���������

X
9u X

9v X
9w X

9p X
9q X

9r 01�3
Y

9u Y
9v Y

9w Y
9p Y

9q Y
9r 01�3

Z
9u Z

9v Z
9w Z

9p Z
9q Z

9r 01�3
K

9u K
9v K

9w K
9p K

9q K
9r 01�3

M
9u M

9v M
9w M

9p M
9q M

9r 01�3
N

9u N
9v N

9w N
9p N

9q N
9r 01�3

03�1 03�1 03�1 03�1 03�1 03�1 03�3

�
���������

�
�
� A11 A12 03�3
A21 A22 03�3
03�3 03�3 03�3

�
�

(5.58)

where the 0-vectors extensions are included in order to account for the degrees of
freedom associated to the crane. The added mass effect can, according to [14, p.
119], be further simplified by assuming that the off-diagonal elements are negli-
gible, such that

A11 �
�
� X

9u 0 0
0 Y

9v 0
0 0 Z

9w

�
� , A12 � A21 � 0

A22 �
�
� K

9p 0 0
0 M

9q 0
0 0 N

9r

�
�

(5.59)

Here, X
9u, is the added mass in surge due to motion in the surge direction, Y

9v is
added mass in sway due to motion in the sway direction and so forth. The Coriolis
and centrifugal matrix due to added mass can be found as [14]

CApωq �

�
�� 0 �SpA11v

b
b{0 �A12ω

b
b{0q 0

�SpA11v
b
b{0 �A12ω

b
b{0q �SpA21v

b
b{0 �A22ω

b
b{0q 0

0 0 0

�
��
(5.60)

where 0 are 3� 3 matrices, and Spxq is the cross product operator.

The hydrodynamic damping force τ bfv, and torque τ bfω, acting on a marine vessel
in terms of the body fixed reference frame can be expressed as

τ bfv �DNLvpvbb{cq �DLvv
b
b{c

τ bfω �DNLωpωbb{0q �DLωω
b
b{0

(5.61)
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where vbb{c is the velocity of the vessel relative to the velocity of the water particles
due to current, DNLvpvbb{cq and DNLωpωbb{0q are non-linear damping forces, and
DLv and DLω are diagonal matrices of linear friction coefficients. Using the
linear velocity of the vessel relative to the current velocity rather than the velocity
relative to the inertial reference frame, automatically generates the linear forces
due to current. The non-linear damping forces can comprise e.g. damping due to
vortex shedding, radiation induced potential damping and wave drift damping [14].
In this case study, only non-linear vortex shedding forces and linear skin friction
forces and torques are considered. The vortex shedding forces are assumed to be
given as

DNLvpvbb{cq �
1
2CDρw

�
vbb{c

	J
Ap|vbb{c| (5.62)

where CD is drag coefficient and Ap � diagpAu, Av, Awq, and Au, Av, and
Aw are the projected underwater areas in surge, sway and heave, respectively.
The linear skin friction forces and torques are given as in (5.61), with diagonal
coefficient matrices. The bond graph implementation of the friction forces acting
on the linear velocity of the vessel can be seen as the R-element connected to vbb{0
in Figure 5.6, and the friction forces acting on the angular velocity can be seen in
the same figure as the R-element connected to the 1-junction representing ωbb{0.

5.5.3 Wave Excitation Forces

A ship is excited by many different environmental forces, such as forces due to
the dynamic pressure field generated by waves, radiation forces, diffraction forces,
and second order effects due to irregular sea. In this case study potential wave
theory is used to calculate the wave induced forces and torques acting on the ship
[142].

In linear wave theory the wave potential for a sine wave propagating along the
x-axis is given as

Φ � gζa
ω
ekz cospωt� kx� εq (5.63)

where ζa is the wave amplitude found from the Jonswap wave spectrum [142,
Chapter 2, p. 25], ω is the wave frequency, g is the acceleration of gravity, k is the
wave number, x is the horizontal propagation of the wave, z is the vertical distance
relative to the surface with negative value below the surface and ε is a random
phase angle. From the wave potential given in (5.63) the dynamic pressure field
generated by a given wave component can be derived and expressed as

pD � ρw
BΦ
Bt � ρwgζae

kz sinpωt� kx� εq (5.64)
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where ρw is the density of the water. A realistic sea state is irregular, contain-
ing a continuum of wave components with different frequencies. In this study all
wave components are calculated from the Jonswap wave spectrum and assumed to
propagate from the north. By using superposition, the dynamic pressure field for
an irregular sea state can be expressed as

pD �
Ņ

i�1
ρwgζa,ie

kiz sinpωit� kix� εiq (5.65)

In general, the excitation forces are derived by integrating the dynamic wave pres-
sure field over the wet surface of the vessel and including diffraction forces. In this
case study, only the bottom of the vessel is considered as wetted. The excitation
forces in surge, sway and heave are in [142] given as

Fi � �
»
S
pDns,ids�Ai,1a1 �Ai,2a2 �Ai,3a3 (5.66)

where S is the wet surface of the ship, ns,i is an unit vector orthogonal to the
surface for an excitation force in the i-direction, Ai,j are the added mass terms and
ai is the wave acceleration in the i-direction. Note that when the waves propagate
with the x-axis, ay � 0. Expressions for ax and az can be derived based on the
wave potential as done in [142]. The excitation torques i roll, pitch and yaw are
calculated based on the excitation forces, as will be seen shortly. However, it is
not always easy to find algebraic expressions for the final excitation forces and
torques. The geometry of the wetted surface is often complex, making it hard to
find good integration limits, especially if the heading of the ship is not pointing in
the same direction as the propagating waves. This would require a transformation
of the integration limits dependent on the wave encounter angle. To avoid both
problems, the pressure field can be integrated numerically over the wetted vessel
surface. By dividing the wetted surface into small elements it is possible to find
approximations of the excitation forces and torques as sums of contributions from
each small element. Figure 5.7 shows how the wetted surface, (in this case the
bottom area of the vessel), is divided. In the figure β is the angle between the
heading of the vessel and the propagating waves. From this division it is more
or less straight forward to find an estimate of the excitation forces and torques
acting on the ship. When neglecting the end effects, integrating numerically and
by working in the body reference frame, the excitation forces and torques from the
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Figure 5.7: Wet surface elements and propagating wave

waves can be expressed as�
� Fsurge,b,k

Fsway,b,k
Fheave,b,k

�
� � 1

ninj

�
� X

9u 0 0
0 Y

9v 0
0 0 Z

9w

�
�Rb

0

�
� axpxi, ziq

0
azpxi, ziq

�
�

�
�
� 0

0
pDpxi, ziq∆i∆j

�
� (5.67a)

�
� Fsurge,b

Fsway,b
Fheave,b

�
� �

Ķ

k

�
� Fsurge,b,k

Fsway,b,k
Fheave,b,k

�
� (5.67b)

�
� Mroll,b

Mpitch,b

Myaw,b

�
� �

¸
k

rk �
�
� Fsurge,b,k

Fsway,b,k
Fheave,b,k

�
� (5.67c)

where ni and nj are the numbers of wetted elements in the i and j direction, see
figure 5.7, the subscript k denotes a given wetted surface component, xi, yi and zi,
are the coordinates of each wetted element relative to the inertial reference frame,
∆i and ∆j are the length and width of each wetted surface element, respectively,
Fsway,b and Fheave,b are the vertical excitation forces given in the body reference
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frame,Mroll,b,Mpitch,b andMyaw,b are the excitation torques, rk � rxk, yk, zksJ
are the coordinates for the position of each element k related to the pivot centre
of the ship. Note that the added mass coefficients are divided by the number of
elements the wetted surface were divided into, since they are already given in
section 5.5.2. This is only valid if each element is assumed to contribute equally
to the total added masses. The excitation forces and torques can be implemented
as bond graphs, as shown in figure 5.6, through modulated effort sources, taking
input from the integration algorithm.

Since multiple waves are used to form the sea state, second order effects may be
included. In addition, second order mean drift forces are included, and given as

F2d,surge � Psurge

Ņ

i�1

Ņ

j�1
ζa,iζa,j cosppωi � ωjqt� εi � εjq sinpψq (5.68a)

F2d,sway � Psway

Ņ

i�1

Ņ

j�1
ζa,iζa,j cosppωi � ωjqt� εi � εjq cospψq (5.68b)

where

Psurge � 1
2ρwgcsurge (5.69a)

Psway � 1
2ρwgcsway (5.69b)

are Newman’s approximation coefficients and csurge P r0, 1s and csway P r0, 1s
are approximated reflection coefficients. Note that only in-phase slowly varying
drift forces are included since out-of-phase slowly varying drift forces are assumed
small and negligible in this case study.

5.5.4 Thruster System

The vessel is actuated by two main thrusters in the stern and a tunnel thruster in
the bow. The configuration of these are shown in Figure 5.8. The main thrusters
generate thrust along the body fixed x-axis, and the tunnel thruster along the body
fixed y-axis. In this section, the thruster models are presented. First, the dynamics
of an individual thruster is discussed, before the bond graph connections between
the thruster system and the bond graph template is presented.

The literature proposes a number of manners in which to model thrusters and pro-
pellers, e.g. [143, 144, 145]. In this case study, the two-state thruster model pro-
posed by [146] is used because it is fairly easy to implement, while at the same
time including the ambient flow velocity effect. First a motor delivers a torque Q
to a propeller shaft, which responds with the angular velocity ωp. The shaft, motor,



5.5 Case Study - Offshore Installation Vessel with Crane 135

y

xl1

l2

l3 T3

∞
∞

∞

T1

T2

Figure 5.8: Thruster system layout.

and propeller have a moment of inertia denoted by Jp. Furthermore, the total fric-
tion force of the propeller shaft bearings and the motor is assumed to be described
as Fp � dpωp. The angular velocity of the propeller transforms into a tangential
velocity on the propeller blades, up � 0.7R, according to convention [146], where
R is the radius of the propeller. This velocity, together with the incoming velo-
city ua due to the flow through the thruster duct combines into the fluid velocity
v relative to the propeller blades as shown in Figure 5.9. When a propeller blade
propagates through the water with the velocity v relative to the water particles, a
lift force L and a drag force D results. These are found as

L � 1
2ρwv

2ACLsinp2αq

D � 1
2ρwv

2ACDp1� cosp2αqq
(5.70)

where A is the propeller duct cross section area, CL and CD are the lift coefficient
and drag coefficient respectively, and α is defined in Figure 5.9. The lift force and
drag force can in turn be used to find the thrust force T and the propeller shaft
torque Q as

T � L cospθq �D sinpθq
Q � 0.7RFp � 0.7RpL sinpθq �D cospθqq (5.71)

where θ � p � α, p is the propeller pitch at 0.7R, and Fp is the force acting at
0.7R on the propeller, resulting in the torque Q.

The thrust force acts to accelerate the fluid in the propeller duct and to create
a friction force between the water and the thruster duct. The relative velocity
between the thruster duct and the water is ūa � ua � uT , where uT is the velocity
of the duct. The sum of the inertial force related to the acceleration of the fluid,
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Figure 5.9: Propeller velocities.

Figure 5.10: Bond graph of thruster dynamics model.

and the friction force must be equal to the thrust force. Thus, we have

mw 9ua � Frpūaq � T (5.72)

where mw is the mass of the fluid in the duct and Frpūaq is the friction force. In
this case study, it is assumed that the friction force is described as

Frpūaq � 2ρwA|ūa|ūa (5.73)

The above equations are described by the bond graph shown in Figure 5.10, where
all three thrusters are represented in the vector formulation. Note that the mo-
tors driving the propeller shafts are modelled simply as effort sources here, but in
Chapter 8 a power plant including propulsor drives are included. For increased
model fidelity, these effort sources could be replaced by variable frequency drive
models, in turn powered by e.g., a diesel electric power system.

The forces and torques on the vessel due to the thrusters act in the body fixed
reference frame as the thrusters are fixed to the body in this case study. As such,
the thruster forces should be interfaced to the 1-junction representing vbb{0, and the
torques to the 1-junction representing ωbb{0. Then, it remains to make connections
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between the individual thrust forces and the resulting forces and torques on the
vessel. Consider the vector T � rT1, T2, T3sJ, representing the individual thrust
forces from each thruster, and the vector τ bT � rpτ bTvqJ, pτ bTωqJsJ, where τ bTv
and τ bTω are the 3 � 1 vectors of resulting thrust forces and thrust torques on
the vessel respectively. Letting l1 and l2 be the distances in yb-direction from the
origin of the body fixed reference frame to the first and second thrusters, and l3, the
distance in xb direction to the third thruster, and finally, l4, l5, and l6, the distances
in zb-direction to the first, second and third thruster, we find that

τ bTv �
�
� 1 1 0

0 0 1
0 0 0

�
�T �HvT

τ bTω �
�
� 0 0 l6
l4 l5 0
l1 �l2 l3

�
�T �HωT

(5.74)

Consider again the thruster velocity component uT i, this time specified for the
i-th thruster, in the direction in which the thruster in question produces thrust.
There are two contributions to this velocity component; the contribution upvqT i from
the linear velocity of the vessel, vbb{0, and the contribution upωqT i from the angular
velocity of the vessel, ωbb{0. Collecting the velocity components for each of the

three thrusters in to a 3�1 vector, we can writeuT � upvqT �upωqT . The contribution
from the linear velocity and the angular velocity of the vessel can be found as

u
pvq
T � pHvqJvbb{0

u
pωq
T � pHωqJωbb{0

(5.75)

respectively. Thus, the thruster system and the vessel can be connected as shown
in Figure 5.6. Note that later on, in Chapter 7, a thrust allocation algorithm for
rotatable thrusters will be derived. In the next section, control of the thrusters are
provided through a DP-control system.

5.5.5 DP-control system

The objective of the DP-control system is to provide reference signals for the
thrusters such that the vessel is controlled in surge, sway and yaw. The DP-system
consists of a second order reference model, smoothing the position and yaw angle
set point into a reference signal, a position controller calculating a desired thrust
vector, a thrust allocation algorithm using the desired thrust vector to allocate a de-
sired thrust force for each thruster, local thruster controllers that realize the thrust
commands, and a non-linear passive observer in order to filter out high frequency
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components of the position and angle measurements in addition to the correspond-
ing rates. The overall control system layout for the ship is illustrated in Figure
5.11. A detailed survey of DP-control systems and different state-of-the-art tech-
niques for the different subsystems of the DP-control system can be found in [20].

The reference model is implemented as a second order filter with velocity satura-
tion, which takes a reference position, xr, and provides the filtered position xd and
the velocity 9xd as input to the DP-controller. More details of this implementation
can be found in [14]. The DP-controller then compares these reference states to
corresponding states from the vessel observer, employing a PID control-law that
calculates a desired thrust vector in terms of the inertial reference frame. This
can be transformed into the body-fixed frame by using the rotation matrix Rb

0.
However, in the control system, we are only concerned with the position in the
horizontal plane and the yaw angle, and therefore the transformation is simplified
toRb

0pφ � 0, θ � 0, ψq � pRzpψqqJ.

The control error is given as
e � xd � x̂ (5.76)

where x̂ is the position and yaw angle estimates. The derivative of the error is
given as

eD � 9xd � 9̂x (5.77)

and the integral of the error is given as

eI �
» t
τ�0

edτ (5.78)

The control forces τ 0
c given in the inertial reference frame is then

τ 0
c �Kship

p e�Kship
D eD �Kship

I eI (5.79)

where Kship
p , Kship

D and Kship
I are the control gain matrices. The control forces
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given in the body reference frame is

τ bc � pRzpψqqJτ 0
c (5.80)

This thrust vector command is provided as input to the thrust allocation in order
to find a thrust force reference for each thruster. A survey of different methods for
thrust allocation is provided in [147]. In this case-study, however, the problem is
rather trivial because the vessel is not over-actuated, (i.e., there are three thrusters
and three degrees of freedom that we seek to control). As such, the problem can be
solved by multiplying the thrust command by a reduced version, H̄ , of the thrust
allocation matrix rpHvqJ, pHωqJsJ, where only the relevant degrees of freedom
for control are extracted. This gives the relation

τ bc � H̄T c �
�
� 1 1 0

0 0 1
l1 �l2 l3

�
�T c (5.81)

The thrust can then be allocated by inverting (5.81).

The thrust command for each thruster is realized by local thruster controllers.
These are controllers that in reality are hard to design because one generally does
not have access to measurements of the thrust force. A number of references to
recent literature on the local thruster control problem is provided in [20]. In this
chapter however, we have assumed that we have access to perfect measurements
of the thrust. It is furthermore assumed that the electrical motors driving the pro-
peller shaft follows perfectly a desired torque, Qd. Doing so, we can define the
error between the commanded thrust and the measured thrust as

eT � T d � Tm (5.82)

and then set the desired motor torques as

Qd �KpTeT �KiT

» t
0
eTdt (5.83)

The actual motor torque is given as

Q � satpQd, �Qlim, Qlimq (5.84)

where
Qlim � Pmax

ωp
(5.85)

and Pmax is the maximum power rating vector and ωp is the speed vector for
the thrusters. Thus, Qlim is the vector of torque limits for the thrusters. As the
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thrusters can be saturated, integrator anti-wind up algorithms are implemented for
the controllers described in (5.79) and (5.83).

The non-linear passive observer (NLPO) is implemented according to [148]. The
purpose of this observer is to estimate the high frequency components of the posi-
tion and angle measurements, i.e., wave frequency and higher, and make sure they
do not enter the controller feedback loop. If this is not done, the controller will
seek to compensate for the motion induced by the first order wave forces. This
however would require immense amounts of power, and is not desirable. Rather,
the control system should compensate for only the slowly varying and constant
disturbances such that the ship is free to oscillate with the wave frequency. This
observer generates estimates of the north and east position, the yaw angle, the low
frequency velocities and the bias force. This is achieved by running a simplified
dynamic model, and then correcting for the difference in measurements and es-
timates, i.e., the estimation error. The dynamic model used is given in [148] as

9̂
ξ � Aωξ̂ �K1ỹ (5.86a)

9̂r0
b{0 � Rzpψqv̂bb{0 �K2ỹ (5.86b)

9̂
b � �T�1b̂�K3ỹ (5.86c)

M 9̂vbb{0 � �Dv̂bb{0 � pRzpψqqJb̂� τ bc �K4ỹ (5.86d)

ỹ � ŷ �Cωξ̂ (5.86e)

where ξ̂ is the wave response estimate on position and heading, ŷ is the position
and heading estimate, ỹ � r0

b{0 � ŷ is the position estimation error, r̂0
b{0 and

v̂bb{0 are the estimates on the states r0
b{0 and vbb{0. The matrices K1 P R6�3,

K2 P R3�3, K3 P R3�3, and K4 P R3�3 are tuning parameters. The bias force
estimate is denoted b̂, and T is the time constant matrix of the bias force, and can
also be considered as a tuning parameter. (5.86a) is a state space representation
of the motion component of the ship due to wave forces, driven by the estimation
error. M is the mass matrix of the ship, and D is in general the linear damping
matrix. This damping matrix has been modified to also include nonlinear damping
terms, such asDpvbb{0q. The linear wave spectra is characterized by the matrixAw

given as

Aw �
�

03�3 I3�3
�diagpω2

0iq �2diagpλiω0iq
�

(5.87)

where ω0i is the peak frequency in the wave spectra, and λi is a spectra tuning
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parameter. Finally, the matrix Cω � r03�3, I3�3s, such that the ship motions
induced by the linear wave model is extracted.

5.5.6 Wire model

In [125, 149] a lumped wire model in two degrees of freedom is presented. The
wire is divided into smaller elements and connected like a mass spring damper
system in series, as Figure 5.12 shows.

Vc

Figure 5.12: Sketch of winch in operation.

The same idea is used here and the only difference is that the wire model is updated
to have three degrees of freedom in each node instead of two. The wire is also
assumed to be directly connected to the crane and is not to be hoisted or lowered
in this case study.

Starting with the wire dynamics, the stiffness of each wire element is given in
[125] as

kw � EAw
Lwe

� ED2
wπ

4Lwe
(5.88)

where E is the elasticity modulus, Aw is the cross section area of the wire, Lwe is
the length of each wire element and Dw is the diameter of the wire. The damping
is found by assuming a constant damping ratio,

ζ � cwire
ccr

(5.89)

where cwire is the damping coefficient, ccr is the critical damping coefficient and
ζ is the damping ratio. The wire is assumed to be over-damped, which means that
ζ ¡¡ 1. The critical damping coefficient is given as

ccr � 2mwe

c
kw
mwe

� 2
a
kwmwe (5.90)
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where mwe is the translational inertia of the wire element in air,

mwe � ρwireAwLwe (5.91)

where ρwire is the density of the wire material. By inserting (5.90) into (5.89) the
damping coefficient can be expressed as

cwire � 2ζ
a
kwmwe (5.92)

The elongation of one wire element is given as

rwe �
a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2 � L0 (5.93)

where px0, y0, z0q and px1, y1, z1q is the position of the top and bottom of the wire
element, respectively, and L0 is the initial length of the unstretched wire element.
The derivative is given as

9rwe � px1 � x0q 9x1 � py1 � y0q 9y1 � pz1 � z0q 9z1a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2

� px1 � x0q 9x0 � py1 � y0q 9y0 � pz1 � z0q 9z0a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2

� p 9x1 � 9x0qrt1 � p 9y1 � 9y0qrt2 � p 9z1 � 9z0qrt3

(5.94)

where

rt1 � x1 � x0a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2

(5.95a)

rt2 � y1 � y0a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2

(5.95b)

rt3 � z1 � z0a
px1 � x0q2 � py1 � y0q2 � pz1 � z0q2

(5.95c)

and is the tranformer modulus between the rates in three degrees of freedom and
the rate of the wire elongation. By using Morrison’s equation both the added mass
and the drag forces can be found,

FM � ρwAwLwe

�
� CI,x:x
CI,y:y
CI,z:z

�
�

� 1
2ρwDwLwe

�
� Cd,x cospθ1qp 9x� Vc,xq| 9x� Vc,x|
Cd,y cospθ2qp 9y � Vc,yq| 9y � Vc,y|
Cd,z sinpθ3qp 9z � Vc,zq| 9z � Vc,z|

�
�

(5.96)
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Figure 5.13: Bond graph model of one wire element

where CI,i is the added mass coefficients, Cd,i is the drag coefficients, Vc,i is the
current velocity in each direction, and

θ1 � �y1 � y0
z1 � z0

(5.97a)

θ2 � �x1 � x0
z1 � z0

(5.97b)

θ3 � �
a
x2

1 � y2
1 �

a
x2

0 � y2
0

z1 � z0
(5.97c)

The last contribution to the wire element dynamics are the buoyancy and the grav-
itational forces, which is given as

FBG � r0, 0, pmwe � ρwAwLweqgsJ (5.98)

By implementing these equation in bond graphs, one wire element can be given
as Figure 5.13 shows. In addition the first and last wire elements must be slightly
modified. The first wire element must have a connection to the tip of the crane, and
the last wire element must have the payload characteristics included in the mass
and the drag forces.

5.5.7 Crane Control System and Actuators

The crane is equipped with hydraulic actuators. In this case study however, these
are simplified as effort sources, providing a torque which in turn is commanded
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from a crane joint position control system. The manner in which the effort sources
are connected to the model is shown in Figure 5.14. Notice that a reaction torque is
acting on the second link due to the actuator on the third joint. This is because the
second and third link both rotate about the horizontal axis. Also here a reference
model for generating a smooth and continuous reference signal is needed, and a
similar filter as for the reference model of the vessel is used. Hence, the reference
model is given as

11 1

qe3qe1 qe2

0MSe MSe MSe

Figure 5.14: Bond graph of crane actuator system.

M crane
ref :xcd �Dcrane

ref 9xcd �Kcrane
ref xcd � xcr

9xcd � satp 9xcmin, 9xcmaxq
(5.99)

where M crane
ref , Dcrane

ref and Kcrane
ref are tuning matrices for the reference model,

9xcmin and 9xcmax are the angular rate limits and xcr is the reference signals given as
input to the filter.

The control law for the crane is a Lyapunov stability based control design that
enables cancellation of unwanted crane dynamics. The isolated crane dynamics,
(i.e., the dynamics of the crane if we do not include the vessel), can, according to
e.g. [150], be expressed as

9qc � ωc
9ωc � B�1

c pqcqp�Ccpqc,ωcqωc � gcpqcq � τ cq
(5.100)

By defining the control error vector as

ec1 � qc � qcd (5.101)

where qc is the angle measurement vector and qcd is the reference angle vector,
and

ec2 � ωc � 9qcd (5.102)

where ωc is the angular rate vector and 9qcd is the reference angular vector, it is
possible to write the error dynamics as

9ec1 � ec2
9ec2 � B�1

c pqcqp�Ccpqc,ωcqωc � gcpqcq � τ cq � :qcd
(5.103)
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Starting with choosing a Lyapunov function candidate given as

V � 1
2e2

JBpqcqe2 (5.104)

which is positive definite for @ e2 � 0, gives

9V � eJ2 p�Ccpqc,ωcqωc � gcpqcq � τ c �Bpqcq:qcdq (5.105)

By choosing

τ c � Ccpqc,ωcqωc � gcpqcq �Bpqcq:qcd �Kde2 � u (5.106)

the derivative of the Lyapunov function becomes

9V � �eJ2Kde2 � eJ2 u (5.107)

where Kd is a positive diagonal matrix. This would stabilize e2 when u � 0, and
the new error dynamics become

9ec1 � ec2
Bpqcq 9ec2 � �Kde2 � u

(5.108)

Since it is known that e2 is stabilized from the previous Lyapunov function, it is
reasonable to believe that u can be chosen as a PI-controller that stabilizes e1,

u � �Kpe1 �KI

» t
0
e1dt (5.109)

This assumption should be verified through simulations. Hence, the total control
law is then given as

τ c � Ccpqc,ωcqωc � gcpqcq �Bpqcq:qcd
�Kde2 �Kpe1 �KI

» t
0
e1dt

(5.110)

This case study has been implemented as seen in Figure 5.6 and simulation results
comparing with and without crane load are shown in the following section.

5.6 Simulation Results
In this chapter the importance of proper modelling of heavy deck equipment tightly
coupled to the vessel in simulation models for maritime operations have been stud-
ied. In this section, we present simulation results from the case-study model de-
rived in the previous section to emphasize the main results and to illustrate the
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Table 5.2: Simulation Parameters.

Parameter Value
Vessel
Initial position and orientation r0 m, 0 m,�25 �s
Power saturation main thrusters 3.5 MW
Power saturation tunnel thruster 3.5 MW
Sea state parameters
Significant wave height 1.5 m
Peak period 8 s
Northward current -0.2 m/s
No. wave components 50 -
γ 3 -
Lower wave spectra period 0.2 s
Upper wave spectra period 50 s
∆i 10.7 m
∆j 4.4 m
Crane and submerged load model
Initial and reference joint angles r90 �, 30 �,�30 �s
Wire diameter 0.05 m
Initial wire length 400 m
No. wire elements 5 -
Payload 100 tons

importance of proper modeling. In particular, the same DP-manoeuvre, shown in
Figure 5.15 and 5.16, is performed both with and without a submerged load at-
tached to the crane. In both cases, the reference position is first moved 80 meters
northwards from the initial position, while the east -and yaw reference is held con-
stant. Then the reference position is moved 20 meters eastwards while the yaw
reference still is held constant at -25 � before finally, the yaw reference is changed
to 25 �. Note that all controllers and filters have been tuned to perform well in the
case with no load attached to the crane, and the same tuning is used for the case
with loaded crane. The model parameters used are presented in Table 5.2.

In such a case study it is important that the wave filter and the control systems are
tuned to be robust such that the vessel is able to perform good in both cases and
keep its reference position and orientation. If this is achieved, there should not
be large differences in the position and orientation when comparing the two cases,
and it is believed that the second order mean drift wave forces are much larger than
the environmental forces from the submerged wire and the load in this case study,
resulting in small differences in power consumption as well. If this is the case, the
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Figure 5.15: Actual, estimated and reference position, yaw- and roll angle of the DP-
vessel for the two simulation cases.

main differences between the two cases would be reflected in the roll angle and in
the wave filter.

Figure 5.15 shows that the vessel follows its references signals in both cases, and
the results seem to overlap. The crane load also cause a static roll angle offset of
about -2.5 �, having oscillations with an amplitude of about 0.5 �, about the same
amplitude as in the unloaded crane case. Notice that these roll oscillations are
significantly reduced when the heading is 0 �. and the reduction is largest in the
unloaded crane case due to no static roll angle offset. From this figure one can con-
clude that the implemented controllers and filters introduced in section 5.5 seem to
perform well. Notice also that the submerged crane load have a considerable effect
on the yaw angle oscillations, ψ, as can be seen from the actual yaw rate in Figure
5.16. One of the reasons for this is that the force acting on the vessel, due to the
submerged load, create a torque about the body fixed z-axis because the crane is
situated aft of the center of gravity. These results also argue for the use of proper
rigid body models when testing control systems and tuning wave filters for vessels
doing crane operations. The figure indicates that the filtered velocities and the yaw
rate coincide with the measurements.
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Figure 5.16: Actual and estimated velocities and yaw rates for the two cases.

Figure 5.16 shows the filtered position- and orientation rates, that are fed to the
DP-controller for calculating the derivative controller effects, compared with the
actual rates. As can be seen in the figure the surge rates u for the two different
cases seem to converge and the wave filter filters out about the same amount of
noise in the two cases. However, the same can not be said about the sway rate
and the heading rate. The noise in the sway rate has a bit larger amplitude in the
loaded case compared to the unloaded case, but it seems like the wave filter is able
to perform equally in both cases. The last two plots show the heading rate in the
two different cases. As can be seen, the noise in the heading rate for the loaded
case is significantly increased in comparison to the unloaded case. This, due to the
submerged wire and the load. However, even though the wave filter is not able to
filter out as much noise in the loaded case in comparison to the unloaded case, the
performance of the filter is good and it filters out most of it. Due to these results, it
is expected that at least the power consumption for the tunnel thruster, P3, would
contain more noise in the loaded case in comparison to the unloaded case.

The power consumption for the two cases is shown in Figure 5.17, where the the
power consumption of each thruster, as well as the total power consumption of the
thruster system and the total amount of consumed energy are shown. It is clear
from this figure that the submerged load does not increase the energy consumption
considerably, but affects the dynamics of the vessel, as will be shown later on. The
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Figure 5.17: Thruster system power consumption for the two cases.

figure also shows that the largest power peaks come from moving the ship and
changing the heading. The case with the loaded crane consumes about 9.3 kWh
more than the case without loaded crane, i.e., about 0.7 % difference, and about
1333.5 kWh in total. As expected, there are more oscillations in consumed power
in the loaded case, especially for the tunnel thruster, in comparison to the unloaded
case, due to the resulting forces from the submerged wire and load. However,
the results show that the control laws and the wave filter preform well in both
cases, which also tell us that both the control laws and the wave filter have been
successfully tuned to be robust. Note that the power consumption for the crane
system has not been included. It would be interesting in further work to look at
energy regenerative control of the crane system in heave compensation operations,
which this model is well suited for.

To be able to pinpoint the differences in the simulation results even better the dif-
ference in crane joint angles, ship position and yaw- and roll angles are compared
in Figure 5.18. As can be seen in the figure there is a small oscillating difference
between the crane joint angles, as one would expect. Note that the crane joint
angle measurements for the crane control system have not been filtered before en-
tering the control system. However, the largest differences can be seen in the ship
position and orientations. The difference in heading oscillates with an amplitude
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Figure 5.18: Difference in crane joint angles and vessel position and yaw angle in the two
simulations.

of about 1 �, indicating that the loaded crane affects the heading of the ship signi-
ficantly. The same can be said about the north-east position of the ship and the roll
angle, as seen in the figure, although not as dramatically for the north-east position.
The comparison between the roll angles for the two cases show that the loaded case
gets an offset of about 2.5 � as mentioned earlier. However, this is not the only res-
ult that can be obtained from the roll angle measurements. The roll angle is not
controlled in any sense in the simulation, and is therefore not directly affected by
the control law dynamics. This makes these measurements important when analys-
ing the differences in the dynamics due to the submerged wire and the load. Figure
5.19 shows a FFT-analysis of the roll angle in the time range t � r2500, 3000s for
the two cases. As can be seen in the figure the responses seem to be equal for low
frequencies. However, when the is in the range 0.1-0.5Hz the results show that
the roll angle for the unloaded vessel is more affected by the wave effects. This is
not surprising since the submerged load in the loaded case acts as a mooring line
and adds additional damping to the roll angle. However, the three major peaks that
can be seen in the unloaded case around 0.12Hz, 0.17Hz and 0.27Hz can also
be seen in the loaded case. These results also argues for that the submerged wire
and load dynamics add significant contributions to the vessel dynamics, especially
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Figure 5.20: Wire tension.

the roll dynamics that are uncontrolled.

It is not surprising that the submerged payload has such an impact on the motion of
the vessel, which is also argued for by looking at the wire tension in Figure 5.20,
showing that the wire tension oscillates about 1028 kN with an amplitude of about
5 kN. One could perhaps expect that the wire tension would change more due to
the change in north- and east position, but the ship moves quite slowly and does
not affect the wire tension considerably. However, if the ship had moved faster the
wire tension would have changed. Also note that the oscillations are lower when
the heading of the ship is 25 � compared to when the heading is -25 �. This has
to do with the orientation of the crane, which affects the roll angle more when the
ship has a heading of 25 �, and since the roll is not controlled, the oscillations in
the wire tension would decrease as seen in the figure.
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Figure 5.21: Wire displacement.

Figure 5.21 shows the displacement of the submerged wire for a period of 15
seconds. Note that darker color denotes higher simulation time. The figure shows
the wire displacement in the time interval when the vessel is moving northwards.

5.7 Conclusion
In this chapter we set out to make a template for developing simulation models of
ships doing heavy lift operations using cranes. In order to do this, we formulated
the dynamics of the marine vehicle in a compact manner, which allowed for con-
necting equipment such as cranes and manipulators in a true manner. If this were
to be modelled directly without the Lagrangian formalism, challenges related to
differential causality would arise. These are solved automatically when develop-
ing the Lagrangian equations. Alternative approaches for resolving the differential
causalities are to employ so-called brute force techniques, which in general means
to introduce some compliance between the rigid bodies. This does however in-
troduce fast time constants which would affect the simulation time significantly.
It should be mentioned that the cases presented in this chapter were both solved
faster than real time. Note however that the simulation speed is affected by the
mesh size of the wetted surface in the numeric integration of the wave forces, and
the number of wave components used to describe the irregular sea.
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In the development of the Lagrangian equations of motion, the associated potential
energy and the conservative forces were not included, but rather modeled directly
in the bond graph implementation. The case study further illustrated how potential
forces, as well as added mass, can be included in the bond graph model without
going through the Lagrangian formalism.

Suggestions for how to interface a variety of different subsystems such as environ-
mental forces, thruster models, wire-load model and crane actuators, were presen-
ted through a case study. In addition, a DP-control system, a non-linear wave filter,
and a crane control system were implemented. The purpose of the control systems
were to enable comparison of the two cases simulated. In addition, the non-linear
passive wave filter was included in order to get a realistic power consumption.

The simulation results indicated that the crane and wire-load model affected the
performance of the ship. However, since the control laws and the wave filter were
tuned to be robust, the results that show the effects the submerged wire and the
load have on the ship is not as clear in the ship position and orientation. Although,
these effects are significant in uncontrolled states such as the roll angle and the
unfiltered position and orientation measurements in addition to the corresponding
rates that are fed into the wave filter. Figure 5.17 showed that the total energy
consumption of the thruster system was only slightly larger in the case with crane
system as compared to the case without, mostly due to the good control laws and
the wave filter. However, the results show clearly the importance of running such
simulations for testing control laws and filters in various scenarios. Further work
may include other more high fidelity models of subsystems on-board the vessel,
such as a power plant, thruster drives and a more sophisticated thrust allocation.
This will be treated in the following chapters.





CHAPTER6
Power Plant Modeling

This chapter is based on a restructured version of [39, see P7 in section 1.6] where
a marine power plant including two generators driven by two auxiliary diesel en-
gines is derived. The main focus in this chapter is given to control of the power
plant. The generators themselves are the same as those studied in chapter 4, also
being hybrid causality models. In contrast to the generator model presented in
the case study in Example 4.8, the marine power plant is here implemented as a
bond graph model and the circuit breakers are assumed to have dynamics such that
they can be both opened and closed. The overall numerical stability of the marine
power plant is discussed based on the causality orientations of the generator mod-
els, and it turns out that one of the causality orientations has complex conjugated
eigenvalues that require a significant reduction in local solver time-step size. How-
ever, this problem is solved by stabilizing one generator causality orientation with
the other causality orientation when both generators are active. When only one
generator is active it is situated with the most stable causality orientation, which is
the causality required when considering the power grid as weak. Hence, this argue
for the fact that if a small capacitance were added to the weak power grid, enabling
static causality generator models, the simulation would be slow because the static
causality generator models would have the most unstable causality orientation, in
addition to the low time constant the power grid capacitance would bring forth.
The presented marine power plant is solved as a continuous system and is to be
further used in co-simulations in Chapter 8.

6.1 Introduction
To date, diesel electric propulsion is the most preferred solution for propulsion
generation for marine vessels with a relatively large change in load conditions on a
daily basis [151]. This is mostly due to its flexibility and, in general, low emissions
[152], even though conversion losses may become quite significant. For a marine

155
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Figure 6.1: Marine vessel equipped with two gensets, two azimuth thrusters and one
tunnel thruster, in addition to auxiliary loads such as hotel loads

vessel all systems that produce electrical power constitute the power plant. Dif-
ferent diesel engine and generator configurations, here referred to as gensets, can
be used in a marine power plant, depending on the criteria set by the ship-owner
and the classification authorities. One such configuration is shown in Figure 6.1
where two gensets constitute the marine power plant for a vessel equipped with
two azimuth thrusters placed at the stern and one tunnel thruster in the bow. For
reference, this thruster configuration is studied in [40], see Chapter 7, with respect
to optimal thrust allocation control. Such a marine power plant is often tailored
for each marine vessel and a mathematical model of the power plant is a good
tool in the design process, enabling simulations of various load conditions, due to
different vessel operations. One challenge when it comes to marine power plant
modeling is proper control, at least if transient power plant operations are con-
sidered, e.g. a constantly changing power demand causing starting and stopping
of gensets, and synchronization of gensets when being activated. A marine power
plant model that facilitates such studies is the main topic presented in this chapter.

A diesel-electric marine power plant consists in general of diesel engines and elec-
trical machineries [153], such as generators and electrical motors, which on a com-
ponent basis have been studied thoroughly in the literature. In [111, 154], a two-
axis bond graph model representing synchronous electrical machines is presented
and studied. This model, given in the pd, q, 0q-reference frame, is also thoroughly
analysed in [155], where equivalent circuit diagrams are also given, along with
different model fidelities and model reduction techniques. Such model reductions
are also studied in [156, 157]. In [155], stability and control of such systems are
treated as well, and in [158] the sensitivity of eigenvalues is studied and in [159]
the Nyquist stability criterion is used to assure stability in DC power systems.
When it comes to overall power plant control, functionalities for synchronizing
gensets and for load sharing are important. In [160], active synchronizing con-
trol of a microgrid is proposed and studied, while in [161], load sharing control is
developed based on droop control and average power control.

Power grids in marine power plants are often characterized as weak, as opposed
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to onshore ones, which means that in practice, a large power peak in the power
grid may change the rms voltage. This is because capacitive effects in the power
grid itself are small and often negligible. However, often when modeling such
weak power grids, a small capacitive effect is added in order to set the power grid
voltage, mathematically speaking. This means that all power grid consumers and
producers can be modeled with electrical current as the model output and the power
grid voltage as model input. Nevertheless, such a small capacitive effect would
introduce a small time constant which often stiffens the system and increases the
time to solve the total system in a simulation, and is hardly wanted when trying to
achieve real-time simulations.

By neglecting the capacitive effect in the power grid model itself the small time
constant disappears. However, then the power grid voltage must be set by one
of the power grid components. Consequently, in a generic marine power plant
model where arbitrary power producers can be active, all power producers should
have the possibility to set the power grid voltage, though only one at a time, if no
loading model in parallel is implemented for providing the voltage. A model that
has the ability to change input and output variable(s) online during a simulation is
hereafter referred to as a hybrid causality model. Such a model switches between
having integral causality and differential causality. The concept of causality is
thoroughly elaborated in [25] and in Chapter 4, and will not be given any particular
attention here. The reason for using hybrid causality generator models in this
context is because we then always have one component in the marine power plant
that can provide the voltage, and hence, no small capacitive effect introducing a
small time constant is needed. However, other problems are introduced, such as
solving the differential causality part of the model in a stable and fast manner
without algebraic loops. This will be given more attention in section 6.2.4.

In the literature, hybrid causality models are also referred to as switched models
[122] and hybrid models, in general. In [162], a theory for modeling discontinuit-
ies in models is presented, and in general, treats most kinds of hybrid dynamical
models, and in [163] it is shown how simulations can be efficiently built from hy-
brid bond graph models. Generic synchronous generator models, having hybrid
causality properties, are presented in [164] but lacks an overall numerical stability
discussion, as well as a presentation of a suited power plant control structure and
does not have a focus on real-time solvability.

In this chapter, a hybrid formulation of the well-known synchronous generator
model in the pd, q, 0q-reference frame, as first presented in [164] in bond graphs, is
further studied with respect to numerical stability, power management and control.
This, in order to establish a generic model framework for simulating marine power
plants with weak power grids suited for transient operations, while maintaining
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Figure 6.2: Marine power plant model

computational efficiency for real-time applications. This is significant because
this topic is not overrepresented in the literature and such a generic framework
gives great advantages when e.g. studying marine offshore vessels in demanding
operations, as in [38], see Chapter 5, where interactions between the equipment
and the power plant is important. If hardware in the simulation loop are included,
such as in [41], it is also important that the models can be simulated in real-time.
The proposed marine power plant framework also provides generic connections in
both the pd, q, 0q- and the pa, b, cq-reference frame such that electrical equipment,
e.g. azimuth thrusters, can be connected directly. Hence, the proposed power
plant framework is a stepping stone for fast solvable total marine vessel simulat-
ors, as will be discussed in Chapter 8. A marine power plant consisting of two
generic three-phased synchronous generator models, stiffly connected through a
weak power grid, as shown in Figure 6.2, will be used as a case study in this
chapter, and will be modeled using bond graph theory [25].

6.1.1 Outline

In the next section the hybrid causality generator model is presented in detail
and analysed with respect to numerical stability when using the Euler integration
method. Also, additional models such as auxiliary diesel engines and circuit break-
ers are presented. In section 6.3 simple control systems and strategies needed for
running a marine power plant is presented. A case study of a marine power plant
including two gensets are studied and simulated in section 6.4. Lastly, a conclusion
is made in section 6.5.

6.2 Hybrid Generator Modeling
The hybrid generator models to be used are given in the pd, q, 0q-reference frame
as in [164]. To keep it generic, as well as the ability to display simulation results in
the pa, b, cq-reference frame, these models should have the ability to connect to the
pa, b, cq-reference frame, which means that a power conservative transformation
between the two reference frames is of interest.
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6.2.1 Reference Frame Transformation

According to [111, 165], the pd, q, 0q-reference frame is related to the pa, b, cq-
reference frame through the phase angle θ such that

ud,q,0 � Apθqua,b,c
id,q,0 � A�1pθqia,b,c

(6.1)

where ui,j,k � rui, uj , uksJ, ii,j,k � rii, ij , iksJ, and
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is a power-conserving transformation matrix. The phase angle θ is defined as

θ �
» t

0
fPG2πdt (6.3)

Here, fPG is the power grid frequency. In order for this transformation to be power
conservative, it follows directly that Apθq�1 � ApθqJ [155]. Here, it is assumed
that u0 � 0. In other words, ud, uq and fPG is a representative set of variables for
ua, ub and uc.

6.2.2 Generator Model with Current as Output

The dynamics of a generator with current as output can be expressed according to
[164] as

9ψ � �ωmDψ �Ri�Eud,q � buf (6.4a)

i � L�1ψ (6.4b)

where ωm is the engine speed, ψ � rψd, ψq, ψf , ψD, ψQsJ is the magnetic fluxes
for d, q, the field and the damping in d and q, respectively, i � rid, iq, if , iD, iQsJ
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is the current vector, uf is the field voltage that controls the generator and
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(6.5)

Here,R is the internal resistance matrix, L is the inductance matrix and np is the
number of pole pairs in the generator. The electromagnetic torque feedback to the
engine is given as

Te � pψdiq � ψqidqnp (6.6)

6.2.3 Generator Model with Voltage as Output

The equations in (6.4) and (6.5) show that the differential equations are coupled,
which means that the entire system of differential equations must be altered in or-
der to obtain voltage as output in the generator model. This means that ud and uq
should be calculated from ψd, ψq, if , iD and iQ. Thus, two of the differential equa-
tions in (6.4) are given differential causality, meaning that integration is replaced
by differentiation when solving the model. By separating these two equations from
the differential equations, they may be written as

ud,q � 9ψd,q � ωmDd,qψd,q �Rd,qid,q (6.7)

where ud,q � rud, uqsJ, ψd,q � rψd, ψqsJ, id,q � rid, iqsJ and

Rd,q �

�
Rd 0
0 Rq

�
, Dd,q �

�
0 �np
np 0

�
(6.8)

It is then possible to rearrange (6.4b) such that�
ψd,q
if,D,Q

�
� Z

�
id,q
ψf,D,Q

�
(6.9)
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Figure 6.3: Switched 0-junction in bond graphs

which means that ψd,q can be calculated from (6.9), differentiated and inserted
into (6.7) to find ud,q. The current vector if,D,Q is found by first obtaining 9ψf,D,Q
from a reduced version of (6.4), integrating and inserting into (6.9). Note that Z is
a rearranged version of L, and can be found by solving (6.4b) with respect to ψd,q
and if,D,Q, which has been done in Chapter 4, see (4.44).

The electromagnetic torque given in feedback to the engine driving the generator is
still as given in (6.6). Note that these two sets of equations describing the generator
dynamics do not include saturation of the magnetic fluxes. This can be added by
including a saturation function that saturates the magnetic fluxes after integration.

6.2.4 Hybrid Causality Model

The two different causality representations of the generator model can be put
together to form the hybrid causality generator model, as done in [164] and in
Chapter 4. Since causality switching happens in discrete time events, the power
during switching should be conserved. For this reason, the input and the output
from the old causality configuration must be inherited and used as initial condi-
tions in the new causality configuration.

Discrete Switches

In addition to inheritance of variables, different switches are needed. The model
input and output ports must be controlled by switches that routes signals from one
model causality to another to make sure that the connectivity specifications in the
model environment are not violated. Such switches are also needed to model the
circuit breakers that connect the generators to the power grid. In [123] a design for
such switches are proposed and derived using bond graph theory.

Here, only one type of switch is needed, namely a flow switch. This switch is often
referred to as a switched 0-junction, an 0s-junction. This name comes from its
mnemonic symbolic representation in bond graph theory. The switched 0-junction
is shown in Figure 6.3 in bond graphs and in Figure 6.4 in block diagrams.
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Figure 6.4: Switched 0-junction in block diagrams

The equations in the switched 0-junction are given as

e1 �Ue2 � p1� Uqe3

f1 �UK2f2 � p1� UqK3f3
(6.10)

where

U �
"

1, when port 2 is active
0, when port 3 is active

(6.11)

and

K2,K3 �
"

1, for addition
�1, for subtraction

(6.12)

Numerical Differentiation using Filter

In comparison to the current causality model that has five integral causalities, the
voltage causality model has two differential causalities and three integral causal-
ities. It is always preferable to have integral causality due to the use of explicit
solvers, and to avoid the direct differentiation of ψd,q. In Chapter 4 it was pro-
posed to differentiate ψd,q by using a low-pass filter with derivative effect given
as

Hpsq � s

1� Ts
(6.13)

where the time constant T is the bandwidth time constant of the filter. This trans-
fer function changes the differential causalities to integral causalities when solved
in the time plane, which may enable explicit fixed-step solvers such as the Euler
integration method, as used here. Note that the poles and the zeros of the dy-
namical system also set requirements for which solver to use. As it turns out, the
transfer function-based differentiation also has a positive effect on solvers due to
the low-pass filtering effect, and will filter out high frequent oscillations due to
numerical errors, having negligible effects on the simulation results when tuned
properly. The use of this transfer function for rearranging differential causalit-
ies to integral causalities is thoroughly analysed in Chapter 4 where parallels are
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Figure 6.5: Only internal generator load (id � iq � 0)

drawn towards adding compliance and dissipative dynamical effects for removing
differential causalities.

Numerical Stability and Solver Time Step

The generator parameters used in this chapter are given in Table 4.1. By assum-
ing a constant generator speed corresponding to 60 Hz in power grid frequency,
corresponding to an engine speed of 720 rpm when having five pole pairs, open-
loop pole-zero plots can be constructed for the two generator state space models
given in sections 6.2.2 and 6.2.3. The pole-zero plots for the generator models with
voltage output and current output are given in Figures 6.5 and 6.6, respectively.

As can be seen in Figure 6.5 the generator model with voltage outputs has the
poles and the zeros inside the stability region for the Euler integration method
when id � iq � 0 and ∆t ¤ 0.002 s, where ∆t is the solver time step. This
indicates that the Euler integration method can be used to solve the model as long
as the model environment does not introduce poles and zeros that are outside the
stability region. The reasons for using the Euler integration method here are that it
is fast when a reasonable step size can be used, and since it is a fixed-step solver
it is easy to control in hybrid model simulations, where integrator resets and state
inheritances are important. Also, when the system is proven stable with the Euler
integration method, the results when using Runge-Kutta integration methods are
also stable [166]. Note that implicit numerical solvers can be used as well, but
is harder to control when it comes to integrator resets and state inheritances, and
hence, more implementation work must be expected. The same goes for variable
step-sizes where zero-crossing detection must be implemented in order to properly
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Figure 6.6: Only internal generator load (id � iq � 0)

handle discrete events.

Figure 6.6 shows that by using the same time step, ∆t � 0.002 s, the Euler in-
tegration method will fail to converge to any solution due to the poles and zeros
outside the stability region. As a matter of fact, the time step must be reduced
by a factor of approximately 10 in order to stabilize the zero input case, and to
approximately ∆t � 5 � 10�12 s if an open circuit load of R � 108 is to be con-
sidered. This is without taking the model environment into consideration. If even
possible, such a low time step would result in a long simulation time when solving
the system, which is not desired, especially when it comes to achieving real-time
simulations. Nonetheless, this problem may be solved by choosing the simulation
setup or through proper pole-zero cancelling control designs, with the first men-
tioned treated in this chapter.

By recognizing that the complex conjugated poles and zeros are dependent on
the rid, uds- and riq, uqs-pairs, the model will be stable when solved by the Euler
integration method if ud and uq are stabilized by the generator model environment.
Since the poles in the generator model with voltage output are almost unaffected
by large open-circuit resistances, the voltage output causality model can be used
to stabilize the model with current output causality. In other words, the generator
model with current as output should only be used in parallel with a generator model
that has voltage output causality, because if the generator with voltage outputs is
stable, the voltage inputs ud and uq to the generator model with current output
causality will also be stable, and thus, stabilize the entire generator model. This
can also be shown in Figure 6.7 and Figure 6.8.
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Figure 6.7: Euler stability regions for both causality models connected having only in-
ternal generator load (id � iq � 0)
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Figure 6.8: Euler stability regions for both causality models connected having open circuit
load, R � 1 � 108Ω

It can be seen in Figure 6.7 that when the time step is reduced to ∆t � 0.00099 s,
the two causality models connected together are stable using the Euler integration
method and the parameters given in Table 4.1. The two complex conjugated poles
and zeros in the figure are dependent on the time constant chosen in the transfer
function given in (6.13). This means that when the time step is chosen, such that
∆t   T and the controllers and model environment are stable, the whole power
plant model would be stable for all reasonable power plant loads. As a matter of
fact, by increasing the power grid load more damping is added and the complex
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conjugated poles shown in Figure 6.7 will become real and be moved towards the
origin, as shown in Figure 6.8. This means a larger time step can be used when run-
ning the generators against a power grid consumer, and indicates that running the
generators in open circuit mode would be the operation that requires the smallest
time steps. Hence, when ramping up a generator and synchronizing the generator,
a model with voltage output should be used, and when another generator sets the
grid voltages the generator model should switch causality when the circuit breaker
is closed.

It is also important that the solver time step size is chosen such that it is pos-
sible to capture the true dynamic characteristics of both the generator models and
the power grid load. According to [167] the proper time-step duration must be
determined to accurately represent the system frequency response up to the fastest
transient of interest. For example, if the power grid load is modeled in the pa, b, cq-
reference frame, having a frequency of 60 Hz, the time step size must be set such
that ∆t ¤ 1

120 s in order to catch the main characteristics of the alternating cur-
rents and voltages according to the Nyquist sampling criterion [29]. In addition,
the solver time step size must also be set low enough to replicate the loading char-
acteristics themselves. However, it is believed that these characteristics will have
a lower frequency than the power grid frequency, such as the meeting frequency
between the wave loads and the vessel when considering a vessel in transit. Also,
when studying higher order harmonic distortions in the power grid, the solver time
step size must be adjusted correspondingly.

Implementation and Phase Angle

The resulting hybrid generator model is shown in a bond graph implementation in
Figure 6.9. Note that θ̂ given in the figure is not necessary equal to θ. Since the
pd, q, 0q-reference frame is more or less a DC representation of the actual AC sys-
tem, the phase angles between the generators must be included before connecting
the generators to a common power grid in order to enable phase synchronization
and power sharing, which will be elaborated later on.

In general, the phase transformation between the power grid and a generator i with
voltage outputs is given as

uPG � SpφiquGi (6.14)

where uPG is a vector containing the d and q power grid voltages, uGi is a vector
containing the d and q generator voltages and

Spφiq �
�

cospφiq � sinpφiq
sinpφiq cospφiq

�
(6.15)
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Figure 6.9: Bond graph model of hybrid generator model

where φi is the phase difference between the leading generator and generator i,

φi �
» t

0
p∆ωmiqdt � θ̂l � θ̂i (6.16)

Here, ∆ωmi � ωm,l � ωmi is the difference in motor velocity between the two
engine speeds driving the generators and ωm,l and θ̂l are the speed and phase angle
of the leading generator, respectively. This difference in phase angles is usually
only calculated when generators are active, meaning that they are either preparing
for synchronization or already connected to the power grid, which also means that
an integrator reset algorithm should be implemented.

The phase angle used in the transformation between the pa, b, cq- and pd, q, 0q ref-
erence frame, given in (6.2), must then account for φ. Hence, the phase angle for
a generator i is then given as

θGi � 2π
» t

0
fGidt� φi (6.17)

where fGi is the frequency for generator i and where φi is as defined in (6.16). The
different transformations between the power grid and the two causality models are
summarized in Table 6.1.

6.2.5 Additional Models needed for Simulation

To be able to set up a simulation testing for the generators, additional models must
be included, e.g. circuit breakers, power grids and engine models, in addition to
controllers and a power management system.
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Table 6.1: Phase transformations for generator i.

Voltage Output Current Output

Voltage uPG � SpφiquGi uGi � S�1pφiquPG
Current iGi � S�1pφiqiPG iPG � SpφiqiGi

Figure 6.10: Bond graph model of circuit breaker

Circuit Breakers and Power Grid Model

Multiple switched 0-junctions are used to model the circuit breakers and the power
grid. In the circuit breaker, model port 1 of the switched 0-junction in Figure 6.4
is connected to the generator model output, port 2 is connected to an open circuit
load and port 3 is connected to the power grid. Note that several switched 0-
junctions are needed in one circuit breaker model since the generator model has a
total of four inputs and outputs, due to the two causality configurations connected
to the grid. These circuit breakers are connected to each other and to the consumer
models in the power grid through another set of switched 0-junctions, due to the
causality switching in the generator models. The total model of a circuit breaker
is shown in Figure 6.10 in bond graphs. Note that each switched 0-junction is also
given a control signal, U , as in (6.10), and that additional switched 0-junctions are
needed to connect several gensets to a common power grid.

Simplified Engine Model

The auxiliary engine models used to drive the generator models are based on
simple equations given in [168]. The effective engine power is given as

Pe � 9mfhnη � Tmωm (6.18)

where 9mf is the fuel flow rate, hn is the lower heating value of the fuel, η is
the effective thermal efficiency, Tm is the torque and ωm is the engine speed. By
rearranging the equation, the mean torque generated by the combustion process



6.2 Hybrid Generator Modeling 169

can be expressed as

Tm � 9mfhnη

ωm
(6.19)

The fuel flow rate may be expressed as

9mf � minj
ωm
2πk (6.20)

where minj is the amount of fuel injected per cycle and k is a parameter distin-
guishing two-stroke engines from four-stroke engines, k � 1 for two-stroke and
k � 2 for four-stroke. The efficiency can be expressed as

η � 1
bepPeqhn (6.21)

where bepPeq is the brake specific fuel consumption as a function of effective en-
gine power, and can be measured for a specific engine given the engine speed. By
assuming a four-stroke engine, the torque can then be expressed as

Tm � minj

4πbepPeq (6.22)

The set of differential equations representing the auxiliary engine model is then to
be given as

9θm � ωm (6.23a)

9ωm � 1
Jm � JG

pTm � bfωm � bbω
n
m � Teq (6.23b)

where θm is the engine angle, Jm is the inertia of the engine, JG is the inertia
of the generator, Te is the electromagnetic torque as given in (6.6), bf is a friction
parameter, bb is the braking effect when the engine is choked, which happens when
no fuel is injected into the engine due to the pumping work and n is a small number,
typically � 0.1. Note that bb :� 0 when minj � 0. To make the transition smooth,
the value of bb is low-pass filtered, having a small time constant before being used
in (6.23).

Power Grid Consumer

The power grid consumer has the role of loading the power grid. This can be a set
of thrusters, as well as the auxiliary systems needed to power the ship. Here, it is
assumed that the active- and reactive power consumption can be set and based on
the power grid voltage, a current can be given in feedback. The active power and



170 Power Plant Modeling

reactive power in the rd, q, 0s-reference frame are given as

P � uTd,q
�

1 0
0 1

�
id,q (6.24a)

Q � uTd,q
�

0 �1
1 0

�
id,q, (6.24b)

respectively. Note that reactive power is related to impedance in the pa, b, cq-
reference frame. By solving (6.24a) and (6.24b) with respect to id,q the current
given in feedback is given as

id,q � 1
||ud,q||22

�
Pud �Quq
Puq �Qud

�
(6.25)

where
||ud,q||22 � u2

d � u2
q (6.26)

is the square of the L2-norm. To avoid dividing by zero at the start of the simu-
lation, a small number is added to the denominator. Also, two low-pass filters are
used to filter the input voltages in order to avoid algebraic loops.

Power Management System, PMS

Power management systems are in reality quite complex. In this chapter, the PMS
is treated as a collection of controllers with some automated decision-making func-
tionalities. This will be highlighted in section 6.3.3.

6.3 Power Plant Control
In general, systems that produce electric power require proper control dependent
on the operation in order to run satisfactory [169]. For generators, proper control
of the generator phase synchronization, voltage control and load sharing, or power
sharing, are crucial for running the power plant within its limits.

In general, a genset only has two controllable variables, namely the engine speed
and the field voltage, which means that more than one objective must be controlled
through each controllable variable. In single model systems this is not preferred
since it often sacrifices stability or degradation of the control strategies. However,
in power plants, a single genset connected to a power grid only has to control
the frequency and rms voltage, which can be separately done through the two
controllable variables. It is only when two or more gensets are connected that
multiple control strategies must be merged into the two control variables. This
can be done in a stable manner in such systems due to the stiff coupling between
gensets, since the difference in frequency, rms voltage and phase can be indirectly
controlled.
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In this section, different controllers needed to run the model shown in Figure 6.2
are presented.

6.3.1 Automatic Voltage Regulator and Reactive Power Sharing

Both the rms voltage and reactive power sharing are controlled through the field
voltage, but the reactive power sharing control is only activated when two or more
generators are synchronized and connected together.

Automatic Voltage Regulator (AVR)

The voltage magnitude, or the rms voltage, is regulated in each generator by an
automatic voltage regulator (AVR). The AVR regulates the voltage magnitude
through the generator field voltage, which sets the magnetic field in the stator.
The rms voltage in the pd, q, 0q-reference frame for a generator i is given as

Vrmsi �
c

2
3 ||udq,i||2 (6.27)

Note that udq,i is the voltage vector for the active causality model of the gener-
ator. There exists many different control laws for AVRs, such as the one presented
in [170] with pole assignment self-tuning regulator. Nevertheless, here the rms
voltage is controlled by a simple PI-controller, and the controller error for gener-
ator i is defined as

eV i � Vref � Vrms,i (6.28)

where Vref is the reference rms voltage. Hence, the corresponding controller out-
put uV i can be expressed as

uV i � KAV R
p eV i �

KAV R
p

TAV Ri

» t
0
eV idt (6.29)

where KAV R
p and TAV Ri are the proportional gain and the integral time constant,

respectively. In order to avoid commanding an unrealistic field voltage the con-
troller output is saturated before being sent to the generator model. Hence, an
integration anti-windup algorithm [171] is implemented in the controller as well.

Reactive Power Sharing

Control of the reactive power is found in the PMS since reactive power sharing
control needs measurements from all active generators, which is why it cannot
be implemented as local controllers inside each generator. Another reason is that
it is only active when two or more generators are active. This means that global
power plant surveillance is needed, which is a PMS functionality. Power sharing in
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general is thoroughly discussed in [172], and only a simple method for controlling
the reactive power sharing is presented here.

By assuming that N number of generators are connected to the power grid, the
reactive power sharing can be controlled by means of PI-controllers where the
error for generator i is defined as

eQi � SQiQtot �QGi (6.30)

and where SQi P r0, 1s is the sharing factor,QGi is the reactive power for generator
i and

Qtot �
Ņ

i�1
QGi (6.31)

is the total reactive power in the power grid, or the reactive power for the power
grid load. Hence, the corresponding controller output uQi can be expressed as

uQi � KQ
p eQi �

KQ
p

TQi

» t
0
eQidt (6.32)

where KQ
p and TQi are the proportional gain and the integral time constant, re-

spectively. Note that if equal reactive power sharing is considered, then SQi � 1
N .

Thus, the total field voltage that is fed to generator i is then given as

ufi � uV i � uQi (6.33)

Here, only two generators are considered in the power plant, and the controller
errors for the reactive power sharing control for the two generators are defined as

eQ1 � SQQtot �QG1 (6.34a)

eQ2 � p1� SQqQtot �QG2 (6.34b)

respectively, where SQ P r0, 1s is the sharing factor.

Since the reactive power sharing controllers are only activated when two or more
generators are synchronized and connected to the power grid, integrator reset al-
gorithms must also be implemented in the reactive load sharing controllers. The
structure of the total rms voltage control system and the reactive power sharing
control system is shown in Figure 6.11 for two active genesets.
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Figure 6.11: AVR and reactive power sharing, RPS, control structure for two active
gensets

6.3.2 Engine Control, Active Power Sharing and Generator Synchron-
ization

The last control variable is the engine speed driving the generator. In general, the
auxiliary engine is to maintain a constant speed that corresponds to the wanted
power grid frequency, but also generator synchronization and active power sharing
can be done through the engine speed, the last one through e.g. droop control [161]
or isochronous control [173].

Engine Control

The engine speed controller, commonly known as the engine governor , is in gen-
eral complex [174], but is assumed here to be a simple PI-controller that controls
the engine speed, such that the power grid frequency is kept more or less constant.
The reference engine speed is given as

ωref � 2πfPG
np

(6.35)

In comparison to the field voltage control and the reactive power control, active
power sharing control and phase synchronization control are applied to the ref-
erence signal before being fed into the PI-controller. The reference fed to the
controller is denoted ωref,ni for generator i, as will be defined shortly, and the
controller error can be expressed as

eωi � ωref,ni � ωmi (6.36)

where ωmi is the measured engine speed for genset i. Hence the corresponding
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control output minj,i can be expressed as

minj,i � Kω
p eωi �

Kω
p

Tωi

» t
0
eωidt (6.37)

where Kω
p and Kω

i are the proportional gain and the integral gain, respectively.
Also this control output is saturated in order to give realistic fuel injections to
the engine. Hence, an integrator anti-windup algorithm is implemented in the
controller as well.

Synchronization Control

In the pa, b, cq-reference frame, the phase synchronization controller makes the
phase angles converge through controlling the engine speed of the generator that is
to be synchronized. However, in the pd, q, 0q-reference frame, it is enough to make
the d voltages converge, since the q voltages will then converge due to the AVR, in
order to make the phases converge. This can be shown by setting the criterion

ual � uai (6.38)

where ual and uai are the a voltages in the pa, b, cq-reference frame for the lead
generator and the generator i, which is to be synchronized, respectively. This gives
the criterion in the pd, q, 0q-reference frame

pcos θi � cos θlqud � psin θi � sin θlquq (6.39)

when the d voltages converge. The only solution of (6.39) for all values of ud and
uq is θl � θi, which means that by making the d voltages converge a solution for
θl � θi exists under the restriction given in (6.39). By also requiring that ubl � ubi
and ucl � uci the only solution left is θl � θi if all the criteria are to be held. This
means that by making the difference in the d-voltages converge, the difference in
the phase angles will also converge.

The main reason for comparing the voltages instead of the phase angles is because
the causality switching requires equal voltages and currents right before and after
switching, and due to the risk of numerical deviations when simulating, it is better
to compare the voltages directly in the phase synchronization controller. When the
phase synchronization controller is active, the control errors for phase synchroniz-
ation between the lead generator l and generator i can then be given as

ePSi � udl � udi, (6.40)

for the generator i that is to be connected to the grid. Note that the lead gener-
ator is defined as one generator that is already connected to the grid. Hence the
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corresponding control output uPSi can be expressed as

ud � NPS
d

TPSd

» t
0
udPSidt

udPSi � KPS
p NPS

d ePSi � ud

uPSi � KPS
p ePSi � udPSi

(6.41)

where KPS
p and NPS

d and TPSd are the proportional gain, the derivative gain lim-
itation and the derivative time constant, respectively. Note that ud and udPSi are
initially set to zero and that the control equations given in (6.41) should be calcu-
lated in the given order. Also in this controller the output is saturated in order not to
give too large of deviations in the engine speeds. Hence, an integrator anti-windup
algorithm is implemented as well.

Active Power Sharing

The active power grid load can be shared between multiple active gensets using
either a droop control strategy or an isochronous control strategy, and the latter
strategy will be considered here. The droop control strategy is a passive load shar-
ing strategy where the generator frequency, hence the engine velocity, is reduced
proportionally with an increasing active power load, typically about 3-5 % of the
static power grid frequency from no-load to fully loaded. Hence, the static power
grid frequency is also reduced with an increasing power grid load if not being
compensated for by e.g. adaptively adjusting the no-load frequency.

In comparison to the droop control strategy the isochronous control strategy is an
active load sharing strategy where all active gensets try to keep the power grid fre-
quency constant, except when changing the active load distribution. This control
strategy requires that each active genset has information about how much active
power it should produce. When the active power grid load is being shared the act-
ive load sharing controllers change the engine reference signals slightly, and when
gensets get different frequencies the distribution of power grid load is changed. A
higher frequency gives a genset more active power, and a lower frequency reduces
the active power. This means that the amount of power a given generator produces
can be adjusted by subtracting an actual power measure from the engine reference
speed and adding a reference power measure to the engine reference speed, such
that the new engine reference speed for engine i becomes

ωref,ni � ωref �KapspPref,i � Pmiq (6.42)

where ωref is the commanded engine reference speed, Kaps is a proportional gain,
Pmi is the measured power and Pref,i is the reference power. Then, if the power
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is too low, the engine speed will increase such that more load is added to the
respective generator. If the power is too high, the opposite occurs.

One can choose to share the load using the load magnitude or using the loading
percentage for each genset. Here, the loading percentage is used. Note that equal
power sharing in this context means that each genset has the same loading percent-
age, though not necessarily an equal load. In order for this to be true, all gensets
must have equal capacity.

The engine power fraction used in active power sharing control is defined for en-
gine i as

Lmi � Tmiωmi
Pei,max

(6.43)

where Tmi is the engine torque as defined in (6.22), ωmi is the engine angular rate
and Pei,max is the lowest maximally rated effective power for the engine and the
generator. For a power plant with an N number of gensets, the total load fraction
is defined as

Ltot �
Ņ

i�1
Lmi (6.44)

When active power sharing control is active, the reference power fraction is added
to the reference speed and is for generator i given as

ωdrp1piq � KDSPiLtotωref (6.45)

where KD is a proportional gain and SPi P r0, 1s is the active power-sharing
constant. Note that (6.45) is run through a low-pass filter with filter time constant
TLP in order to smooth the signal before being added to ωref . Also note that
SPiLtot ¤ 1.

Next, ωdrp2piq is subtracted from ωref � ωdrp1piq when active power sharing con-
trol is active, and is given as

ωdrp2piq � KDLmiωref (6.46)

where Lmi is the local power fraction defined in (6.43). ωdrp2piq is also low-
pass filtered in order to smooth the signal. When comparing the expressions for
ωdrp1 and ωdrp2 to (6.42), it can be seen that Kaps � KDωref , Pmi � Lmi and
Pref,i � SPiLtot. By including the phase synchronization control the PI-controller
error for the engine driving generator i is then rewritten as

eωi � ωref � ωdrp1piq � ωdrp2piq � uPSi � ωmi (6.47)

where uPSi is as defined in section 6.3.2. The PI control law is as given in (6.37).
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Figure 6.12: Engine speed control, active power sharing and phase synchronization for
two gensets. Note that the leading generator, the one active having voltage output, is not
affected by synchronization control

Figure 6.12 shows a graphical representation of the engine speed control, active
power sharing control and phase synchronization for genset 1 and genset 2. More
advanced load sharing control strategies than the one presented here can also be
applied, e.g. as the one presented in [161] where droop control and average power
control are combined.

6.3.3 Causality- and Simulation Control

When using hybrid models, it is important to have a simulation controller. In
general, a simulation controller is not a controller using common sense, but rather
a set of logic functions that controls the switching of the hybrid models. In this
study, such a simulation controller would typically open and close circuit breakers,
switch causality in the hybrid generator models and the resulting causality in the
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power grid. Functionality that restricts the input signals is also a common practice
to implement, such as the generator setting the power grid voltage, which cannot
be disconnected before model switching is performed.

The logic functions in the simulation controller are closely coupled to global con-
trollers such as the phase synchronization controller and power sharing controller.
The logics activate and deactivate these controllers, thereby ensuring that the in-
tegrators are reset in addition to evaluating the controller performances, e.g. eval-
uating when the phase difference between the generators is small enough to close
the circuit breaker. These functions are related to the functionalities found in real
power management systems and in general it is up to the modeller or the PMS
vendor to decide which functionality to implement, and is usually kept secret. In
this chapter, the PMS includes the functionalities needed to control the hybrid gen-
erator models, the circuit breakers and the power grid causality, and is functionally
related to the phase synchronization control and power sharing control.

In particular, the PMS decides when to close the circuit when two generators are
being synchronized. Here, a set of rules for closing the circuit when two generators
are being synchronized, mainly based on minimizing numerical distortions when
closing the circuit breakers, are implemented and given as

|φ| ¤ φmax

|dφ
dt
| ¤ 9φmax

|Vrms,1 � Vrms,2| ¤ dVrms,max

|fG,1 � fG,2| ¤ dfG,max

(6.48)

where φmax is the maximal allowed phase difference, 9φmax is the maximal allowed
derivative of the phase difference, dVrms,max is the maximal allowed difference
in rms voltage between the two generators and dfG,max is the maximal allowed
difference in frequency between the two generators.

6.3.4 Overview of Control Structure

The control systems presented in this section are independent of the causality ori-
entation of the generator model. This is shown in Figure 6.13 which shows a more
coarser presentation of the control system structure and the connections between
the PMS and the genset. The figure also shows that only the AVR and the engine
speed controller, the governor, are always active, when neglecting the causality
controller, while synchronization, active- and reactive load sharing are activated
by the PMS when more than one generator is considered. Also note that the syn-
chronization controller and the active load sharing adds to the reference signal for
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Figure 6.13: Control structure and connection between PMS and genset. Note that meas-
urement signals needed by the PMS have been left out in the figure

the engine speed controller, while the reactive load sharing adds to the output of
the AVR. Note that the block i/u in the figure denotes the two causality models of
the generator including the auxiliary engine.

6.4 Simulation
To test the hybrid generator model and the corresponding control systems, a simu-
lation of the power plant given in Figure 6.2 is to be performed. Before presenting
the simulation scenario and the corresponding simulation results, the parameters
to be used in the simulation are presented.

6.4.1 Hybrid Genset Models and Power Grid Load

The generators are modeled as specified in section 6.2 and are assumed to be of
equal size in this case study, having a rated power output of 2438 kW with Vrms �
690 V and Irms � 2010 A. The specific generator parameters are given in Table
4.1 and the time constant in the transfer function given in (6.13) is set to 0.001 s.

The brake specific fuel consumption (BSFC) bepPeq for the auxiliary engines is
given as a polynomial,

bepPeq � p0

�
Pe

Pe,max


4
� p1

�
Pe

Pe,max


3
� p2

�
Pe

Pe,max


2
� p3

Pe
Pe,max

� p4

(6.49)
Table 6.2 list the parameters for the auxiliary engines used in the simulation. Note
that (6.49) is typically based on data provided from engine vendors and hence, the
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Table 6.2: Main parameters regarding the auxiliary engine models

Parameter Value
Pe,max 2010 kW
Jm 750 kgm2

JG 750 kgm2

bf 20 kgm2/s
n 0.1�
bb

"
0 , if mf ¡ 0

200 , else
p0 364.452 g/kWh

p1 -1118.50 g/kWh

p2 1417.60 g/kWh

p3 -813.84 g/kWh

p4 379.13 g/kWh

Table 6.3: Power grid load parameters and open circuit load parameter used in the simu-
lation

Parameter Value
Active power load 1 MW
Reactive power load 1 MVAr
Low-pass filter time constant 0.001 s
Open circuit load 100 MΩ

curve used here is only valid for engine loads larger than 10 % of the maximal
engine loading. Also note that the fuel consumption related to auxiliary engine
systems needed for running the engine is included in this BSFC curve.

The main parameters for the power grid load and the circuit breakers used in the
simulation are given in Table 6.3. In addition to the constant active- and reactive
power loads, biases and noise are added in order to make the simulation more
realistic and to test the robustness of the total control system.

6.4.2 Control Systems

The control systems are implemented as specified in section 6.3 and the parameters
are given in Table 6.4. Note that the control structure and the connections between
the PMS and the gensets are as illustrated in Figure 6.13.
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Table 6.4: Control parameters used in the simulation

Controller Parameter Value

AVR Vref 690 V

KAV R
p 5.0 -

TAV Ri 5.0 s

Staturation �100.0 V

Reactive SQi 0.5 - initially

Power KQ
p 1.0e-5 V/VAr

Sharing TQi 1.0 s

Engine ωref (idle) 20 π rad/s

Control ωref (active) 24π rad/s

Kω
p 0.1 kgs/rad

Tωi 0.1 s

Saturation r0, 0.26s kg

Synchronization KPS
p 0.01 rad/Vs

Control NPS
d 10.0 -

TPSd 0.008 s

Active Kd 0.001 -

Power SPi 0.5 - initially

Sharing TLP 0.01 s

PMS φmax 0.01 rad
9φmax 0.1 rad/s

dVrms,max 0.1 V

dfG,max
0.025
π Hz

6.4.3 Simulation Scenarios

The simulation to be performed is designed to test the different control systems
outlined in section 6.3 as well as the hybrid generator model and its real-time
characteristics.

In the simulation the two auxiliary engines driving the generators are started in the
beginning of the simulation and given the idle speed reference. At t � 20 s, genset
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Figure 6.14: Simulation events. Note that G1 and G2 in the figure are abbreviations for
Genset 1 and Genset 2, respectively

1 is initiated, the engine gets the nominal speed reference and the AVR is fed the
rms voltage reference. The circuit breaker that connects genset 1 to the power grid
is closed at t � 80 s. Genset 2 is initiated at t � 200 s, in the same manner as
genset 1, and the phase synchronization is activated. When the phase difference
between the gensets is within the tolerance, the circuit breaker that connects genset
2 to the power grid is closed, and the model causality is changed from voltage to
current. At t � 350 s, both gensets change causality; while genset 2 sets the power
grid voltage. The active- and reactive power sharing are then changed at t � 400 s
and t � 500 s, respectively. In the end, genset 1 is stopped at t � 700 s and started
again at t � 900 s, and the active- and reactive load sharing are initiated with
the last known sharing parameters, SP and SQ. A summary of all the simulation
events is shown in Figure 6.14.

The Euler integration method is chosen as the solver with a solver time step ∆t �
0.0001 s. The time step is chosen smaller than what was stated earlier; this due to
an increase in the quality of the alternating voltages and currents results.

6.4.4 Simulation Results

The rms voltages calculated from (6.27) for the two generators are shown in Figure
6.15. The first plot shows the two generator rms voltages compared to each other.
As can be seen in the plot, the voltages both converge to 690 V, when the gensets
are active. As illustrated in Figure 6.14, genset 1 is first started and connected to
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Figure 6.15: Generator rms voltages

the power grid load before genset 2 is started and synchronized to the power grid at
t � 200 s. At t � 350 s, the causality configurations for the two gensets are altered
before genset 1 is commanded to disconnect from the power grid at t �700 s. In
the end, genset 1 is reconnected to the power grid at t � 900 s. The plot in the
lower left-hand corner in Figure 6.15 shows a closer view of what happens with
the rms voltage for generator 1, which has output voltage causality when the load
and the second generator are connected. When the power grid load is connected,
the rms voltage for generator 1 gets a small dip before being controlled back to
its reference. The dip has a magnitude of approximately 3 V which results in a
change in rms voltage of approximately 0.43 %, which is well within any typical
realistic tolerance, typically � 1 % of the reference rms voltage. A small dip in
the rms voltage can also be seen when the second generator is connected, which
is expected to be due to the stabilization of the two connected generators, and due
to the start of the load-sharing procedure. However, this dip is smaller, having
a magnitude of about 1 V, approximately 0.145 % of the rms reference voltage.
The last plot in the lower right-hand corner shows the rms voltage fluctuations in
the time range t P r1000 s, 1200 ss. As can be seen, the rms voltages for the two
generators overlap, although some noise is present. This noise is due to the noise
added in the power grid load in order to test the robustness of the power plant. The
noise magnitude is quite low, at the most approximately 0.07 % of the rms voltage
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Figure 6.16: Generator frequencies

reference, but large enough to indicate stability and robustness in the total power
plant model.

Figure 6.16 shows the two generator frequencies compared to each other. The
first plot shows the comparison of the two generator frequencies during the entire
simulation, and the characteristics are comparable to the rms voltage characterist-
ics in the first plot in Figure 6.15, except that when a generator is disconnected
from the power grid, it runs in an open circuit at an idling speed of 600 rpm. The
plot given in the lower left-hand corner shows a closer view of the frequencies
at the start of the simulation. The characteristic dip when the load is connected
is also present here, having a magnitude of approximately 0.0055 Hz. When the
second genset is started, the frequency of generator 2 overshoots the first gener-
ator frequency, due to phase synchronization, with a magnitude of approximately
0.08 Hz before converging to the desired frequency. When the two generators are
connected the active power sharing characteristics can be seen at approximately
t � 230 s. Genset 2 increases its frequency, whereas genset 1 slows down due to
active power sharing control. Nonetheless, these frequency peaks are quite small,
approximately 0.015 Hz in magnitude. The last plot, given in the lower right-hand
corner of the figure, shows the frequency fluctuations due to the noise. Note that
the two generator frequencies do not overlap as the rms voltages do in Figure 6.15,
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Figure 6.17: Active Power

which is expected due to the noise and the active power sharing control.

The active power production and consumption are shown in Figure 6.17, in addi-
tion to the genset output causalities. The first plot in the figure shows the active
power grid load, which oscillates at around 1 MW with a relatively high frequent
noise, having a maximal frequency of 1.0 Hz in addition to a slowly varying os-
cillating bias, modeled as the integral of white noise. The plot also shows that the
load is increased relatively quickly; when connected, it takes approximately 5 s
from when the load is connected until it reaches its full potential of power con-
sumption. The second and third plot show the active power generated by genset 1
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Figure 6.18: Reactive Power

and 2, respectively. From the two plots, it can be seen that the noise experienced
by the gensets decreases when both gensets are active due to active load sharing.
One can also see that the sum of generated active power equals the active power
consumed by the power grid load. The last plot shows the output causality of the
two gensets. Note that before genset 1 is stopped all the active power production
is transferred to genset 2. This is one of the many functionalities implemented in
the PMS.

Figure 6.18 shows the reactive power for the two gensets and the power grid load,
as well as the genset output causalities. As can be seen in the figure, the results
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Figure 6.19: Voltages and currents, a, in the pa, b, cq-reference frame

are similar to the ones presented in Figure 6.17, the sum of the reactive power for
the two gensets equals the reactive power in the power grid load, and that all the
reactive power is transferred to genset 2 before genset 1 is stopped.

Figure 6.19 shows the alternating voltages ua and currents ia for the two generators
in the chosen time ranges. The plot in the upper left-hand corner shows the ua for
the two generators when genset 2 is started, while the upper plot to the right shows
the two voltages in a time range when both circuit breakers are closed. When both
generators are connected to the grid, the alternating voltages should overlap, which
the upper right-hand plot proves. The plot in the lower left-hand corner shows the
currents ia right after genset 2 is connected and load sharing is activated. This can
be seen in the end of the plot, in which the current from genset 2 is starting to
increase. The lower plot in the middle shows the two currents in an equal reactive
power sharing settings, and the last plot shows a time range when the reactive
power sharing is asymmetric.

6.4.5 System Evaluation

The simulation results show that the hybrid generator models seem to be stable,
which is not that surprising according to the chosen solver time step. Also, the
results show that switching between causalities do not affect the simulation res-
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ults. This means that the integrator reset algorithm and the inheritance of initial
conditions are done correctly in the model.

The control systems also seem to work properly, being able to both control the
power grid frequency, the power grid rms voltage, phase synchronization and load
sharing in a fast and stable manner despite being simple PID-based control laws.
Such control laws are also used widely in the industry because they are simple to
implement, simple to tune and quite robust as long as the controlled systems have
strong linear characteristics in the controlled region or certain passivity properties.

The total simulation of 1200 s was solved in approximately 100 s, giving a solving
speed of approximately 12 times real-time. This indicates that the computational
efficiency is being maintained for real-time application purposes without affecting
the quality of the simulation results.

6.5 Conclusion
This chapter set out to present a generic framework for modeling and simulating
marine power plants with weak power grids in transient operations. The generator
model presented here is a hybrid model that has the ability to switch between
outputs and inputs, which makes it suited for transient power plant operations such
as genset start-up and shutdown, as well as phase synchronization control. This
also enables the ability to test failure modes such as genset trippings due to the
overload or overstepping of power grid frequency tolerances, but which has not
been discussed in any detail here.

Two hybrid causality generator models were implemented in a small marine power
plant as a case study. The differential causality in the voltage output generator
model was solved by differentiation using a transfer function, and a generator
parameter analysis was conducted based on the system eigenvalues. The current
output model seemed to be difficult to solve using the Euler integration method,
but a simulation setup that enabled the use of the Euler method in a larger scale
simulation, such as the one performed, was proposed and tested through simula-
tions.

An overall power plant control system was proposed through the control of the
field voltages and the engine speeds by using simple but effective controllers for
rms voltage, engine speed, phase synchronization and active- and reactive power
sharing. The simulation results demonstrated that the total power plant model was
stable, even though noise was added, and all transient effects of interest could be
reflected through the simulation results. The results also demonstrated the equi-
valence between the pd, q, 0q-reference frame and the pa, b, cq-reference through
comparison with well-known alternating generator characteristics. The simulation
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results are also comparable to the results obtained in [164], in which the simulation
results were verified with experimental data. Also, the power plant itself showed
good real-time conditions, being solved about 12 times faster than real-time.

In further work, the proposed power plant framework should be validated against
experimental results. However, since the genset models are based on well-known
equations, it is believed that the simulation results should converge to experimental
results, as long as enough information about the control laws and the power man-
agement system is given. Also, a sophisticated outer control law for planning the
total power plant operation, e.g. deciding when to start and stop a genset from
power plant measurements, should be considered. This is out of scope here but it
is believed that the power plant model presented in this case study gives a good
foundations for such studies.

The marine power plant model derived in this chapter will be further used in
Chapter 8 where it is implemented as one subsystem in a co-simulation of a marine
vessel in DP-operations.





CHAPTER7
Thrust Allocation Algorithm for

Marine Vessels

This chapter is based on a restructured version of [40, see P8 in section 1.6] where
a thrust allocation algorithm based on Model Predictive Control (MPC) theory
is derived. In contrast to the many contributions to thrust allocation algorithms
in the literature, the derived algorithm is not based on azimuth angles, only on
vector formulations, making the algorithm more linear and more simple to solve.
The proposed algorithm is benchmarked against a commonly used one-step thrust
allocation algorithm and a study of optimal cost function weights and optimization
time horizon is performed. A thorough case-study including the vessel model
derived in Chapter 5 is performed and different cost function weights are tested in
simulations and discussed with focus on reduction in thrust force oscillations. As it
turns out, the use of thruster biasing and actively compensating for fluctuations in
thrust forces by the use of thruster azimuth angles reduce oscillations in the power
consumption if the cost function weights are chosen properly. The proposed thrust
allocation algorithm is to be further used in co-simulations in Chapter 8.

7.1 Introduction
In marine offshore operations, proper control of marine vessels and equipment are
important both in order to complete the task at hand at the same time as keeping the
costs at a minimum and maintaining a financial surplus. This must be done within
the requirements set by the customers in order to maintain a good reputation such
that new contracts can be made easier. On the other hand, marine operations tend
to become more demanding, requiring higher precisions and special qualifications
at the same time as environmental footprints have become more highlighted than
before. Since every third party vendor put a lot of effort into research and develop-
ment of their products, the largest potential of improvements of a vessel in specific
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operations is within system integration, namely how the vessel’s equipment should
be interfaced and controlled in order to obtain the best performance possible. One
such important system integrator is the thrust allocation algorithm, which connects
and transforms the global commanded thrust signals from the DP-controller to the
propulsion system.

A lot of work has been done regarding thrust allocation for marine vessels, as
well as in the aerospace industry. It has been growing interests in formulating the
thrust allocation problems as Model Predictive Control (MPC) problems [175],
thus, most often including thruster angles and absolute thrust in the problem for-
mulation. In general, an MPC is an optimization based method for the feedback
control of a system. Model predictive control is also known as a moving hori-
zon control (MHC) and receding horizon control (RHC) because it optimizes over
a given time horizon, as will be elaborated in section 7.2, and is often used for
controlling slow dynamical systems [176]. A thorough survey of model predict-
ive control theory and practice is given in [177], and in [178] where the recent
developments and future promises of MPC is discussed. Hence, these topics will
not be given much attention here. For a thorough introduction to both linear and
non-linear MPC theory the reader is referred to [179] and [180], respectively.

A thrust allocation method with dynamic power consumption modulation for diesel-
electric ships is presented in [181]. This algorithm leads to a more stable loading of
the power plant for reduction in fuel consumption, in addition to reducing wear of
the power plant, in comparison to standard thrust allocation algorithms. In [182]
a robust control allocation for over-actuated ships is considered and verified by
experiments with a model ship. Much attention is devoted to reducing the load
variations on the power plant through proper thrust allocation designs using MPC
in [183], where a thrust allocation algorithm including fuel consumption character-
istics is presented, and [184], where the thrust allocation algorithm includes power
management functionalities for reduction in frequency and load variations on the
electric network. Also, in the field of aerospace, control allocation problems have
been addressed in [185, 186], and are similar to the thrust allocation problem in
the marine environment.

In general, the thrust allocation problem for a marine vessel can be solved expli-
citly [187] for non-rotatable actuators, as done in [188] and [189]. However, when
considering rotatable thrusters, the thrust allocation problem becomes implicit, and
is often not convex when only allowing thruster angles to have numerical values
within certain regions [190]. However, in [189] and [191] an explicit method for
solving the thrust allocation problem using rotatable thrusters and piecewise linear
functions is proposed and can be used in order to include rotatable thrusters in one-
step optimization problems as well. In industrial thrust allocation algorithms, the
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use of one-step optimization is prevalent. This, because of its simplicity as well
as being generally fast to solve, which is an important requirement in real-time
implementations.

In some applications the DP-controller is integrated into the thrust allocation op-
timization problem, as done in [192], in contrast to a stand-alone algorithm feeding
the thrust allocation algorithm with global thrust commands. Also, the fidelity of
DP-controllers span from model based control designs [193] and DP-controllers
including advanced filters [194, 195] to simple PID-control based designs includ-
ing rotational matrices [14]. A thorough survey of DP-control systems is given in
[20].

In the closed control loop, consisting of the available measurements, the DP-
controller, the thrust allocation algorithm and the propulsion system, there is often
a filter as well. This filter takes the available position and orientation measurements
and tries to filter out the fastest oscillatory environmental effects. Such filters could
be based on system dynamics such as Kalman filters [196] and non-linear passive
observers [148], that also include observer properties, or simple filters such as
band-pass, band-stop or low-pass filters. Although suited filters are used, it is hard
to filter out all the unwanted wave- and environmental effects without introducing a
significant phase-lag, and these effects tend to be amplified through the DP-control
system if real care is not taken. Hence, filtering properties in the thrust allocation
algorithm are much appreciated.

In this chapter a non-angular MPC-based thrust allocation algorithm framework
for maritime surface vessels in DP-operations, including an optimization horizon
larger than the one-step method, is proposed, tested and benchmarked against a
standard non-linear one-step thrust allocation algorithm. By including an optimiz-
ation horizon of proper length it will be shown that the proposed thrust allocation
algorithm can obtain filtering properties that not only reduce oscillatory environ-
mental disturbances, but also maintain a low power consumption while keeping
the vessel in position. Because of the new optimization problem formalism presen-
ted here, that excludes thruster angles in the problem formulation, the algorithm
would also have good real-time properties even though having a significant optim-
ization horizon length that increases the problem quadratically, as will be shown
in various simulation results presented in this chapter. In contrast to the algorithms
presented in the literature, the proposed algorithm is simple to formulate while not
being subject to piecewise linearisation, multiple shooting strategies or additional
functionalities for ensuring faster convergence, which saves development time.

The proposed thrust allocation algorithm does not contain any information about
fuel consumption in the power plant, in contrast to the already mentioned liter-
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atures. However, it takes aim at reducing the thrust commands and the thrust
command oscillations in order to both smooth the power consumption as well as
keeping the loading of the power plant as low as possible. This, because the con-
sumed power is approximately proportional to the generated thrust to the power of
3
2 , see [192].

The main case study presented in this chapter, which includes a high fidelity ves-
sel model with all relevant auxiliary systems as the one presented in Chapter 5,
provides reasonable and realistic results which is crucial when optimizing system
integration such as the interaction between the measurements, the filter, the DP-
controller, the thrust allocation algorithm and the local thruster controllers, as done
here, where the thrust allocation algorithm is the main integrator between the dif-
ferent systems. Different key performance indicators (KPI’s) such as total power
consumption, position and orientation errors, and power spectral density (PSD)
analysis of the thrust command outputs, are used to compare different sets of cost
function weights in the thrust allocation algorithm. This type of thorough study
is not very prevalent in the literature. Hence, it has been devoted much attention
here.

When working with non-linear MPC problems, often additional work must be put
into assuring global convergence of the optimization problem, such as adding soft
constraints [197]. However, such soft constraints are not needed in the proposed
algorithm. A non-angular vector formulation contains the same amount of in-
formation as an angle-amplitude formulation, but the drawbacks are that the thrust
angles and the thrust amplitudes must be calculated from the vectors before being
fed to the propulsion system, and that the thrust rates and the thrust constraints
tend to become a bit conservative. However, as will be shown in section 7.2.4,
calculating the thrust angles and amplitudes are simple and explicit procedures.

The reason for using an MPC-algorithm instead of a one-step optimization al-
gorithm is primarily to be able to work with thrust rates since such algorithms
often run around 1Hz. Then, it is possible to integrate the optimal rates outside
the thrust allocation algorithm in order to obtain smooth thrust commands. When
using a one-step algorithm, this is much more difficult since the algorithm has only
one sample in the horizon before reaching the reference values, which comprom-
ises reducing the rates. A longer optimization horizon also enables planning of
the thrust commands on a future time horizon, in contrast to a one-step algorithm.
This effect is studied in a benchmarking test that compares the proposed algorithm
and a one-step algorithm in a simple DP-operation case.
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Figure 7.1: Sketch of solution from the thrust allocation algorithm where xd is the desired
thrust and x is the corresponding output from the thrust allocation algorithm

7.1.1 Structure of Chapter

This Chapter is structured as follows: First, the proposed thrust allocation al-
gorithm is presented in section 7.2 before being benchmarked against a one-step
thrust allocation algorithm in a DP-operation simulation case in section 7.3. Secondly,
simplified preliminary case studies including only the thrust allocation algorithm
are initiated in section 7.4 in order to highlight how the characteristics of the pro-
posed thrust allocation algorithm are affected by different cost function weights
and optimization horizon lengths. In the end, a main case study is presented in
section 7.5 and shows how different choices of cost function weights affect the
overall performance of a vessel in DP-operation excited by current and irregular
sea states.

7.2 MPC-based Thrust Allocation Algorithm
In general, solving optimization problems, such as MPC problems, often tend to
become computationally demanding and the optimization problem is often im-
plemented with discrete dynamics and with a fixed number of samplings in the
horizon. Here, the number of steps in the horizon, K, is given as

K � floor
�

T

∆tk



(7.1)

where T is the length of the time horizon treated in the optimization and ∆tk is
the length of each sample in the horizon, as well as the time step between each
optimization solver call. Hence, the thrust optimization is performed with a fre-
quency fk � ∆t�1

k , outputting thrust rates that can be integrated between each
optimization with a time step ∆t. Figure 7.1 gives an overview of how these time
steps relate to each other.

Before presenting the proposed thrust allocation algorithm, a few definitions are
needed. A thrust-vector representation is to be used instead of the traditional
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Figure 7.2: Thrust from propulsor given as both vector representation and amplitude-
angle representation

amplitude-angle representation for rotatable thrusters in order to reduce non-lineari-
ties in the optimization problem related to the thruster angles. This means that each
rotatable thruster can be represented by two thrust vectors, Fx and Fy, as shown
in Figure 7.2. These two thrust vectors include the same amount of information as
the traditional amplitude-angle representation, given as Fc and α, respectively, in
the figure. Relations between the amplitude-angle based thrust representation and
the vector representation are given as

Fc �
b
F 2
x � F 2

y (7.2a)

α � arctan
�
Fy
Fx



(7.2b)

Also, the sign convention for the thrust vectors are set according to the body-fixed
reference frame of the vessel, as shown in Figure 7.3. This means that a positive
thrust in Fx moves the ship forward and a positive thrust in Fy moves the ship
to starboard. For a thruster with fixed azimuth angle, such as a bow thruster, the
thrust amplitude is used along with the static thrust angle, αs.

When having N number of thrusters, the global thrust vectors in surge, sway and
yaw, denoted as XN ptkq, YN ptkq and MzN ptkq, respectively, for time step tk, can
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Figure 7.3: Body-fixed reference frame of the vessel

be calculated as

XN ptkq �
Ņ

i�1
Fixptkq (7.3a)

YN ptkq �
Ņ

i�1
Fiyptkq (7.3b)

MzN ptkq � �
Ņ

i�1
rFixptkqyi � Fiyptkqxis (7.3c)

where pxi, yi, ziq is the position of thruster i. For convenience, these total thrust
contributions are given in vector form for time step tk as

xptkq �
�
XN ptkq, YN ptkq, MzN ptkq

�J (7.4)

and the corresponding desired thrust given by a potential DP-controller is given as
xdptkq. Note that the thrust command is assumed constant during the whole hori-
zon. This can be argued for when having a DP-controller that provides the desired
thrust command, containing integration effects, in combination with a small ∆tk.
However, this assumption should be verified through simulations.

A bounded variable f is said to be defined in the range f P rf, f s such that

minpfq � f

maxpfq � f
(7.5)

Also, the bound vector is defined as

f � rf, f s (7.6)

An absolute value, Fc, of two thrust vectors Fx and Fy, as in (7.2a), is said to
be signed if it is negative when the thruster is reversed and positive if not, and
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is denoted as F�c . Also note that k P r1, ..,Ks is the sampling number of the
MPC horizon and is used as a place-holder for the time step k, tk, such that
rt0, t1, .., tk, .., tKs and tK � T .

In the thrust allocation algorithm presented in this chapter, physical limitations
need to be addressed in the algorithm. This is done through constraints in the
optimization problem, and is elaborated in the following.

7.2.1 Constraints

In an optimization problem, constraints are used in order to assure that the optimal
solution is realistic and possible to implement in a realistic system. Often these
physical constraints are related to maximal values and rates, e.g. taking into con-
sideration the maximal capacity of the system and how fast the system states are
able to change.

Here, all constraints will be presented in continuous time even though being im-
plemented in discrete time in section 7.2.3. The thrust vectors are assumed to be
represented as states in the thrust allocation algorithm in order to include rate-
limitations and to be able to calculate new thrust commands between each optim-
ization call, ∆tk. Hence, the thrust vectors are expressed as

d

dt
Fxptq � uxptq (7.7a)

d

dt
Fyptq � uyptq (7.7b)

for a rotatable thruster, where ux and uy are control variables. Note that these
differential equations are not comparable to the differential equations describing
a thruster, it is only an implementation for enabling rate limitations for the thrust
commands. If the thruster angle is fixed, only one control variable is needed, u,
and ux and uy can be calculated from u and the static thruster angle αs. Then, the
thrust rate constraints for thruster i can be set as

uix ¤ uixptq ¤ uix (7.8a)

uiy ¤ uiyptq ¤ uiy (7.8b)

where ruix, uixs and ruiy, uiys are the allowed regions for the thrust vector rates.
For rotatable thrusters the allowed regions can be calculated between each optim-
ization, or simply assumed given as

uix � uiy � 1?
2
uic (7.9)
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and for fixed thrusters

uix � uic cospαisq (7.10a)

uiy � uic sinpαisq (7.10b)

where ruic, uics is the allowed thrust rate region for Fic. Similarly, the maximal
capacity constraint for thruster i can be formulated as

Fix ¤ Fixptq ¤ Fix (7.11a)

Fiy ¤ Fiyptq ¤ Fiy (7.11b)

where rFix, Fixs and rFiy, Fiys are the allowed thrust vector regions in each direc-
tion. As for the thrust rates, the allowed thrust regions for rotatable thrusters can
be calculated between each optimization, or simply assumed given as

Fix � Fiy � 1?
2
Fic (7.12)

and for fixed thrusters

Fix � Fic cospαisq (7.13a)

Fiy � Fic sinpαisq (7.13b)

where Fic � rFic, Fics is the allowed thrust region for Fic. Note that the rate
constraints and the maximal capacity constraints in (7.9) and (7.12), respectively,
are a bit conservative for the rotatable thrusters. However, as will be seen in section
7.5, much focus will be given to reducing power consumption and keeping the
thruster rates as low as possible to avoid large accelerations. Then, conservative
rate constraints will have a minor impact on the optimal solution.

When adding the turning rate constraint on each rotatable thruster, e.g. d
dtαi, the

orientation and the rate of the thrusters are not directly part of the general vec-
tor representation. However, the turning rate for thruster i can be calculated by
differentiating (7.2b). Thus,

9αiptq � d

dt
arctan

�
Fiyptq
Fixptq




� uiyptqFixptq � uixptqFiyptq
Fixptq2 � Fiyptq2

(7.14)

By defining the allowed angle rate region as r 9αi, 9αis for a thruster i, the rate con-



200 Thrust Allocation Algorithm for Marine Vessels

straints can be expressed as

uiyptqFixptq � uixptqFiyptq (7.15a)

¤ 9αiptqpFixptq2 � Fiyptq2q,
9αiptqpFixptq2 � Fiyptq2q (7.15b)

¤ uiyptqFixptq � uixptqFiyptq

The last constraints to be added are the initial conditions to the differential states,
namely the thrust vectors. Hence, for a thruster i the initial conditions are given as
constraints as

Fixp0q :� Fix,0 (7.16a)

Fiyp0q :� Fiy,0 (7.16b)

where Fix,0 and Fiy,0 are either the previously obtained states or measurements.
Along with constraints, cost functions are added to reflect the chosen optimal
thrust. These cost functions are elaborated in the following.

7.2.2 Cost Functions

For such optimization problems as MPC’s, it would be beneficial for the solving
procedure if the cost functions are convex. This can be obtained by using quadratic
cost functions, e.g. zJQz, where z P RN is a vector and Q P RN�N is a
weighting matrix, typically diagonal. Also, in some cases linear costs are added
in order to improve convergence when the variables in the cost functions become
small. However, this has not been deemed necessary here.

Since a time horizon with a fixed number of samplings is used in the thrust alloc-
ation algorithm, two sets of cost functions should be used; one intermediate cost
function and one end cost function. Typically, the end cost function would rep-
resent the costs from the infinite time horizon that are neglected when assuming a
finite time horizon, while the intermediate cost function, in addition to represent-
ing the main objective, would include costs that affect how the main objective is
obtained.

Starting with the main objective, the quadratic intermediate cost function for time
step k can be expressed as

rxpkq � xdpkqsJQk rxpkq � xdpkqs (7.17)

where k is the sampling number, Qk P R3�3 is a diagonal weight matrix and
xpkq,xdpkq P R3 are the global thrust vector and global demanded thrust vector,
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Figure 7.4: Biasing of main thrusters placed at the stern

respectively. Similarly, the end cost function can be expressed as

rxpT q � xdpT qsJQT rxpT q � xdpT qs (7.18)

where QT P R3�3. Rate costs are assumed negligible in the end cost function
since all large accelerations and rates are largest in the first samples in the time
horizon and the thrust commands from the DP-controller are assumed constant
during the entire time horizon.

In addition to the main objective cost function, rate costs and magnitude costs are
added to the thrust control variables and the thrust vectors, respectively. Hence,
the rate costs for N number of thrusters for time step k are given as

upkqJQuupkq (7.19)

where upkq P R2N ,

upkq � � u1xpkq, u1ypkq, ..., uNxpkq, uNypkq
�J (7.20)

and Qu P R2N�2N is a diagonal weight matrix. The magnitude costs are given
similarly,

F pkqJQFF pkq (7.21)

where F pkq P R2N ,

F pkq � � F1xpkq, F1ypkq, ..., FNxpkq, FNypkq
�J (7.22)

and QF P R2N�2N . In addition, if the ship has two main thrusters placed at the
stern, it would in some cases be of interest to cancel them against each other or to
store available thrust in order to obtain a faster response, as shown in Figure 7.4,
and is often referred to as thruster biasing. Note that thruster biasing is also used in
some applications for singularity avoidance, but this is not the case here. Thruster
biasing can be included in the optimization problem by changing the cost function
given in (7.21) to

rF pkq � δpXdpkqqsJQF rF pkq � δpXdpkqqs (7.23)
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where δpXdpkqq P R2N ,

δpXdpkqq �
�

0, δ1ypXdpkqq, ..., 0, δNypXdpkqq
�J (7.24)

and
δiypXdpkqq � |Xdpkq|ri arctanpαibq (7.25)

for the two main thrusters placed at the stern, where αib is the biasing angle for
thruster i and ri is the fraction of the total maximal thrust in surge thruster i can
provide.

The last intermediate cost function to be added is perhaps the most important one
after the main objective, namely a cost function that makes thruster biasing op-
timal. By adding such a cost function to the optimization problem, the total thrust
allocation algorithm has the ability to obtain the main objective without acceler-
ating or de-accelerating the thrusters too fast. This would also benefit the goal of
obtaining a smooth power demand by the thrusters. This cost function is given as

upkqJbpF pkqqJQuFbpF pkqqupkq (7.26)

where bpF pkqq P R2N�2N ,

bpF pkqq �

�
������

F1xpkq
F1cpkq�ε 0 � � � 0

0 F1ypkq
F1cpkq�ε � � � 0

...
...

. . . 0
0 0 0 FNypkq

FNcpkq�ε

�
������ (7.27)

and ε is a small number added in order to avoid dividing by zero and Ficpkq is
given similarly as in (7.2a),

Ficpkq �
b
Fixpkq2 � Fiypkq2 (7.28)

One could perhaps argue for the fact that the cost function in (7.19) and and the
cost function in (7.26) are similar and can be combined into one cost function.
However, since the diagonal terms in (7.27) scale the cost function weights, and
since the cost for the thrust rate uip is zero when Fip � 0, where p P px, yq,
the diagonal terms in (7.27) must then be updated to ci � Fip

Fic�ε where ci ¡ 0 is a
scaling parameter reflecting the difference betweenQupi, iq andQuF pi, iq. Hence,
since there does not exist any computational advantages of combining (7.19) and
(7.26), they are kept separated.

It is also possible to add cost functions for minimizing thruster-thruster interactions
for thrusters placed side by side, meaning that if one thruster is facing the other
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it will reduce the efficiency of that thruster since its wake will affect the other
thruster. This could for example be included as a function of

���Fiy

Fix

���, since when
Fiy becomes large in comparison to Fix, the thruster angle is approaching a sway
oriented direction. However, such cost functions are not included here.

The total MPC formulation of the thrust allocation algorithm is summarized and
put together in the following.

7.2.3 Total MPC Formulation

The constraints and cost functions have been presented in section 7.2.1 and 7.2.2,
respectively. The constraints have been derived in continuous time and the cost
functions have been given for given time steps k, except for the end cost function
in (7.18). By combining all the constraints and the cost functions, the total MPC
formulation of the thrust allocation problem can be formulated as

min
uPR

Jpx,xd,u,F , δpXdq, T q (7.29a)

subject to @i P r1, ..., N s and @k P r1, ...,Ks

Fixp0q :� Fix,0 (7.29b)

Fiyp0q :� Fiy,0 (7.29c)

Fixpkq :� Fixpk � 1q � uixpkq∆tk (7.29d)

Fiypkq :� Fiypk � 1q � uiypkq∆tk (7.29e)

gipkq ¤ 0 (7.29f)

�gipkq ¤ 0 (7.29g)

where the total cost function Jp�q is given as

Jp�q �
T�1̧

k�1
rxpkq � xdpkqsJQk rxpkq � xdpkqs

�
T�1̧

k�1
upkqJQuupkq

�
T�1̧

k�1
rF pkq � δpXdpkqqsJQF rF pkq � δpXdpkqqs

�
T�1̧

k�1
upkqJbpF pkqqJQuFbpF pkqqupkq

� rxpT q � xdpT qsJQT rxpT q � xdpT qs

(7.30)
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and the inequality constraint vector function gipkq is given as

gipkq �

�
�����

uixpkq � uix
uiypkq � uiy
Fixpkq � Fix
Fiypkq � Fiy

uiypkqFixpkq � uixpkqFiypkq � 9αiFicpkq

�
����� (7.31)

and ∆tk � tpkq � tpk � 1q is the time between two sampling intervals. Note that
(7.29d) and (7.29e) are the discrete implementations of (7.7a) and (7.7b), respect-
ively. Also note that (7.29g) is a restriction making sure that the lower bound of
gipkq is larger than zero.

The outputs from the thrust allocation algorithm are F�ic and αi for rotatable
thrusters and Fic for fixed ones such as tunnel thrusters. Since the thruster angles
for the rotatable thrusters are not directly included in the optimization problem for-
mulation, the angles, αi, need to be calculated afterwards from the optimal MPC
output. The same goes for the signed thrust amplitudes F�ic . These calculations
are elaborated in the following.

7.2.4 Implementation

Usually, thrusters are controlled based on thruster angles and signed thrust amp-
litudes. When using a thrust vector representation to describe the thrust forces
generated by each thruster instead of thruster angles and signed thrust amplitudes,
some logics must be implemented in order to obtain the desired control signals for
the thrusters after the optimization algorithm. In general, logics must be imple-
mented in order to count the number of rotations a thruster goes through, in order
to produce a continuous thruster angle signal, and logics that determine whether
the MPC rotates or reverses a given thruster.

By using arctan 2p�q instead of arctanp�q in (7.2b), one can count the number of
rotations by comparing the previously calculated thruster angle with the current
one. This, in order to assure that the angle commands do not contain discontinuit-
ies. This procedure is summarized in Algorithm 7.2.

In the algorithm, ni is the rotation counter and mi is another counter used for cal-
culating whether the thrust allocation algorithm rotates a thruster or reverses the
corresponding thrust. This can be evaluated after running Algorithm 7.2 since the
thruster angle signal doesn’t contain any discontinuities related to the trigonomet-
ric function. Hence, the logics needed to determine whether a thruster is rotated or
reversed by the MPC may be implemented as in Algorithm 7.3.

In the algorithm, si is a sign variable, si P r�1, 1s, and ε is a small number, ε ¡ 0.
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Algorithm 7.2 Counting thruster rotations

1: procedure ROTATIONCOUNT(�)
2: αiptq � 2πni � πmi � arctan 2pFiyptq, Fixptqq
3: if |αiptq � αipt� 1q| ¥ 2π then
4: if αiptq � αipt� 1q   0 then
5: ni � ni � 1
6: else
7: ni � ni � 1
8: end if
9: αiptq � 2πni � πmi � arctan 2pFiyptq, Fixptqq

10: end if
11: end procedure
12: return αiptq

Algorithm 7.3 Rotating v.s. reversing thruster

1: procedure ROTATEORREVERSE(�)
2: αiptq � 2πni � πmi � arctan 2pFiyptq, Fixptqq
3: F�ic ptq � si

a
Fixptq2 � Fiyptq2

4: if |αiptq � αipt� 1q| ¡ 9αi,max∆t and |F�ic ptq| ¤ ε then
5: if |αiptq| � |αipt� 1q|   0 then
6: mi � mi � 1
7: else
8: mi � mi � 1
9: end if

10: si � �si
11: αiptq � 2πni � πmi � arctan 2pFiyptq, Fixptqq
12: F�ic ptq � si

a
Fixptq2 � Fiyptq2

13: end if
14: end procedure
15: return αiptq, F�ic ptq

In general, this algorithm checks if the rate constraint for the thruster angle is vi-
olated, and if the thrust magnitude is small, then the thruster has been reversed
according to the optimization algorithm. The total thrust allocation algorithm in-
cluding Algorithm 7.2 and 7.3 has been implemented in the C++ library ACADO
[198] and solved by the qpoases library [199].

Even if the constraints and the cost functions are implemented as in (7.29), the
characteristics of the optimization are not necessarily fixed. By tuning the weight-
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ing matrices different characteristics of the optimized thruster commands may be
obtained, which will be shown in section 7.4 and 7.5. Before analysing how the
tuning affects the performance of the proposed thrust allocation algorithm, the
thrust allocation algorithm is to be compared to a more standard thrust allocation
algorithm in a benchmarking test.

7.3 Benchmarking
In order to test the proposed thrust allocation algorithm a one-step algorithm, sim-
ilar to the one presented in [190], is to be used for comparison. The reason why this
algorithm is called a one-step algorithm is because the optimization horizon con-
sists of only one point. Here, the horizon time is T=1 s, having only one sample. It
might seem a bit unfair to compare a one-step optimization algorithm to an MPC
algorithm, however, such one-step optimization algorithms are often used in indus-
trial applications and, hence, suited to be used for comparison. It is expected that
the proposed thrust allocation algorithm will outperform the one-step algorithm
regarding reducing thrust rates and thruster angle rates, while reducing the total
power consumption. However, it is also expected that the one-step algorithm will
be faster than the proposed algorithm. Hence, the total energy consumption for
the two algorithms, as well as the mean computational time, are to be compared as
two of the key-parameters in this study.

The one-step optimization thrust allocation algorithm used for comparison is given
as

min
F c,αcPR

Jpx,xd,∆α,F c,∆F cq (7.32a)

subject to

F ¤ F c ¤ F (7.32b)

∆F ¤ ∆F c ¤ ∆F (7.32c)

∆α ¤ ∆αc ¤ ∆α (7.32d)

where

Jp�q � px� xdqJQepx� xdq �∆αJQ∆α∆α
� FJ

c QFF c �∆FJ
c Q∆F∆F c

(7.33)

and x is as defined in (7.4), xd is the corresponding reference given by the DP-
controller, ∆α is a vector containing the thruster angle rates for the two thrusters
placed at the stern of the vessel, and is calculated as the difference between the
previous output of the algorithm and the current output of the algorithm. F c is a
vector containing the three thrust amplitudes for the thrusters, ∆F c is the thrust
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Table 7.1: Main parameters in vessel model

Parameter Description Value
L Length of ship 107m
B Width of ship 22m
D Draught of ship 5m
Pm,max Power saturation main thrusters 3.5MW
Pb,max Power saturation bow thruster 3.5MW
vcN Northward current -0.1m/s

amplitude rates for the three thrusters, calculated the same way as the thruster angle
rates, F c, ∆F c and ∆αc are the limit vectors for the vectors F c, ∆F c and ∆αc,
respectively. Qe is the cost matrix for the error in global thrust, Q∆α is the cost
matrix for the thruster angle rates, QF is the cost matrix for the thrust amplitudes
andQ∆F is the cost matrix for the thrust amplitude rates.

To simulate the performance of the two thrust allocation algorithms, the vessel
model derived in [38] (see Chapter 5) is to be utilized. The thruster configuration
for the vessel is the same as shown in Figure 7.4, e.g. two main thrusters sym-
metrically placed at the stern and one tunnel thruster in the bow, and the produced
thrust is assumed measurable. Note that the main thrusters are rotatable and the
bow thruster is fixed and produces thrust only in the sway direction. The main ves-
sel parameters and thruster parameters are given in Table 7.1 and 7.2, respectively.
Note that Table 7.2 sets the restrictions in (7.32b)-(7.32d).

A total overview of the simulation model is given in Figure 7.5. In the figure, ym
refers to the measurement vector including measurements of the vessel’s position
and heading, yfm is the filtered measurement vector, 9yfm is the rate of the filtered
measurement vector, yd is the vector of the desired position and heading, 9yd is
the corresponding rate vector, and τi is the thrust output from thruster i. Note
that the thrust contributions from each thruster is transformed into global thrust
contributions,

τ g �Hpα1, α2qτ (7.34)

where τ g P R6 is the global thrust vector, Hp�q P R6�3 is the thrust allocation
matrix and τ � rτ1, τ2, τ3sJ.

In order to compare the two different thrust allocation algorithms a manoeuvring
test is designed and is elaborated in the following, along with the choice of cost
function weights in the two thrust optimization formulations.
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Table 7.2: Main parameters describing the thruster configuration as given in Figure 7.4

Thruster Parameter Description Value
Main thruster i Thruster ID PS :1, SB: 2
port side (PS) px, yq Thruster position rms p�45,	7q
and Fic Min. thrust force rN s �1000000.0
starboard (SB) Fic Max. thrust force rN s 1000000.0

uic Min. thrust rate rNs s �1000.0
uic Max. thrust rate rNs s 1000.0
9αi Min. angular rate r �s s �10.0
9αi Max. angular rate r �s s 10.0
αib Bias angle r�s 0.0

Bow thruster i Thruster ID 3
px, yq Thruster position rms p53, 0q
Fic Min. thrust force rN s �1000000.0
Fic Max. thrust force rN s 1000000.0
uic Min. thrust rate rNs s �1000.0
uic Max. thrust rate rNs s 1000.0

Figure 7.5: Simulation setup
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Table 7.3: Cost function weights in the proposed thrust allocation algorithm and the one-
step trust allocation algorithm. pi, iq denotes the entire diagonal of the matrix

MPC One-Step
Qkpi, iq 10.0 Qcpi, iq 100.0
QT pi, iq 100.0 - -
QuF pi, iq 1500.0 Q∆αpi, iq 50000000.0
QF pi, iq 1.0 QF pi, iq 0.01
Qupi, iq 500.0 Q∆F pi, iq 1.0

Table 7.4: Environmental forces from irregular sea state

Parameter Description Value
Hs Significant wave height 1.0m
Tp Wave peak period 8 s
Nw Number of wave components 50 -
γ Jonswap-spectrum parameter 3 -
Td Lower wave spectra period 0.2 s
Tu Upper wave spectra period 50 s
vN North-ward current -0.1m/s

7.3.1 Simulation Setup and Tuning

Both the MPC thrust allocation algorithm and the one-step thrust allocation al-
gorithm are tuned to perform as good as possible and to minimize both energy
consumption and large oscillations in the commands due to environmental disturb-
ances such as waves, while maintaining stability and robustness. Table 7.3 shows
a summary of all the cost function weights. Note that the MPC thrust allocation
algorithm is tuned a bit harder, having in general higher costs for the produced
thrust and the thrust rates, because it is more robust due to the optimization ho-
rizon. Hence, it is expected that the proposed thrust allocation algorithm would
have an additional advantages in this benchmarking test.

The environmental forces acting on the vessel in this simulation are the northward
current and irregular waves, and the main parameters describing these environ-
mental forces are given in Table 7.4. In the simulation, the vessel is heading north,
initially, and is to move 20m to the north before changing the heading so that it
faces east. Then, the vessel is to move 20m to the east, before changing heading
facing south and moving 20m to the south. Afterwards, the heading is changed
to west before the vessel moves 10m to the west. Lastly, the heading is changed
such that the vessel faces northwards before finally moving 10m to the north.
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Note that filters are used to smooth the reference signals before being fed to the
DP-controller.

For the proposed algorithm, the integrator time step is set as ∆t � 0.005 s, the
optimization horizon time step is set as ∆tk � 1.0 s, and the horizon is set to T �
30 s, resulting in 30 samples in the horizon. The reason for setting the horizon to
30 s is because of the rate limitations for the thruster angles. The thrusters should
at least be able to rotate 180 � during the horizon in order to have the possibility
to either reverse the thrust or to rotate the thrusters 180 �. Hence, with a maximal
angular rate of �10.0 �/s the horizon could have been set to T=18.0 s, but because
of robustness reasons the horizon is set larger. However, this will be studied in
more detail in section 7.4.

The optimization parts in the thrust allocation algorithms are run every ∆tk seconds
and only the results from the first sample in the MPC algorithm, k � 1, in the ho-
rizon are used. The simulation time is set to 4500 s, and the DP-control system is
initiated at t �30 s. The simulation results are given in the following.

7.3.2 Simulation Results

Figure 7.6 shows the vessel position and orientation for the two cases. Note that the
abbreviation OS is used for the one-step thrust allocation algorithm. As can be seen
in the figure, the simulation results show that the vessel position and orientation
from the two cases converge, and it is not possible to distinguish the cases from
each other. This indicates that both algorithms are equally good at keeping the
vessel in position. This can be verified in Figure 7.7 which shows the error between
the commanded and the measured positions and orientations. Also in this figure
the simulation results seem to converge, except for some small differences. The
simulation results also indicate the performance of the DP-controller, which seems
to be stable and able to add an appropriate amount of damping to the vessel motion.

Closely related to the outputted thruster commands from the thrust allocation al-
gorithms are the power consumptions from the thruster systems which are shown
in Figure 7.8. In the figure, the upper two plots show the power consumption for
the two main thrusters, while the third plot shows the power consumption for the
bow thruster. The last plot shows a comparison of the total power consumption of
the entire propulsion system for the two thrust allocation algorithms.

In the beginning and the end of the simulation, where the vessel is to keep a sta-
tionary position and orientation, the power consumptions seem to overlap, having a
total power consumption of about 16 kW . However, as the figure shows, the power
consumptions increase significantly when the vessel is facing east or west. This
has to do with the orientation of the ship in comparison to the angle of attack for the
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Figure 7.6: North-East plot including heading. The thick black graph in the lower leftmost
corner in the figure denotes the initial position and orientation of the vessel

waves and the current forces. Hence, when the vessel is positioned east-westwards,
the environmental forces acting on the ship grows significantly since the forces at-
tack the heel of the vessel. From the figure it is also possible to see that the power
consumption in this case for the two main thrusters are higher for the one-step al-
gorithm than for the proposed algorithm. For main thruster 2, the maximal power
consumption is 88 kW for the one-step algorithm, while only 57 kW for the MPC
algorithm. In total, the maximal power consumption for the one-step algorithm is
about 414 kW , while 336 kW for the MPC algorithm. Hence, it is not surpris-
ing that the one-step algorithm has a higher energy consumption than the MPC
algorithm, about 114.6 kWh in comparison to 104.3 kWh for the MPC algorithm.
This means that the one-step algorithm consumes about 10 % more energy than the
MPC algorithm in this simulation case. Also, it seems like the oscillations in the
power consumption is slightly reduced in the MPC algorithm in comparison to the
one-step algorithm, which also can be verified in Figure 7.9 that shows the com-
parison between the commanded thrust references and the commanded thruster
angles for the two main thrusters. As can be seen in the figure, the two algorithms
output about the same thrust- and angle commands between the start of the simu-
lations and to about 800 s. After 800 s the vessel starts moving eastwards and both
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Figure 7.7: Comparison of position and orientation errors for the two thrust allocation
algorithms. MPC denotes the MPC-based thrust allocation algorithm while OS denotes
the One-Step thrust allocation algorithm

algorithms rotate both the main thrusters counter clockwise, while the produced
thrusts are increased significantly when the vessel is oriented in an east-westward
direction. This is repeated during the entire manoeuvre. At 3000 s the one-step
thrust allocation algorithm decides to rotate main thruster 1 additionally 180 � and
to reverse the corresponding thrust in comparison to main thruster 2 and the main
thrusters in the MPC thrust allocation algorithm. However, this is not done in one
optimization step, but over a time span of 300 s, which indicates that the result-
ing commands from the one-step algorithm are not affected by numerical errors
due to a low number of allowed iterations, or poor KKT-conditions. On the con-
trary, it is believed that there exist multiple local optimal minima because of the
non-linearities in the one-step problem formulation, and thus, a solving procedure
including multiple shooting strategies should be considered if such an algorithm is
to be implemented in a realistic manner. However, these results do not affect the
total power consumption.

In the simulation time span t �3500 s to the end of the simulation, the two thrust
allocation algorithms output about the same commands when taking into consid-
eration that the one-step algorithm has reversed main thruster 1 and that the cor-
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Figure 7.8: Comparison of thruster power and total power consumption of thruster system
for the two thrust allocation algorithms

responding thrust command is mirrored. Another interesting observation is that
the thrusters in the MPC-case rotates in total 360 � during the simulation, and thus
follows the rotation of the vessel. This illustrates the smoothness of operation of
the MPC algorithm. It can also be seen in the figure that both the thruster angle
commands and the thrust commands are oscillating less in the MPC algorithm in
comparison to the one-step algorithm.

In summary, this benchmarking test has shown that the proposed algorithm has
the potential to outperform the one-step algorithm, both when it comes to reduced
energy consumption and reduced oscillations in the thrust- and thruster angle com-
mands. When it comes to computational speed, it is of no surprise that the one-step
algorithm is faster than the MPC algorithm. The mean computational time for the
one-step algorithm in this benchmarking test is 0.385ms while the mean com-
putational time for the MPC algorithm is 10.56ms. This means that the one-step
algorithm is about 27.4 times faster than the MPC algorithm in this case. However,
when having in mind that the horizon of the MPC algorithm is 30 times larger than
in the one-step algorithm, the resulting mean computational speed for the MPC
algorithm is fast, and since the optimization in the MPC algorithm is initiated only
every second, the total algorithm is about 94.7 times faster than real-time. The
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Figure 7.9: Comparison of thruster orientations and thrust amplitudes for the two main
thrusters

Table 7.5: Simulation results from benchmarking test

KPI OS MPC
Maximal power consumption 414 kW 336 kW
Energy consumption 114.6 kWh 104.3 kWh
Mean computational time 0.385ms 10.56ms

main results are summarized in Table 7.5.

In the last part of this chapter the MPC algorithm is to be studied further with
respect to built-in filtering properties. Before testing the algorithm with different
cost function weights in a realistic simulation case, some preliminary tests are
performed in order to map the different properties regarding tuning of cost function
weights and the length of optimization horizon.

7.4 Preliminary Case Studies
In the preliminary case studies, a response test is to be applied to the thrust al-
location algorithm. The reference signal, xd, from a potential DP-controller, only
contains a surge thrust reference, meaning that Yd �Mzd � 0.0. The surge thrust
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Table 7.6: Weighting matrices in different cases. pi, iq denotes the entire diagonal of the
matrix

Weight Case 1 Case 2 Case 3
Qkpi, iq 100.0 100.0 10.0
QT pi, iq 100.0 100.0 100.0
QuF p2, 2q 10.0 500.0 1500.0
QuF p4, 4q 10.0 500.0 1500.0
QF pi, iq 0.1 0.1 1.0
Qupi, iq 10.0 20.0 500.0

reference that is fed to the thrust allocation algorithm consists of a ramp-up and a
ramp-down, as well as a step-up and a step-down. Also, the simulation settings and
the thrust allocation algorithm time steps are set as in the benchmarking test. The
same thruster configuration as used in the benchmarking test, as shown in Figure
7.4, is to be used. The main parameters describing the thruster configuration are
the same as listed in Table 7.2, except that now the thruster biasing angle is set to
�20 �.

It is expected that the tuning of the cost function weights would have a significant
impact on the performance of the proposed algorithm. Hence, as a result of proper
tuning, it is expected that the proposed algorithm can be tuned such that thrust rates
and thruster angle rates are reduced in order to decrease wearing of the propulsion
system. When it comes to optimization horizon lengths, the length should be at
least long enough for the algorithm to be able to consider whether it is optimal
to rotate a thruster or to reverse the corresponding thrust. In this case it means
that the optimization horizon should be at least T = 18 s because of the angle rate
limitations. Hence, it is expected that the main advantage by increasing the horizon
even further is gained robustness.

The first preliminary case study treats the cost function weights and is elaborated
in the following.

7.4.1 Cost Function Weights

Three different sets of weighting matrices are to be tested and compared for an
optimization horizon of 30 s. Only changes in four of the weighting matrices are
considered, namelyQk,QuF ,QF andQu. The weights for the three tuning cases
are set as in Table 7.6. Note that case 3 has the same weights as used in the
benchmarking test and that all entries in the weighting matrices that are not given
in the table are set to zero. The results from the three different cases are compared
in Figure 7.10 and 7.11, showing the thrust allocation algorithm output commands
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Figure 7.10: Global thrust forces, thruster commands and thruster angle commands for
the three different cases. Note that α1’s are plotted in the upper part of the plot (Ò), and
that α2’s are plotted below (Ó)

and the first horizons in the simulations, respectively.

The first plot in Figure 7.10 shows that the three different cases more or less overlap
the reference,Xd, except for case 3 which is slightly lower. This has to do with the
reduction in the cost function weights Qk in comparison to the two other cases.
However, since a DP-control law with integral effect is used, this will not result
in bad performance, which has already been established in the benchmarking test.
The second plot in Figure 7.10 shows the characteristics of the optimized thrust
commands, F1c and F2c, for the three different cases. As expected, the first case
produces the fastest thrust commands, while the second case produces the slowest.
The third plot in the figure shows that when the thrust rates decrease, the thruster
angles must compensate for that. It is clear from the plot that case two allows more
thruster biasing than the two other cases.

The results for the port-side main thruster from the first solved horizon in each
case are compared in Figure 7.11. As can be seen in the figure, all the thrust mag-
nitudes from the three cases seem to converge during the time horizon. However,
some significant differences between the cases can be seen. The first case seems
to focus more on reaching a desired thrust before starting to increase the angle in
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Figure 7.11: Comparison of the first solved time horizon for port-side main thruster for
the three cases

comparison to the two other cases. It can also be seen that the thrust rate in the
first case is much higher than in the two other cases, causing the thrust magnitude
to reach its desired value faster than in the two other cases. When it comes to com-
putational speeds, case 1 is fastest having a mean computational speed of 5.68ms
for each optimization step. Secondly, case 3 had a mean computational speed of
9.08ms for each optimization step, while case 2 was the slowest one with a speed
of 10.4ms.

The results from this preliminary case study show that by increasing the cost func-
tion weights QuF and Qu thruster biasing is becoming optimal and reduces the
maximal thrust rates. This would be an important property when considering re-
ducing wear of the total propulsion system and the power plant, as well as the
amount of consumed energy, which is studied in section 7.5. In the next prelimin-
ary case study two different optimization horizon lengths are compared.

7.4.2 Length of Horizon

In section 7.3.1 it was stated that the optimization horizon should be at least 18 s in
order to allow the algorithm to determine whether to rotate a thruster or to reverse
the corresponding thrust if the thruster could rotate with a maximal angular rate of
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10 �/s. However, for robustness reasons, the optimization horizon was set to 30 s.
In this preliminary case study, both these two lengths of optimization horizons are
tested and compared with the cost function weights for case 1 in Table 7.6. The
results from the two different optimization horizons are compared in Figure 7.12
and 7.13, showing the thrust allocation algorithm output commands and the first
horizons in the simulations, respectively.

As can be seen in Figure 7.12, both global thrust commands overlaps the thrust
reference. Also, in the second plot it is hard to distinguish the thruster commands
from the two different optimization horizon lengths. However, some difference
can be seen in the thruster angles. The thruster angles in the case with a horizon of
30 s seem to be slightly larger in magnitude in the peaks. Nevertheless, from these
results it can be concluded that the two different horizons perform equally in this
case.

The results for the port-side main thruster from the first solved horizon in each case
are compared in Figure 7.13. As can be seen in the figure, the results show that the
two different optimization horizons overlap in the beginning of the simulation, but
the case with the shortest horizon converges faster due to the shorter horizon. Also,
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the thruster angles seem to be slightly larger in the case with the longest horizon, as
was also the case in Figure 7.12. When it comes to computational speed, the thrust
allocation algorithm with the shortest horizon had a mean computational speed of
1.65ms for each optimization step, while the other case had a computational speed
of 5.68ms.

In summary, the results show that an optimization horizon of 18 s seems to per-
form equally good as an optimization horizon of 30 s, mostly due to the maximal
allowed angular rates, but also being about 3.4 times faster. However, since the
thrust allocation algorithm with an optimization horizon of 30 s is much faster
than real-time, this horizon is considered in the rest of the work due to robustness
reasons, giving the algorithm even more time to consider rotating or reversing a
thruster.

Based on the results obtained in these preliminary case studies, a case study show-
ing the effect of using different cost function weights with respect to reduced os-
cillations in thruster commands and power consumption in a vessel manoeuvring
operation is to be performed.
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7.5 Main Case Study
The results from the benchmarking case in section 7.3 and the preliminary case
studies in section 7.4 indicate that even though the implementation of the pro-
posed thrust allocation algorithm is fixed, the characteristics of the algorithm can
be tailored by tuning the cost function weights. When keeping a vessel in dy-
namic positioning operations, the wave filter plays an important role in reducing
the power consumption, as well as wearing of the power systems, during the oper-
ation. This, through filtering out the small wave contributions that keeps the vessel
oscillating around its set-position and to catch the drift effects and the slowly vary-
ing forces.

Although a wave filter is included and tuned as best, it is impossible to filter out all
small oscillatory wave contributions. These contributions are given as input to the
DP-controller which tries to compensate for them. This was also the case in the
benchmarking test, which showed that even though a wave filter was used, there
still was oscillations in the thruster commands, and, hence, the power consump-
tion. However, it is believed that by tuning the thrust allocation algorithm properly,
one could obtain an optimal solution with respect to the goal at hand, namely that
the thruster angles compensate for these contributions instead of varying the thrust
amplitudes. This will be the topic in this case study.

7.5.1 Simulation Setup

The generic offshore vessel model presented in [38] and in Chapter 5 is to be used
for testing the three different tuning cases of the thrust allocation algorithm also in
this case. The main parameters describing the vessel model and the environmental
forces are the same as in the benchmarking test and are given in Table 7.2 and 7.4,
respectively.

In these simulations, the vessel is to follow a zig-zag trajectory, as shown in Figure
7.14. Initially, the vessel is to keep its position at p0, 0q in North-East coordinates
with the bow facing north, before slowly moving 20m to the north. Following, the
vessel changes heading to face east before moving 20m eastwards. Afterwards,
the vessel changes the heading back to due north before moving additionally 20m
northwards. When the new position has been reached, the vessel changes heading
to face west, before moving 40m westwards. Again, the vessel changes the head-
ing back to due north before moving additionally 20m to the north. Following,
the heading of the vessel is changed to again face east before moving 20m east-
wards. Finally, the vessel changes heading back to due north before moving to the
final position 20m northwards. It is expected that this manoeuvring will stress test
the algorithm and the wave filter such that different effects can be reflected in the



7.5 Main Case Study 221

East [m]
-40 -30 -20 -10 0 10 20 30 40

N
or
th

[m
]

0

10

20

30

40

50

60

70

80 Measured position
Reference position

Figure 7.14: North-East plot including heading. The thick black vessel outline denotes
the initial position and orientation of the vessel

simulation results as well as ensuring robustness for the proposed algorithm. The
simulation results are presented in the following.

7.5.2 Simulation Results

Before presenting the diverging simulation results from the three different tuning
cases, the converging simulation results are given. These results include the po-
sition and the orientation of the vessel, the global thrust commands compared to
the global optimal thrust commands from the thrust allocation algorithm, and the
filtered measurements from the wave filter. For the sake of order, the data in the
following figures have been obtained from the first tuning case.

Figure 7.14 presents the position and the heading of the vessel in a north-east plot
including the heading of the ship for given time steps. As can be seen in the figure,
the vessel seems to keep its position and heading quite well in addition to follow
the new position commands. These observations are verified by the results shown
in Figure 7.15 which compares the measurements (m) to the commands (d) and
the filtered measurements (f ). The results in this figure also indicate that the wave
filter works well in filtering out most of the fastest oscillatory effects from the
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Figure 7.15: Position and orientation of the vessel, both references, measurements and
filtered measurements. Note that the small plots to the right in the figure shows a magnified
region of the plots to the left

waves, as can be seen in the magnified plots to the right in the figure. The same
can be concluded when looking at the filtered position rates and the heading rate
compared to the corresponding measurements in Figure 7.16, although there still
are some oscillations present in the filtered states. These oscillations will be fed to
the DP-controller and cause additionally oscillations in the power consumption if
not being suppressed by the thrust allocation algorithm.

In Figure 7.17 the output from the DP-controller is compared with the correspond-
ing output from the thrust allocation algorithm. As can be seen in the figure, the
global thrust signals, x, converge to the commanded global thrust signals, xd, ex-
cept for when the commanded rate magnitudes become too high as can be seen
in the comparison between Yd and Y3. However, the thrust allocation algorithm
seems to handle such limitations as it is supposed to.

Even though the commanded global thrust from the DP-controller and the cor-
responding global thrust from the thrust allocation algorithm overlap in the three
cases, the optimal thruster commands and the thruster angle commands are differ-
ent. Figure 7.18, 7.19 and 7.20 show these results for case 1, case 2 and case 3, as
given in Table 7.6, respectively.

For case 1, Figure 7.18 shows that the thruster angles have fast oscillations with
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small maximal amplitudes of about 5 �, in addition to slower oscillations with an
amplitude of about 10 �, when the waves and current encounter the vessel’s heel.
Also, the main thrusters oscillate with a thrust amplitude of about 3.5 kN as well
when the vessel is oriented east-westwards. The thruster angles seem to follow
their biasing angles quite good except for when a vessel position change is initi-
ated or when the vessel is parallel with the wave beam. Since the bow thruster
is fixed, the thrust command signal seems to oscillate quite a bit as well having
an amplitude of about 5 kN . As will be seen later on, the results from the bow
thruster can also be improved by tuning the thrust allocation algorithm properly,
even though there is no controllable thruster angle to work with.

Figure 7.19 shows the corresponding results from case 2. As can be seen in the fig-
ure, the fastest oscillations in the thruster references are decreased to about 2.5 kN
in magnitude, a reduction of about 30 % compared to the results from case 1. How-
ever, the amplitude of the oscillations in the thruster angles are quite different in
this case in comparison to case 1. In the beginning of the simulation the amplitude
is increased from about 1 � to about 7.5 � when compared to the first case. When
the vessel is oriented east-westwards the picture is different. The amplitude of the
fastest oscillations in the thruster angles are decreased to about 4 � while the amp-
litude of the slowest oscillations are increased to about 15 �. It is also possible to
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Figure 7.19: Thrust commands and angle commands compared to measured thrusts and
angles for case 2. Note that the small plots to the right in the figure shows a magnified
region of the plots to the left

see that thruster biasing is more accepted in this cases when looking at the peak
in the thruster angle command α2 around t = 3500 s. The figure also shows that
the fastest oscillations in the thruster commands for the bow thruster are reduced
to about 3.5 kN .

The results from case 3 are given in Figure 7.20. The results show that the os-
cillations in the thrust are decreased even more, to about 1 kN in amplitude, a
reduction of about 70 % in comparison to the results from case 1. Also the os-
cillations in the thrust angles are decreased in the entire simulation, to about 1 �

in the beginning of the simulation as well as for the fastest oscillations when the
vessel is oriented east-westwards, while the maximal amplitude of the slowest os-
cillations is decreased to about 2 �. The reason for this is that the weights in QuF

and Qu are increased significantly in comparison to the error weights in Qk and
QT . This means that the thrust allocation algorithm allows more error than in the
two previous cases. However, the errors that are allowed are only due to the small
oscillations, meaning that the chosen weight combination in the thrust allocation
algorithm works more or less as a low pass filter without phase differences. This
error is completely fine since the integrator in the DP-controller makes sure that
the vessel does not experience a drift-off due to this error.
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Figure 7.20: Thrust commands and angle commands compared to measured thrusts and
angles for case 3. Note that the small plots to the right in the figure shows a magnified
region of the plots to the left

When it comes to the fastest oscillations in the bow thruster commands, the max-
imal amplitude is reduced even more to about 2 kN , which lead to a smoother
power consumption, as can be seen in Figure 7.21. In case 1 the total power con-
sumption was about 200.9 kWh, and the increase of consumed power in case 2
and 3 were 1.3 % and 0.1 %, respectively. Also, it can be seen that the noise in
consumed power is significantly reduced in the third case in comparison to the two
others. This means that the extra fuel cost for tuning the thrust allocation algorithm
to filter out environmental disturbances that have not been suppressed by the wave
filter is negligible.

The results regarding the filtering properties for the thrust allocation algorithm are
summarized in Figure 7.22, showing a comparison of the power spectral density
of the commanded thrust force and orientation of thruster 1. As the figure indic-
ates, the fastest thrust oscillations are largest in simulation case 1 while the fastest
thruster angle oscillations are largest in simulation case 2. However, the slowest
oscillations in the thrust commands are largest in case 3 while the slowest thruster
angle oscillations are largest in case 2. This means that case 1 and case 3 is better
at compensating for the slowly varying environmental disturbances while case 2
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filter out as much as possible by using the thruster angles. In summary these res-
ults show that the set of cost function weights used in case 3 would be the most
preferred ones since it reduces the fastest oscillations in the thruster commands
as well as in the power consumption, while being able to compensate for slowly
varying environmental disturbances. This, in addition to keeping the total energy
consumption at a minimum. The simulation results from this case study, as well
as from the benchmarking test and the preliminary case studies, also argue for the
use of thruster biasing in order to reduce wearing of the systems, even though it
increases the total energy consumption.

The mean computational speeds in these simulations are given as 9.06ms, 16.37ms
and 15.60ms for case 1, 2 and 3, respectively. Even though case 2 is the slowest
one, it is still about 61 times faster than real-time.

7.6 Conclusion
In this chapter a proposed non-angular MPC-based thrust allocation algorithm has
been presented and tested. The reason for formulating the optimization problem in
thrust vectors instead of thrust amplitudes and angles, was to reduce non-linearities
in the thrust allocation problem in order to make the thrust allocation algorithm fast
solvable, at least in real-time, which was accomplished.

The proposed thrust allocation algorithm was benchmarked against a commonly
used one-step thrust allocation algorithm, and the results showed that the pro-
posed thrust allocation algorithm outperforms the one-step algorithm, both when
it comes to total energy consumption as well as reducing oscillations in the thrust
commands and thruster angle commands. Even though the one-step algorithm was
24.7 times faster than the MPC algorithm, the MPC algorithm had a real-time in-
dex (RTI) of about 94.7 in the benchmarking case. The benchmarking test also
showed that the proposed thrust allocation algorithm worked smoothly when the
commanded thruster angles increased, which indicates that the calculation proced-
ures in Algorithm 7.2 and 7.3 work properly.

Three sets of rather coarse cost function weights were chosen in order to test the
thrust allocation algorithm and to show different optimization strategies in the first
preliminary case study. The sets of weights were then tested on a vessel model in
order to see if the differences in weights affected the overall goal of keeping the
vessel in position while reducing thrust oscillations, due to fast wave effects that
could not be filtered out with the wave filter, by using thruster biasing and actively
compensate for these fast oscillations with the thruster angles. The results showed
that even though the weighting matrices were different, the position and orientation
of the vessel were maintained. Also, the tuning of the proposed algorithm affected
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the total energy consumption of the propulsion system. It would be interesting to
include a power plant in the simulation, as the one presented in Chapter 6, to see
how the tuning of the thrust allocation algorithm affects the overall system. This
will be done in Chapter 8. Also, it should be mentioned that in the case study
there are situations where the thruster angles approach orientations of �90 �. In
reality, such orientations would cause hydrodynamic thruster-thruster interactions,
decreasing the efficiency of the main thruster affected by the wake of the other
main thruster. However, such effects are not included in the vessel model, nor
have restrictions for this been included in the thrust allocation algorithm, although
it has been mentioned. This is left out for future work.

Even though the energy consumption increased negligibly from case 1 to case
3, the results also showed that thrust oscillations and thrust rates were decreased
significantly from case 1 to 3. This points to the fact that the thrust allocation
algorithm can be tuned such that wearing of the propulsion system and power
plant can be reduced due to unfiltered environmental effects in the DP-controller
commands.
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CHAPTER8
Maritime Applications of

Co-Simulations

This chapter is based on [42, see P10 in section 1.6] where different applications of
distributed co-simulations in the maritime industry are discussed. Four different
case studies are presented in this chapter where the first one illustrates how co-
simulations can be used for improving collaboration between researchers as the
platform for connecting different work together into more complex simulators [43,
see P11 in section 1.6]. The second case study illustrates how co-simulations can
be used for optimizing system integration on a higher level, such as optimizing
the interplay between the power plant in a marine vessel, the propulsion system
and high level control systems such as a DP-control system. The third case study
illustrates how hardware can be included into the co-simulation loop [41, see P9
in section 1.6]. The last case study illustrates how co-simulations can be used as
an effective design tool for testing different vessel- and equipment configurations
in different scenarios in high fidelity simulations in a fast and generic manner.

8.1 Introduction
The ship design process has traditionally been characterized by customized solu-
tions, strict time and resource constraints and much of the major design variables
were taken upfront based on experience rather than a scientific first principles
based engineering approach. However, for most of the engineering disciplines
involving scientific knowledge, methods and tools are now highly developed and
adopted, but with a component or subsystem focus rather than a complete ship
system design focus. Now there is a development in ship design towards higher
degree of verification needed, especially for special- and high-technology vessels
such as autonomous ships. One example of such an verification is the DP capab-
ility of an offshore vessel in complex operations. This is discussed in [200] where
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the importance of analysing the dynamical DP capability of marine vessels using
suited dynamical models is highlighted. How better to support the design pro-
cess at different levels and detail, to seek optimized system solutions, and at the
same time being able to validate the actual designs is the vision for a future ship
design framework of methods and tools. Distributed co-simulation technology is
one building block for reaching this vision.

Research and development activities in the maritime industry are characterized by
specialists working from different angles on joint projects using specialized com-
puter software to optimize designs before any prototypes are built. Since the costs
of building a prototype are significant, often only a single one is scheduled, if one
is even considered at all. This is especially the case when designing a new ship
where the prototype is in fact the ship delivered to the customer at the end of the
project. Despite the fact that the number of prototypes are significantly reduced,
the iterative process of obtaining the best design remains more or less the same
[201], except that the iterations have moved from the workshop floors to the en-
gineering offices and into suited computer software, mostly as mathematical mod-
els designed to replicate the dynamical characteristics of the physical design. This
increases the expectations and sets high requirements for the specialists as well as
the software, trying to realize the product properties specified by the customer in
the short lifetime of the project. On the other hand, the project manager expects
the project group to oblige the customer and deliver a satisfying product within the
time agreed upon in order to obtain a financial surplus rather than large financial
penalties and a dissatisfied customer.

When the iterative design process is automated on a computer and where experi-
ence is mixed with a scientific first principles based engineering approach, it may
be difficult to quantify a good ship for its purpose. Now, not only experience are
used for evaluating the design, but also new data obtained from the iterative pro-
cess based on mathematical models of the vessel and its subsystems. Different
key performance indicators (KPIs) can be used, but these need to be defined and
able to proclaim a good vessel design. The major question then becomes what is
a better ship, and has been discussed in [202]. However, this question will not be
treated in any detail in this chapter, nor the iterative design process.

In the previous chapters the main focus has been devoted to background theory and
different building blocks which are to be put together in this chapter. While Part I,
including the chapters 2-4, focused on co-simulation theory, the ViProMa project
and related challenges, such as stability and accuracy in co-simulations as well
as how tightly coupled systems in co-simulations can be solved, Part II, includ-
ing the chapters 5-7, presented some generic domain models and control systems.
The marine offshore vessel model presented in Chapter 5 includes many different
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subsystems e.g. a wave-filter, DP-control system and a propulsion system. These
subsystems can be implemented as separate subsystems in co-simulations and to
be used in a modular fashion. Another important subsystem in a marine vessel is
the vessel’s power plant and a generic power plant model including hybrid caus-
ality generator models was presented in Chapter 6. By combining the different
submodels presented in Chapter 5, the power plant model in Chapter 6, the MPC-
based thrust allocation algorithm presented in Chapter 7 and more sophisticated
propulsor drive models in a co-simulation, one is able to simulate realistic dynam-
ical interactions between equipment due to predefined operational conditions and
environmental disturbances, as well as investigating the characteristics and per-
formance of the vessel. Applications of such investigations will be the main focus
in this chapter.

During the ViProMa project period four different use-cases and demonstrators
were made mainly for research purposes and for testing the open source co-simulation
master algorithm Coral, see section 2.4.1, and will be presented in this chapter.
These case studies show a wide range of the use of co-simulations in maritime
industrial applications, as well as in research projects, and include Hardware-In-
the-Loop (HIL) in co-simulations, collaboration between researchers using co-
simulations, optimizing system integration using co-simulation and testing differ-
ent vessel configurations using co-simulation. Note that the main focus in these
case studies is not the models or the simulation results themselves, but the ap-
plicability and advantages of utilizing co-simulation technology in complex en-
gineering tasks in the maritime industry, although the simulation results also have
research value in themselves. Section 8.3 presents the open source vessel simu-
lator, as first mentioned in section 2.4.2, and will be given much attention.

8.2 Research Collaboration
When studying complex dynamical systems that grow large because of many high
fidelity subsystems, different specialized software are hard to combine in a generic
fashion. However, by utilizing distributed co-simulations, researchers can work on
different subsystems in their preferred software without being concerned about
compatibility except for model interfaces.

In [43] five researchers looked into using a shaft generator to reduce the transients
of a two stroke maritime engine powering a very large crude oil carrier (VLCC)
in a transit operation affected by significant wave loads. In such operations the
propeller might ventilate causing varying loads on the propeller and, hence, the
propulsion system. While two of the researchers were researching wave loads and
ventilation of propellers, the three other researchers were looking into the power
systems.
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Figure 8.1: Total system overview of a vessel’s propulsion system and power plant. The
figure is obtained from [43]

8.2.1 System Overview

The total power system, including a propeller, a main engine, a gear box, a shaft
generator, two gensets, a hotel load, a battery system, a converter and a rectifier,
is illustrated in Fig. 8.1. Note that two gensets and the hotel load are as modeled
in Chapter 6, having the same parameters. A short introduction to the subsystems
used in the co-simulation are given in the following in order to illustrate the com-
plexity of the total system, and the reader is referred to [43] and the references
given therein for detail matters.

Main Engine, Gear Box and Shaft System

In order to capture the full system dynamics of the diesel engine system, all the
essential components were included in the engine model. These components in-
clude turbochargers, scavenge air coolers, pipe components, scavenge air reciever
volume, individual cylinders, an exhaust gas receiver and a wastegate valve. A
schematic overview of the connected components is given in Figure 8.2. A de-
tailed description of these components are out of scope here, but are thoroughly
elaborated in [203, 204]. The main parameters describing the two-stroke diesel
engine are given in Table 8.1.

The gear box between the main engine and the shaft generator in Figure 8.1 is
assumed ideal, meaning that it has no friction, and has a constant gear ratio of 8:1.
The shaft system connecting the propeller, the shaft generator and the main engine
is given as

JT 9ω � fpωq � τT (8.1)

where JT � 323000 kgm2 is the total inertia of the propulsion system including
the main engine crank shaft, the main shaft, the propeller and the gear box, ω is
the shaft speed, fpωq is a second order friction function polynomial and τT is the
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Figure 8.2: Overview of the main engine model [203]

Table 8.1: Particulars of the main diesel engine

Type Wartsila 8RT-flex68D
Bore 680 mm
Rated MCR 25040 kW
Speed at rated power 95 RPM
Stroke 2720 mm
Mean effective pressure 20 bar
Number of cylinders 8 -
Turbocharger 2�ABB A175-L35

resulting shaft torque including the propeller torque, the main engine torque and
the shaft generator torque.

Propeller and Hull Model

The propeller model is based on results from frictional drag calculations obtained
from the open-source program Openprop, that utilize vortex lattice lifting line the-
ory, in addition to the program Javafoil [205]. These results were compared and
evaluated against available experimental open water data, and full-scale open water
curves were obtained for the propeller design to calculate thrust and torque at given
propeller speeds and vessel speeds. In order to consider the effect of waves on the
propulsion system, thrust and torque losses due to propeller emergence, free sur-
face effects and the Wagner effect have been modeled as suggested in [206, 207].
These effects have been considered in quasi-steady sense as propeller depth varies
much slower than the propeller’s rate of rotation. The resulting thrust and torque
are assumed to vary with wave frequency and higher order harmonics have been
neglected. Details regarding the propeller model can be found in [43, 208] and the
main propeller parameters are given in Table 8.2.
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Table 8.2: Propeller geometry

Diameter 9.86 m
No. of blades 4 -
Hub diameter 1.53 m
Projected blade area ratio (Ae{A0) 0.431 -
Pitch/Diameter gradient (mean) 0.47 -
Skew 21.15 �

Rake 0 �

The hull model, in contrast to the hull model derived in Chapter 5, is a 1 degree
of freedom (DOF) model of the virtual ship KVLCC2 [209]. The ship motion
response amplitude operators (RAOs), such as the surge-, pitch- and relative stern
motion were calculated using linear strip theory, utilizing potential theory and pres-
sure integration, implemented in the ShipX Veres software developed by SINTEF
Ocean. From the motion responses of the hull, added resistance coefficients were
also computed in irregular waves for different peak frequencies and wave direc-
tions using the Pierson Moskowitz wave spectrum [142].

In summary, the dynamics of the KVLCC2 vessel can be expressed as

pm�mAq:x � p1� tdqT � p12ρSCT 9x
2 �R1q (8.2)

where m is the mass of the ship, mA is the added mass in surge, x is the surge
displacement, T is the thrust produced by the propeller, td is the thrust deduction
factor, ρ is the density of seawater, S is the wetted surface area of the ship, CT is
the resistance coefficient of the ship modeled as a function of ship speed and R1 is
the sum of 0th and 1st order added resistances in waves. Due to lack of knowledge
of the variation of the thrust deduction coefficient in waves, it has been assumed
constant. However, note that R1 and T are time dependent inputs. The specific
hull geometry details are found in Table 8.3.

Shaft Generator and Converter

The shaft generator is modeled as an asynchronous electrical motor in the pd, q, 0q-
reference frame and according to [164] the dynamics are given as

9ψ �Kpωs, ωrqψ �Ri�Eus
i � L�1ψ

(8.3)

where ψ � rψds, ψqs, ψdr, ψqrsJ is the magnetic flux linkage vector,
i � rids, iqs, idr, iqrsJ is the current vector, us � ruds, uqssJ is the dq stator
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Table 8.3: Hull design parameters

Length between perpendiculars 320.0 m
Length at waterline 325.5 m
Breadth at waterline 58.0 m
Depth 30.0 m
Draft 20.8 m
Displacement 312622m3

Block coefficient (CB) 0.8098 -
Design Speed 7.97 m/s

voltage vector given as input by the converter, is � rids, iqssJ is the dq stator
current vector given in feedback to the converter and

Kpωs, ωrq �

�
���

0 npωs 0 0
�npωs 0 0 0

0 0 0 nppωs � ωrq
0 0 �nppωs � ωrq 0

�
���

E �

�
���

1 0
0 1
0 0
0 0

�
��� , R �

�
���
�rs 0 0 0

0 �rs 0 0
0 0 �rr 0
0 0 0 �rr

�
���

L �

�
���

Ls 0 Lm 0
0 Ls 0 Lm
Lm 0 Lr 0
0 Lm 0 Lr

�
���

(8.4)

where np is the number of pole pairs,

ωs � iqsLmrr
Lrψr � ε

� ωrnp, (8.5)

where ωs is the synchronous speed,

ψr �
b
ψ2
dr � ψ2

qr (8.6)

is the rotor flux, ωr is the rotor speed, rs is the stator resistance, rr is the rotor
resistance Ls is the self inductance for the stator, Lr is the self inductance for
the rotor, Lm is the motor inductance and ε is a small number added in order to
avoid dividing by zero when ωr � 0. Note that the electromagnetic torque is given
similarly as in (6.6),

Te � pψqridr � ψdriqrqnp (8.7)
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Figure 8.3: FOC structure for controlling the shaft generator

The converter is assumed ideal, which means that the voltages fed to the electrical
motor are given by the motor controller and the current given in feedback to the
power grid is calculated as

is � 1
||ũs||22 � ε

�
Pũds �Qũqs
Pũqs �Qũds

�
(8.8)

where ũs, ũds and ũqs are the low-pass filtered voltages us, uds and uqs, respect-
ively, in order to avoid algebraic loops, us is the voltage vector provided by the
power plant, uds and uqs are calculated by the motor controller and

P � udsids � uqsiqs
η

Q �
d�

P

PF


2
� P 2

(8.9)

where η is the efficiency of the converter and PF is the power factor, both assumed
constant.

The shaft generator is assumed controlled by a field oriented controller (FOC),
such as in [210], where the torque of the motor is controlled by the torque com-
ponent of the stator current while maintaining a constant rotor flux, as described in
[154], and the control structure can be as illustrated in Figure 8.3 consisting of four
PI-controllers. In the figure, ψr,ref and Tm,ref is the reference rotor flux and motor
torque, respectively, Tm is the measured or estimated motor torque and îds and îqs
are the current references for the second PI control laws. The main parameters for
the shaft generator are listed in Table 8.4 and are the same as used in [164].

Battery System and Overall Control

The battery system is added to the system in order to absorb/provide power from/to
the shaft generator in order to not overload the power plant. The battery system has
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Table 8.4: Shaft generator parameters

Rated output 3300 kW Inertia rotor 175 kgm2

Voltage 690 V Ls 0.00156 H
Frequency 60.3 Hz Lr 0.00155 H
Speed 1199 RPM Lm 0.00151 H
Current 3270 A rs 0.00195 Ω
Poles 6 - rr 0.00166 Ω

Table 8.5: Design parameters for battery pack

Energy capacity 1000 kWh
Maximum discharging current 5.6 kA
Maximum charging current 5.6 kA
Nominal Voltage 360 V

been designed such that large amplitudes of the state of charge (SoC) cycles are
avoided. The main design parameters for the battery system are given in Table 8.5.
The battery system has an interface with the AC power system, through a rectifier
and a transformer, as shown in Figure 8.4. A simple capacitance-resistance model
of the battery is used since the main aim with this study is the overall system
dynamics, not to analyse the battery dynamics. Hence, the battery is also assumed
ideally controlled, which means that the battery provides the commanded current
with some time delay expressed through a first order transfer function.

Since the idea of including the shaft generator is to reduce the transients of the
two-stroke main diesel engine caused by wave loads, a proper control system is
needed such that the shaft generator filters the oscillating shaft speed, caused by
transient effects on the propeller, by reducing or increasing the shaft speed, and
where the battery is used for short time energy storage. An overview of the total
control system, including both control of the main engine, the shaft generator and

Figure 8.4: Equivalent electrical circuit of the battery system. Figure obtained from [43]
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Figure 8.5: Sketch of the control system structure. Figure obtained from [43]

battery system, is shown in Figure 8.5.

As can be seen in the figure, a feed-forward control strategy is used where a pre-
diction of the power used or consumed is made by multiplying the measured speed
and the commanded torque. Then, a low-pass filter is used to extract only the
power oscillations which are given as feed-forward to the battery system. The
entire idea of using a shaft generator to reduce the transients of the main engine
is only possible if the shaft generator reacts faster than the two-stroke diesel en-
gine, which is the case here. More details about the battery system and the control
structure are given in [43].

8.2.2 Simulation Setup

The power plant, as presented in Chapter 6, including the auxiliary engines, the
generators and the hotel load was exported as one FMU, while the two-stroke
diesel engine model, the vessel model, the propeller model, the shaft model, the
shaft generator model and the battery power pack model were each exported as
separate FMUs.

The total simulation model were mainly constructed in the software 20-Sim and
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Figure 8.6: Simulation setup. Note that each block represents a FMU in the total co-
simulation. The figure is obtained from [43]

Simulink, and simulated as a co-simulation using Coral with the model connec-
tions as shown in Figure 8.6. Note that all connections between submodels shown
in the figure are power bonds, according to the bond graph modeling theory as
presented in section 1.3.2. Because of the amount of computational power needed
to solve the total system, and the fact that different modeling software were used
to make the dynamical models, performing such a simulation study in a traditional
manner as a non-distributed system would have been quite time consuming, both
because all systems must be modeled in the same simulation software and because
all systems need to be solved using the same numerical solver, despite having quite
different dynamical properties.

In [43], 45 different co-simulation cases are performed and a thorough study of
how the shaft generator affects both the transients in the two-stroke diesel engine
and the fuel consumption is given. Here, only one case is presented, namely a
transit case where the VLCC faces head sea with a wave amplitude of 4 m having
a wave length of 352 m. The hotel load in the power plant model is in the simu-
lation set to 1000 kW, the total system simulation time is set to 300 s, the global
communication time step is set to 10 ms and the different local numerical solvers
and respective time steps for each of the subsystems are shown in Table 8.6.

8.2.3 Simulation Results

The simulation results are compared to a conventional propulsion system, e.g. the
two stroke diesel engine powering the propeller without any shaft generator. The
shaft speed simulation results are shown in Figure 8.7. Note that the conventional
propulsion system was also simulated as a co-simulation and that the shaft gener-
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Table 8.6: Subsystems and integration methods

Subsystem Integration method Time step
Hull Euler, 1st order 100 ms
Propeller Euler, 1st order 10 ms
Shaft system Euler, 1st order 10 ms
Diesel engine Runge-Kutta, 4sth order 2 ms
Power Plant Euler, 1st order 0.1 ms
Shaft generator Runge-Kutta, 4th order 0.05 ms
Battery system Euler, 1st order 10 ms
Control system Euler, 1st order 10 ms

Figure 8.7: Comparison of shaft speeds between the hybrid propulsion system and the
conventional propulsion system. The simulation results are obtained from [43]

ator in the hybrid propulsion system was activated after 50 s in the simulation. The
results show that by applying a suited overall control system, the shaft generator
and the battery system in combination are able to reduce the transient wave induced
loads on the shaft since the amplitude of the speed oscillations are about halved
and, hence, smooth the operational conditions for the two stroke engine. This can
also be verified by looking at Figure 8.8 which shows the produced diesel engine
torque, the torque from the shaft generator (PTI/PTO) and the resulting propeller
torque. The diesel engine torque is reduced significantly when the shaft generator
is activated. The figure also shows that the produced torque from the shaft gener-
ator oscillates around zero, which is as expected due to the control scheme. Also
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Figure 8.8: Simulation results showing the torque contributions from the main engine
and the shaft generator, in comparison to the total torque applied to the propeller. The
simulation results are obtained from [43]

Figure 8.9: Comparison of electrical power balance between the hybrid propulsion system
and the conventional propulsion system. The simulation results are obtained from [43]

note that the amplitude of the propeller torque oscillations is increased when the
shaft generator is activated. This because the shaft generator is much faster than
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the main engine and is able to compensate for speed oscillations faster than the
main engine.

Figure 8.9 shows the electrical power balance in the co-simulation. As can be seen
in the figure, the two gensets in the power plant are not affected too much by the
shaft generator and the battery system, but help charging the battery system, due
to conversion losses, and can be seen as small bumps in the genset power outputs.
Also note that the shaft generator, denoted PTI/PTO (Power Take In/Power Take
Off) in the figure, has an opposite power sign in comparison to the battery system,
which means that the battery system is charging when the shaft generator takes out
power from the shaft (PTO mode).

The results shown in Figure 8.7 and Figure 8.9 are further commented and ex-
plained in [43] along with many other simulation results, and will not be given
any more attention here. Also, the total system was implemented as one simu-
lation model for comparison reasons, and the conclusion were that about the same
simulation results were obtained but the co-simulation was significantly faster to
solve the total system, even though a debug-version of Coral was used as the co-
simulation master algorithm.

8.3 Optimizing System Integration
When it comes to optimizing a vessel’s performance the largest potential lies in
system integration and is often related to control system integration on different
layers [40]. One typical case is to tune the DP-controller, filters, thrust allocation
algorithm and local thruster control systems such that the performance of the total
control system result in a fast and stable response of the vessel that minimizes the
power consumption and possible distortions. Since such control layers in real life
are affected by sampling dynamics and sampling delays, the use of co-simulation
works perfectly in simulating the interaction between the different parts of the total
control system. One such case study of an offshore marine vessel in DP-operations
is presented in the following.

8.3.1 System Overview

The total co-simulation system of the offshore marine vessel in DP-operations is
shown with all its submodels and connections in Figure 8.10. As can be seen in
the figure, the total co-simulation system consists of 15 FMUs and include a ves-
sel model, propulsor models, propulsor drives, a wave filter, a marine power plant,
PID-controllers controlling the propulsor drives, a thrust allocation algorithm, a
position and orientation reference system and a DP-controller. In addition, 12
monitoring FMUs are included in the system for displaying simulation results on-
line during the co-simulation. These monitoring FMUs have been implemented
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Figure 8.10: Overview of vessel in DP operation including power plant and thruster con-
figuration

Figure 8.11: System overview of vessel in DP-operation including power plant and
thruster configuration

in the C++ programming language with an interface to the Python programming
language and the matplotlib library. In the following, a short presentation of the
different subsystems in the co-simulation system are given.

Hull and Propulsor Models

The hull model used in this demonstrator is the one derived in [38], see Chapter 5,
with the main parameters as given in Table 8.7, also including parameters describ-
ing the environment. Note that no crane loads are considered in this case study
and that the propulsion system is changed in comparison to the system presented
in Chapter 5. Here, two azimuth thrusters placed symmetrically at the stern con-
stitute the main thrusters while the tunnel thruster in the bow is left unchanged, as
shown in Figure 8.11. In comparison to the complete vessel model described in
Chapter 5, the thrusters, the thrust allocation, the wave filter, the reference system
and the DP-controller are removed from the vessel model and added as separate
subsystems.
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Table 8.7: Main parameters in vessel model

Parameter Description Value
m Mass of vessel 2365000 kg
L Length of ship 107m
B Width of ship 22m
D Draught of ship 5m
Pm,max Maximal power main thrusters 3.5MW
Pb,max Maximal power bow thruster 3.5MW
vcN Northward current -0.1m/s
Hs Significant wave height 1.0m
Tp Wave peak period 8 s
Nw Number of wave components 50 -
γ Jonswap-spectrum parameter 3 -
Td Lower wave spectra period 0.2 s
Tu Upper wave spectra period 50 s

The propulsor models include both the propeller inertia and the propulsor drive
inertia and the propeller dynamics are as described in section 5.5.4, see Figure
5.10, except that the MSe elements have been replaced by propulsor drives which
are treated as separate subsystems in the co-simulation.

Power Plant, Propulsor Drives, and Controllers

The power plant model used in this case study is the same as derived in Chapter
6, where the generator models are hybrid causality models, see Chapter 4, except
that three more circuit breakers are added in order to interface the propulsor drives
as shown in Figure 8.11. Also, the same parameters as presented in Chapter 6 are
used.

The propulsor drives are asynchronous electrical motors and are implemented as
the shaft generator presented in section 8.2.1, using the same parameters. Each
propulsor drive is controlled as in section 8.2.1, see Figure 8.3, where the torque is
controlled through the uqs component and the rotor flux is controlled through the
uds component. The torque reference is calculated by an external PID-control law,
as illustrated in Figure 8.10, that compares the commanded thrust force from the
thrust allocation algorithm and the produced thrust force, which are here assumed
measurable, for simplification reasons. This external PID-control law has been
implemented in the C++ programming language and compiled as a stand-alone
FMU. Note that a reduction gear is also placed between each propulsor drive and
propulsor with a gear ratio of 8:1. This, because the rated speed of the propulsor
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drives is about 1200 RPM while the propulsors run with much lower speeds.

Wave Filter, Reference System, Thrust Allocation and DP-Controller

A wave filter is added to the co-simulation in order for the DP-Controller to only
compensate for environmental forces that make the vessel drift, and not the en-
vironmental forces that make the vessel oscillate in position and orientation. If
these oscillatory forces were to be compensated for a tremendous amount of power
would have been required. The wave filter, which is a non-linear passive observer
(NLPO), and the DP-control law, which is a simple PID-control law including the
heading rotational matrix, are the same as used in Chapter 5, see section 5.5.5.

The reference system is implemented as a separate subsystem in this case study
where single predefined way-points are given as user input consisting of a coordin-
ate, an orientation and the time when the desired position and orientation should
be activated and when it should be reached, as proposed in [41]. For example, at
time t0 a way-point command is given as pNc, Ec, ψc, tcq where pNc, Ecq is the
north-east commanded position, ψc is the commanded orientation and tc is the
time when the commanded position and orientation should be reached, giving ves-
sel tc � t0 seconds to respond to the command. A simple interpolation between
way-points are conducted in the reference system in order to obtain continuous
reference signals. For example, for each commanded coordinate and orientation i,

rc,i � rNc,i, Ec,i, ψc,is (8.10)

the reference system calculates the rates of the reference signals as

drd
dt

� rc,i � rd
tc,i � t

(8.11)

where rd is the reference system position and orientation output vector, t is the
actual simulation time and tc,i is the time when the desired way-point should be
reached. Note that this calculation is not initiated before t � t0. Also, logics are
added in order to not divide by zero when tc,i � t. The reference system integrates
this position and orientation rate vector and the results are filtered with low-pass
filters before given as subsystem output to the DP-control system. Note that also
the rates are fed to the DP-controller in order to properly control the damping,
since the position and orientation rates of the vessel are estimated by the wave
filter and fed to the DP-controller as well.

The thrust allocation used in this case study is the same as derived in Chapter 7.
Note that in order to increase the response of the azimuth thrusters, thruster biasing
for the two main thrusters is considered, such as in Chapter 7. In this case the
biasing angle was set to �20 �, meaning that if the main thrusters are to produce
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Table 8.8: Way-points used in the co-simulation. Note that "-" means that the reference
system keeps its old reference value for the respective position coordinate or orientation

t0 [s] tc [s] Nc [m] Ec [m] ψc [rad]
0 0 0 0 0
500 700 20 - -
800 1200 - - π

2
1300 1500 - 20 -
1600 2000 - - 0
2100 2300 40 - -
2400 2800 - - �π

2
2900 3300 - �20 -
3400 3800 - - 0
3900 4100 60 - -
4200 4600 - - π

2
4700 4900 - 0 -
5000 5400 - - 0
5500 5700 80 - -

thrusts only in the surge direction, one thruster has a biasing angle of �20 � while
the other a biasing angle of 20 �.

8.3.2 Simulation Setup

The co-simulation setup is similar to the one presented in section 7.5, except that
now the power plant dynamics and the propulsion drive dynamics are included
in the study. In the co-simulation the auxiliary power grid load is set to 100 kW
in addition to some power grid load variations modeled as noise, representing a
low hotel load or auxiliary load for the vessel. The vessel is to move in a square-
like pattern in the co-simulation, the same as in section 7.5, and the respective
way-points are given in Table 8.8. Two different tuning cases of the thrust alloc-
ation algorithm are considered here and are the same as Case 1 and Case 3 as
presented in Table 7.6. The global communication time-step in the co-simulation
is set to 10 ms. However, note that the DP-controller only communicated with the
connected systems every second. The connections between the subsystems in the
co-simulation are shown in Table 8.9 and the integration methods for the different
subsystems as well as the local solver time-step sizes are given in Table 8.10.

The total length of the co-simulation is set to 6000 s. Note that the DP-controller
has been retuned in comparison to the values used in Chapter 4 since it commu-
nicates with the rest of the subsystems with a much lower frequency.
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Table 8.9: Connections between subsystems. Note that the connecting variables between
subsystems are given in SI-units except for M,R and τ which are abbreviations for meas-
urement, reference and thrust forces and torques, respectively
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PID Ñ R
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DP Ñ R

Wave filter Ñ M
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Table 8.10: Subsystems and integration methods

Subsystem Integration method Time step
Hull Runge-Kutta, 2st order 1 ms
Propulsors Euler, 1st order 1 ms
Propulsor drives Runge-Kutta, 4th order 0.05 ms
Power Plant Euler, 1st order 0.1 ms
Non-linear passive observer Runge-Kutta, 2st order 5 ms
PID-controllers Euler, 1st order 10 ms
Reference system Euler, 1st order 10 ms
Thrust allocation1 Euler, 1st order 10 ms
DP-controller2 Euler, 1st order 10 ms

8.3.3 Simulation Results

In this case study the main focus is given to simulation results regarding the inter-
actions between the DP-controller, the thrust allocation algorithm, the power plant
and the propulsion drives. However, the simulation results regarding the position

1The optimization in the thrust allocation is only initiated every second
2The DP-controller only updates its input and output values every second
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Figure 8.12: North-east position and heading of vessel in square wave trajectory man-
oeuvre. Black vessel outline in the plot denotes initial position and orientation

and the orientation of the vessel are given in Figure 8.12 and Figure 8.13. The
simulation results showing the vessel in a north-east plot compared to the desired
position overlap in the two tuning cases and are given in Figure 8.12. As can be
seen in the figure, the vessel follows its reference quite well, even though there are
more noise on the position of the vessel when the vessel faces the waves with the
heel. Note that in each corner in the position trajectory the vessel changes heading
while trying to keep a fixed north-east position. This is verified in Figure 8.13
which compares the vessel’s position and orientation with the commands from the
reference system. As can be seen in the figure the vessel oscillates a bit around its
reference position and orientation. This is because the wave filter filters out these
fast oscillations before feeding the DP-controller with the measurements, which is
desired because the vessel is not able to compensate for these fast oscillations and
if they were fed to the DP-controller it would only result in a much higher power
consumption and possibly an unstable DP-controller. Note that all these results are
obtained for tuning case 1 but overlap with the results from case 2.

The simulation results from the propulsion system as well as the power plant are
shown in Figure 8.14 for the first tuning case. The first plot in the figure shows
the azimuth angles for the two main thrusters at the stern. As can be seen, the
thruster angles stays between �180 � and one can clearly see the thruster biasing
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Figure 8.13: Vessel position and orientation compared to the position and orientation
commands

angle for the two thrusters. The second plot shows the thrust produced by the
two azimuth thrusters. The three regions with high values and a lot of noise are
because the vessel moves in the east- or west direction, facing the waves with the
heel. The third plot shows the thrust produced by the bow thruster. Also here,
there are some oscillations present due to the wave effects. The last plot in the
figure shows the produced power by generator 1 (G1) and generator 2 (G2), which
overlap, and the total vessel power consumption. Since the produced thrusts from
the three thrusters oscillate when the waves encounter the heel of the vessel, it is
not surprising that the power consumption oscillates as well. However, by tuning
the different control systems properly altogether it is possible to obtain a smoother
power consumption as well as smoother operation of the thruster systems. This
has been done and the corresponding results are shown in Figure 8.15.

As can be seen in the figure, both the azimuth angles and the produced thrusts oscil-
late less in this case in comparison to the previous one, when neglecting the initial
oscillations for the azimuth angles and the corresponding thrusts. Also, the oscil-
lations in the power consumption are reduced and result in a slightly lower power
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Figure 8.14: Simulation results showing the thruster azimuth angles for the two main
thrusters placed at the stern, the corresponding thrust, the thrust of the bow thruster and
the power produced by the two generators as well as the total power consumption for the
first tuning case.

consumption as well as reducing wear of the propulsion system and the power
plant. The total energy consumption from tuning case 1 was about 367.61 kWh
in comparison to the results from section 7.5 where the energy consumption for
the same case was 200.9 kWh. These results are comparable when subtracting the
hotel load from the total energy consumption, which means that the propulsion
system consumed about 200.94 kWh. However, since the DP-controller has been
retuned here in comparison to the simulation results shown in section 7.5 we can
not compare the results directly. Since the propulsor drives have internal losses
we can conclude from the results that the DP-controller is not tuned as hard in this
case study in comparison to the case study in section 7.5, which is true. The energy
consumption data is summarized in Table 8.11 for both tuning cases.

The Brake Specific Fuel Consumption (BSFC), the Instantaneous Fuel Consump-
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Figure 8.15: Simulation results showing the thruster azimuth angles for the two main
thrusters placed at the stern, the corresponding thrust, the thrust of the bow thruster and
the power produced by the two generators as well as the total power consumption for the
second tuning case.

Table 8.11: Energy consumption

Case Hotel load (mean) Propulsion system Total
1 166.67 kWh 200.94 kWh 367.61 kWh
2 166.67 kWh 200.80 kWh 367.47 kWh

tion (IFC) and the fuel efficiency for the auxiliary engines driving the generators
in the power plant for the two cases are compared in Figure 8.16. The first plot in
the figure shows the specific fuel consumption for genset 1 in both tuning cases in
additional to the best BSFC the auxiliary diesel engine can obtain, which in this
case is at a loading of about 90 %, equivalent to about 1810 kW, having a BSFC of
about 193 g/kWh. The results show that the BSFC for the auxiliary engines overlap
but tuning case 2 has a lower amplitude for the oscillations. Also, the results sug-
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Figure 8.16: Comparison of the Brake Specific Fuel Consumption (BSFC), the Instantan-
eous Fuel Consumption (IFC) and the fuel efficiency for the two tuning cases, in compar-
ison to the best possible results

gest that the gensets are running with relatively low load since the BSFC is high,
which can be verified by the fact that each auxiliary engine has a maximal loading
of 16.9 % or 17.6 %, depending on the tuning case, and a mean loading of about
11.3 %.

The second plot in the figure shows the instantaneous fuel consumption for genset
1 in both tuning cases. Also here the results overlaps and tuning case 2 has slightly
lower amplitude of the oscillations. Nevertheless, the fuel consumption were about
227.87 kg in tuning case 1 and 227.91 kg in tuning case 2, meaning that the two
cases have about the same fuel efficiency. This is verified in the last plot which
shows a comparison of the fuel efficiencies when assuming that the lower heat-
ing value of diesel is given as 42.7 MJ/kg. The results show that in both cases the
fuel efficiency is about 27.7 % in mean value, in comparison to the best possible
fuel efficiency of about 43.4 % that can be obtained for this engine. Since the total
power consumption in both co-simulations are below the best loading of the auxili-
ary engine, the fuel efficiency would have been improved if only one of the gensets
in the power plant was active, which would have increased the fuel efficiency with
about 5.1 %, saving about 35 kg fuel.
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Figure 8.17: Comparison of loading of propulsor drives, generator 1 and auxiliary engine
1 for both tuning cases

To complete this case study, the loading given in percentage for the propulsor
drives, generator 1 and auxiliary engine 1 are compared in Figure 8.17 for the two
tuning cases. As can be seen in the figure the lading of the propulsor drives on
the starboard side (SB) and ones on the port-side (PS) overlap in the two tuning
cases. The maximal loading of the propulsor on the port-side in case 1 is about
1.4 %, while the same propulsion drive in case 2 has a maximal loading of about
0.95 %. This is quite low and would result in a poor overall efficiency. Hence,
smaller propulsor drives should be considered in a design phase for DP-operations
in order to increase the loading and, hence, increase the propulsor drive efficiency.
The third plot in the figure shows a comparison of the loading of the propulsion
drive for the tunnel thruster for both cases. Also here the results seem to overlap
and the maximal loading for case 1 is about 10 % while being 9.7 % for case 2, and



258 Maritime Applications of Co-Simulations

happens when the vessel faces the wave front with the heel. The fourth plot shows
a comparison of the loading for generator 1 in the two tuning cases. As can be
seen in the figure the loadings overlap in the plot and the oscillations are smaller
in case 2 in comparison to case 1. Also here the loadings are quite low, having
maximal values of about 9.8 % and 9.2 % for case 1 and 2, respectively. Hence,
the efficiency would have been improved if only one of the generators were active.
The same can be concluded regarding the loading of the auxiliary engine shown in
the last plot having maximal loadings of 17.6 % and 16.9 % for case 1 and case 2,
respectively. However, regulations often permits the use of only one active genset
in DP-operations for safety reasons regarding the risk of black-out. Note that the
polynomial used for calculating the BSFC given in (6.49) is not valid for engine
loadings below 10 % and as can be seen in the figure, the auxiliary engines are
slightly below this limit when the vessel faces the waves with the bow. Hence, the
BSFC results in these situations, as well as the corresponding fuel efficiencies, are
not to be completely trusted.

The results show that both the power plant and the propulsion drives have low
loads which will result in low efficiencies. Nevertheless, both the generator size
and the propulsor drive size for the main thrusters are needed when the vessel is in
transit. For example, the vessel model derived in Chapter 5 has a maximal speed
of about 15.5 kn which is obtained when both main propulsors in Chapter 5 run
at full speed, consuming about 3.5 MW each. Such low loadings obtained in the
co-simulations are also normal in real DP-operations in calm weather conditions
for such offshore support vessels. Hence, it is a design challenge to design the
propulsion system and the marine power plant for transit operations as well as DP-
operations in calm weather conditions. However, as have been shown in this case
study, co-simulations can be used for evaluating multiple vessel configurations and
for optimizing the vessel for its operations.

In such a co-simulation one crucial requirement for the control system to perform
properly is the choice of sampling frequency of the different components in the
overall vessel control system, and is strongly related to both dynamical stability of
the total system and combined stability of the entire co-simulations, see Chapter
3. In general, each control layer should be tuned such that the outer control layers
are slower than the inner control layers. They may also have a lower sampling
frequency. Here, the outer control layer consists of the DP-controller and the thrust
allocation algorithm, which both have a sampling frequency of 1Hz, while the
inner control layer consists of the wave filter and the local thruster control systems,
having sampling frequencies of 100Hz. Note that care must be taken when tuning
the DP-controller since it contains integration effects and since it has such a low
sampling frequency. Hence, such a total system analysis using co-simulations is
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Figure 8.18: Co-simulation setup using hardware in the simulation loop

also well suited for tuning and verifying control systems.

In case studies related to control systems it is also of interest to include hardware in
the simulation loop. This is discussed in the following where a simplified version
of the case study presented here is used and where the DP-control system has been
implemented on a micro-controller.

8.4 Hardware-In-the-Loop (HIL)
A small case study including Hardware-In-the-Loop (HIL) in co-simulations were
initiated in this thesis work [41]. When including hardware in a simulation loop,
proper communication between the hardware and the simulation is important. Be-
cause the FMI-standard has predefined functions that are called by the simulation
master algorithm, such as the function fmiDoStep, it is possible to make a FMU
with suited functionality such as reading and sending data in a consistent manner
through a serial port on the computer running the co-simulation, as will be elab-
orated in this case study. Here, the focus is given to the interaction between the
DP-controller and the wave-filter, hence, simplified thruster models and a static
thrust allocation were implemented directly into the vessel model, the same as de-
rived in [38], in comparison to the system studied in section 8.3. An overview of
the subsystems used in the co-simulation is given in the following.

8.4.1 System Overview

The total co-simulation system includes a vessel model with embedded thrust al-
location and propulsion system, a wave filter, a reference system and a communic-
ation system for communicating with the hardware, as shown in Figure 8.18. In
the figure, the vessel’s position and orientation measurements are fed to the wave
filter, which filters the measurements and estimates the measurement rates. These
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filtered and estimated states are then fed to the communication FMU. Also, posi-
tion references, orientation references and corresponding rates are fed to the com-
munication FMU by the reference system. Then, the communication FMU sends
both measurements and references to the micro-controller, with the DP-control law
embedded, which calculates the new global thrust commands. These commands
are then sent back to the communication FMU and forwarded to the vessel model.
The different subsystems in the co-simulation are presented in more detail in the
following.

Vessel Model, Wave Filter and Reference System

The vessel model used in this co-simulation is the same as the one derived in
Chapter 5, see Figure 5.6, except that the DP-control system, the reference system
and the wave-filter, all in which are incorporated in the "DP control system"-block
in the figure, are separate subsystems in the co-simulation. Note that the crane
system are here assumed to have no payload during the entire co-simulation. The
main vessel parameters are as given in Table 8.7 except that now the significant
wave height is set to 1.5 m and the northward current is set to -0.2 m/s. Note that
both the propulsion system and the thrust allocation are as presented in section
5.5.4.

The wave filter is the same as used in section 8.3, a non-linear passive observer as
described in section 5.5.5. Also the reference system is the same as the one presen-
ted in section 8.3. Note that only North-East reference positions are considered
since a static thrust allocation and fixed positioned main thrusters are considered.
Hence, the vessel is always oriented such that it faces the wave front which comes
from the north.

DP-Controller and Communication FMU

The DP-controller is the same as the one used in section 8.3 and the controller
gains are given in Table 8.12. The DP-control law is implemented on an Arduino
micro-controller [211] and connected through a serial port to the computer running
the co-simulation, as illustrated in Figure 8.18.

The communication FMU, that connects the Arduino UNO controller to the co-
simulation, has the property of routing signals between the hardware and the simu-
lation at given time instances. Since superior controllers, such as DP-controllers,
operate with lower frequencies than the ones required to obtain stable simulation
results in the co-simulation, the communication FMU should have the property
of only synchronizing the hardware DP-controller with the co-simulation at local
time steps larger than or equal to the global communication time step, while keep-
ing all signals constant between. Code 8.1 shows a pseudo-code explaining how
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Table 8.12: Controller gains used in the "HIL" co-simulation

Proportional gain north 22000N/m
Proportional gain east 20000N/m
Proportional gain heading 4000000N/rad
Derivative gain north 200000Ns/m
Derivative gain east 150000Ns/m
Derivative gain heading 40000000Ns/rad
Integral gain north 500N/sm
Integral gain east 500N/sm
Integral gain heading 5000N/srad

the functionalities in the communication FMU can be implemented in the FMI-
standard.

Code 8.1: Pseudo-code of serial communication FMU (C++ programming language syn-
tax)[41]

1 fmiStatus fmiInitializeSlave(...,tstart){
2 tl � tstart;
3 SetInit(...);
4 OpenSerial(...);
5 return fmiOK or fmiError;// Status check needed
6 }
7 fmiStatus fmiSetReal(...,Input){
8 S = Input;
9 return fmiOK;

10 }
11 fmiStatus fmiDoStep(...,tg){
12 if(tl + ∆tc   tg){
13 SerialWrite(S);
14 SerialRead(τc);
15 tl � tl �∆tc;
16 }
17 return fmiOK or fmiError;// Status check needed
18 }
19 fmiStatus fmiGetReal(...,Output){
20 Output = τc;
21 return fmiOK;
22 }
23 fmiStatus fmiTerminateSlave(...){
24 CloseSerial(...);
25 return fmiOK or fmiError;// Status check needed
26 }

In the pseudo-code, tl is the local propagating time in the communication FMU,
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Table 8.13: Function description for functions regarding the communication FMU

Function Description
SetInit(...) Initializes the communication FMU.

OpenSerial(...)
Opens and establishes serial connection
to the hardware controller.

SerialWrite(S) Sends the information stored in S to the
hardware controller.

SerialRead(τ c)
Reads the information sent by the hard-
ware controller and stores it into τ c.

CloseSerial(...)
Terminates the serial connection to the
hardware.

Table 8.14: Way-points used in the co-simulation. Note that "-" means that the reference
system keeps its old reference value for the respective position coordinate or orientation

t0 [s] tc [s] Nc [m] Ec [m] ψc [rad]
0 0 0 0 0
100 300 50 - -
400 800 - 50 -
900 1100 0 - -
1200 1400 - 25 -
1500 1600 25 - -

tg is the global propagating co-simulation time, tstart is the starting time of the
simulation (typically tstart � 0), ∆tc is the local time step in the communication
FMU, S is the data vector that is sent from the communication FMU to the hard-
ware, τc is the commanded global thrust vector sent from the hardware in feedback,
and Input and Output are the input and output vectorial communication ports
connecting the communication FMU to the rest of the co-simulation, respectively.
Note that functions and types defined in the FMI-standard are given with the color
light blue, while functions given in green has been implemented in this work and
are explained more in detail in Table 8.13. It should also be mentioned that func-
tionalities regarding security checks and allocation- and deallocation of memory
are also implemented, but omitted in this presentation.

8.4.2 Simulation Setup

In the simulation the vessel is to face the encountering waves while moving in a
square-like trajectory, meaning that the heading reference is always zero while the
north-east references change. The corresponding way-points are shown in Table
8.14 and the connections between the subsystems in the co-simulation are shown
in Table 8.15. In the co-simulation the global communication time step is set to
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Table 8.15: Connections between subsystems. Note that the connecting variables M, R,
S and τ are abbreviations for measurement, reference, data string and thrust forces and
torques, respectively
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Output ë Ò Ò Ò Ò

Vessel Ñ M

Hardware Ñ S

Comm. FMU Ñ τ S τ

Wave filter Ñ M

Ref. system Ñ R

Table 8.16: Subsystems and integration methods

Subsystem Integration method Time step
Vessel Euler, 1st order 10 ms
Non-linear passive observer Euler, 1st order 10 ms
Reference system Euler, 1st order 10 ms
Communication FMU Euler, 1st order 1000 ms

50 ms, the local time step for each subsystem in the co-simulation is listed in Table
8.16 along with the corresponding integration method and the total co-simulation
time is set to 2000 s. A selection of the co-simulation results are presented in the
following.

8.4.3 Simulation Results

The simulation results regarding the position and orientation of the vessel are
shown in a north-east plot in Figure 8.19. As can be seen in the figure, the vessel
seems to keep its position and orientation also in this case when the DP-controller
is placed on a micro-controller. This is verified in Figure 8.20 which compares the
measured vessel position and orientation (N ,E and ψ) with the filtered (N̂ ,Ê and
ψ̂) and commanded positions and orientations (Nd,Ed and ψd). Note that it takes
some time to update the biases in the wave filter and is why the vessel orientation
does not converge to the commanded orientation before about 1500 s has passed.
However, the error is quite low, about 0.17 � at most. The corresponding rates for

the north-east position, as well as the heading, estimated by the NLPO ( 9̂N , 9̂E and
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Figure 8.19: North-east position and heading of vessel in DP-operation. Black vessel
outline in the plot denotes initial position and orientation

9̂
ψ) are compared to the actual rates ( 9N , 9E and 9ψ) and the reference rates ( 9Nd, 9Ed
and 9ψd) in Figure 8.21. The first plot in the figure compares the estimated north
rate with the actual north rate and the desired north rate, the second plot compares
the estimated east rate with the actual east rate and the desired east rate while the
last plot shows the estimated heading rate compared to the actual heading rate and
the desired heading rate. As can be seen in the figure the wave-filter is able to filter
out most of the wave induced oscillations as well as generating good position and
orientation rates. It can also be seen from the figure that the rates have biases in the
beginning of the simulation. This has also to do with the fact that the wave-filter
needs some time to update the biases representing the slowly varying drift forces
caused by the second order wave effects and the current. Nevertheless, the results
show clearly that the wave-filter works properly. Figure 8.22 shows the commands
from the DP-controller in north, east and yaw for the vessel.

The first plot in the figure shows the commanded thrust force in surge, the second
plot shows the commanded thrust force in sway and the last plot shows the com-
manded thrust torque in yaw. As can be seen in the figure, the DP-controller seems
to be stable and control the vessel to its desired position even though being imple-
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Figure 8.20: The measured vessel positions and orientations (N ,E and ψ) compared to
filtered (N̂ ,Ê and ψ̂) and commanded vessel positions and orientations (Nd,Ed and ψd)

mented on a micro-controller and only able to communicate with the rest of the
simulation every second. This means that the DP-controller implemented on the
micro-controller has the same characteristics and the same sampling properties as
the DP-controller implemented as an FMU in section 8.3. Hence, the only differ-
ence of any significance is the communication protocol used to communicate with
the micro-controller as well as real-time limitations related to connecting hardware
to the co-simulation environment.

This case study shows that hardware can be included in co-simulations in a gen-
eric way by making a generic FMU that has the only task of being the commu-
nication link between the hardware and the co-simulation environment. Hence,
it would be straight forward to replace the DP-controller in section 8.3 with the
communication-FMU and the micro-controller. One of the good features with co-



266 Maritime Applications of Co-Simulations

0 500 1000 1500 2000
-0.5

0

0.5

0 500 1000 1500 2000
-0.2

0

0.2

0 500 1000 1500 2000
-1

0

1
10-4

Figure 8.21: Simulation results coparing the estimated north-, east- and heading rates

( 9

N̂ , 9
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ψ̂) with the actual rates ( 9N , 9E and 9ψ) and the commanded rates ( 9Nd, 9Ed and 9ψd)

simulations is that it is simple to replace subsystems in a co-simulation with other
subsystems in a modular fashion. This is especially beneficial when designing new
vessels where one would like to test different vessel configurations and equipment
on beforehand in a virtual setting before actually building the vessel. Such a case
is presented in the following.

8.5 Testing different Vessel Configurations
NTNU’s research vessel R/V Gunnerus, see Figure 8.23, is a multi-purpose ves-
sel used in research project, spanning from developing DP-controllers, autopilots,
autonomous vessel operations, sub-sea operations using ROV’s, surveillance using
UAV’s, testing fishing equipment and mapping the seabed. The research vessel is
equipped with two main propulsors including rudders placed symmetrically at the
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Figure 8.22: DP-controller commands fed to the co-simulation from the micro-controller
through the communication FMU

stern and one tunnel thruster in the bow.

In this case study two different main propulsor units for Gunnerus will be tested
and compared in a zig-zag test in calm sea –the old configuration including fixed
propulsors and rudders and the new configuration including azimuth thrusters.
This case study is a joint project between different partners in the ViProMa pro-
ject and illustrate the use of black-box models in conceptual design studies where
different subsystems are made by different vendors.

The main focus in this study is given to the propulsor units and the hydrodynamical
performance of the main thrusters. Hence, both the power plant and the propulsor
drives are assumed equal in both cases for comparison reasons. An overview of
the co-simulation system is given in the following.
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Figure 8.23: NTNU’s research vessel R/V Gunnerus

Figure 8.24: Co-simulation setup for the research vessel Gunnerus

8.5.1 System Overview

The total co-simulation setup is as shown in Figure 8.24. In the figure the main
propulsors placed at the stern are outlined in red color in order to illustrate that
these are the only models that need to be replaced when changing the main propulsors.
Some of the models used in this case study are developed by different partners in
the ViProMa project, such as Rolls-Royce Marine and SINTEF Ocean, and are
delivered as black-box models.

The total vessel model is developed based on the specifications of the vessel and
in-house mathematical models obtained from different modeling and simulation
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Table 8.17: R/V Gunnerus main parameters

Parameter Description Value
LOA Overall Length of ship 31.25m
LPP Length between perpendiculars 22m
B Moulded breadth 9.6m
dwt Dead weight 75 t
D Draft 2.7m
P Generator power 3 x 450 kW

Table 8.18: Main parameters for the propulsion units. The case Old represents the old
main propulsion configuration with fixed propellers and rudders while the case New rep-
resents the new propulsion configuration with azimuth thrusters

Parameter Description Old New
9α Rudder rate limit 5.85 �/s 5.85 �/s
D Propeller diameter 2.0m 1.9m
P Propeller power 2 x 500.0 kW 2 x 500.0 kW
Z Number of blades 5 4

software. The main parameters describing the vessel are given in Table 8.17. A
more detailed presentation of each subsystem in the co-simulation is given in the
following.

Hull Model and Propulsor Models

The hull model is a black-box VeSim3 model delivered by SINTEF Ocean in the
ViProMa project that was developed in the "Sea Trials and Model Tests to Valid-
ate Shiphandling Simulation Models" (SimVal) project, funded by The Research
Council of Norway [212, 21, 9]. This hull model, in contrast to the one derived
in Chapter 5 includes more advanced hydrodynamics and are more suited when
testing different propulsion units since the hull resistances are crucial for the oper-
ation of the propulsion system. The main parameters for the hull model are given
in Table 8.17.

The azimuth models was developed by Rolls-Royce Marine in the ViProMa pro-
ject, while the propeller and rudder models are generic VeSim models developed
by SINTEF Ocean, parametrized to fit Gunnerus. Note that all these propulsor
models are black-box models. The main parameters for both propulsion units are
given in Table 8.18. The contributions from each propulsor unit are here sum-

3VeSim is an in-house time-domain simulation tool for the simulation of ships in a seaway with
variable heading and speed [9] developed by SINTEF Ocean.
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marized in the
°

-block in Figure 8.24. Note that this
°

-FMU is added in the
co-simulation in order to properly calculate the thrust losses which are included in
this study, such as when two thrusters are facing each other the produced thrusts
are reduced because they affect each others water flows through the propellers.
This effect is here referred to as thruster-thruster interactions. Other thrust losses
that are included is propeller ventilation and propulsor-hull interactions. Note that
these propulsor units are quasi-static, meaning that no numerical solver is needed.
Hence, the local time steps for the propulsor unit models, as well as for the

°
-

FMU, are set equal to the global communication time step.

Zig-Zag Controller, Rudder- and Azimuth Angle Actuator

The zig-zag controller is a black-box model derived in Matlab by SINTEF Ocean
and has the main purpose of setting the vessel speed and heading through feeding
the propulsion drive controllers and the rudder/azimuth angle actuators with refer-
ences. Note that the propulsor drives are given different references in the two cases
in order to obtain as equal vessel speeds as possible. Also note that the Zig-Zag
controller does not contain any equations that need a numerical solver, hence no
solver is implemented, and the time step is set equal to the global communication
time step.

The rudder and azimuth angle actuators are assumed ideal and implemented as
simple rate limiters, meaning that if a step-reference of 10 � is given to the actuators
they ramp the rudder/azimuth angles to the desired value with a maximal rate of
9α, here set to �5.85 �/s. Since the rudder- and azimuth angle actuator subsystems
are simple rate-limiters, no numerical solver is needed. Hence, the local time steps
are set equal to the global communication time step also for subsystems models.

Power Plant Model, Propulsor Drive Models and PID-Controllers

Since the main focus in this case study is not given to the power plant and the
electrical systems the same power plant model as derived in Chapter 6 and the
propulsion drives presented in section 8.2.1 are used. Note that both the power
plant model and the propulsor drives have much higher capacities than the ones
installed in Gunnerus. However, the capacity of Gunnerus will not be exceeded in
the simulations presented here. Hence, the power plant model and the propulsor
drives are only added in order to complete the total system and for adding real-
istic interactions. Another argument for using the already derived power plant and
propulsion drives is that only a comparison of the performance of the propulsion
units are in scope here, and since both propulsion units use the same propulsion
drives and the same power plant, the obtained co-simulation results are directly
comparable. If the scope in this case study is increased to also include the per-
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Table 8.19: Subsystems and integration methods

Subsystem Integration method Time step
Hull Euler, 1st order 10 ms
Propulsor units quasi-static, no solver 10 ms°

static, no solver 10 ms
Rudder/azimuth angle actuators rate limiters, no solver 10 ms
Zig-Zag controller only logics, no solver 10 ms
Power plant Euler, 1st order 0.1 ms
Propulsor drives Runge-Kutta, 4th order 0.05 ms
PID-controllers Euler, 1st order 10 ms

formance of the power plant, another more suited power plant model, as well as
propulsion drive models, should be considered.

The PID-controllers controlling the propulsion drives are also the same as used in
8.3 and are implemented in the C++ programming language.

8.5.2 Simulation Setup

To compare the two different propulsion configurations a 10 �/10 � zig-zag test in
calm sea is conducted, meaning that the rudder/azimuth angles are given a com-
mand of 10 � and when the heading of the vessel reaches 10 � the sign of the rud-
der/azimuth angle commands are changed. As key parameters the surge speed, the
heading response and the power consumed by each main thruster are compared.
Note that in this zig-zag test the tunnel thruster is not active. Initially, the power
plant is started and after 30 s the main propulsors are initiated. The ship is to reach
a steady state surge velocity of about 9 kn before the zig-zag manoeuvre is initi-
ated, which happens after about 100 s. The total simulation time is set to 200 s,
the global communication time step is set to 10 ms and the integration methods
and local time steps for each subsystem is given in Table 8.19. The connections
between the subsystems in the co-simulation are summarized in Table 8.20.

8.5.3 Simulation Results

The simulation results comparing the vessel position and heading, the surge speed
and the power consumption for the port-side main thruster are shown in Figure
8.25. The lefthand-most plot in the figure shows a north-east-orientation compar-
ison of the two propulsion configurations, the upper righthand-most plot shows a
comparison of the surge speed, the second a comparison of vessel heading and the
last a comparison of consumed power in a magnified region for the port-side main
propulsion unit. As the results indicate, the surge speed is slightly less oscillating
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Table 8.20: Connections between subsystems. Note that the connecting variables between
subsystems are given in SI-units except for M, R and τ which are abbreviations for meas-
urement, reference and thrust forces and torques, respectively
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throughout the manoeuvre for the case including azimuths, as well as the over-
shooting heading angle and the consumed power are slightly lower for this case
in comparison to the conventional propulsion system. The amount of consumed
power is also in the expected range, as argued for by the sea trails conducted on
Gunnerus that are presented in [213]. To conclude whether one propulsor unit is
better than the other for Gunnerus involves more analyses of different scenarios
as well as considering more suited models for the power plant and the propulsion
drive. However, this is out of scope here.

This case study illustrates the easiness of replacing subsystems in a co-simulation,
which is quite interesting when testing different concepts in a fast and virtual set-
ting. This is especially the case when designing new vessels where different vessel
equipment or hull designs should be verified to meet the requirement set by the
customer in a limited amount of time. This case also illustrates the use of black-
box models obtained from different vendors and illustrates clear advantages of
using co-simulations when considering different vessel configurations in a design
phase of a new-build where different suppliers compete to sell their equipment.
Then the equipment can be tested and compared in co-simulations before making
a decision as long as the suppliers can provide models of their products.
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Figure 8.25: Results from zig-zag test comparing the old and the new propulsion systems.
Note that New denotes the simulation case including azimuth thrusters while Old denotes
the conventional propulsion system including propellers and rudders

8.6 Conclusion
The main focus in this chapter is to demonstrate the use of co-simulation tech-
nology in typical applications obtained from the maritime industry. Four different
use-cases and demonstrators have been presented, including collaboration between
researchers and different modeling and simulation software, global system optim-
izing and tuning, the inclusion of hardware in the simulation loop and testing dif-
ferent concepts in a virtual prototyping fashion in an effective and consistent man-
ner. These cases, in addition to the research conducted in the ViProMa project,
have brought into light new opportunities in the maritime industry by utilizing co-
simulation technology. The use of co-simulations in the maritime industry enables,
among others,
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1. the use of black-box models which keep secrets related to systems and
equipment hidden from competitors. This makes it possible for ship yards
to obtain mathematical black-box models of equipment from third party
vendors for testing purposes together with the vessel design before determin-
ing which equipment to install and the shipyard is able to compare different
design concepts before building the vessel.

2. the vessel designer to design the vessel together with the customer on the
fly by choosing different concepts from a model library containing many
different vessel designs, systems and equipment. It is also expected in the
near future that optimization algorithms taking predefined vessel KPIs into
consideration can be implemented as a layer on top of the co-simulation
platform in order to conduct simulations and choose different equipment
based on KPIs from a larger model library.

3. virtual commissioning of vessels and sea trails on beforehand to earlier re-
move design flaws and implementation errors. It is also expected that the
ship yards can demand black-box models from third party vendors in the
near future when choosing to buy their equipment. This, in order to be able
to test the vessel performance on beforehand, as well as being able to de-
liver a complete vessel simulator to the customer that can be used for e.g.
operation planing and vessel feet optimization, as a digital twin of the com-
missioned vessel. It is also believed that the entire maritime cluster would
benefit from working in a maritime cluster cloud utilizing co-simulation
technology in future research.

However, these topics should be devoted more attention and is way beyond the
scope of this thesis, as well as of the ViProMa project.



CHAPTER9
Conclusions

The work presented in this thesis have been concentrated around the topic of us-
ing co-simulations in typical applications relevant for the maritime engineering
industry as a new simulation toolbox for supporting research, development and
design of new builds and equipment across the entire industry, as was the core-
vision in this thesis and the ViProMa project. The topics presented in this thesis
have been structured in a chronological order in three different parts. The first
part focused on co-simulation theory and closely related challenges, which laid
the foundation for developing generic domain models and control systems in the
second part. These domain models and control systems were necessary for per-
forming co-simulations of an offshore vessel in DP-operations, as was treated in
the last part, also including other case studies. Even though short conclusions are
given at the end of each chapter, conclusions on a higher level, linking the work
and the main findings more closely together, are given in the following in addition
to recommendations for future work.

9.1 Part I: Co-Simulation Theory
The first part, acting as an extended introduction to co-simulation theory, presen-
ted and investigated stability theory, accuracy of co-simulation results and tightly
coupled systems. As pointed out in Chapter 2 and Chapter 3, co-simulation sys-
tems are closely related to sampled systems, being both affected by sampling
delays and sampled signal characteristic. These characteristics are caused by
discretized system connections and the sampling method, such as ZOH, where
the global communication time step size plays a major role. These dynamical
sampling effects are thoroughly treated in common sampled system theory, which
can be found in the field of control theory, and have therefore not been devoted
the most attention in this thesis. However, these sampling effects in combination
with numerical solver characteristics, which are essential in co-simulations, bring
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forth a set of challenges related to stability and accuracy in co-simulations, and
bridge dynamical and numerical stability theory, as well as common modeling and
control theory. These challenges are related to the fact that each subsystem gets ex-
cited by the surrounding subsystems in a co-simulations where the exchanged data
between subsystems also contain numerical errors from local solvers which are
influenced by the sampling characteristics. Hence, stricter convergence require-
ments for co-simulation subsystems can be essential for obtaining stable, accurate
simulation results. That is also why distributing tightly coupled systems may be a
terrible idea because of stiff subsystem couplings with relatively low convergence
properties and large potentials for numerical errors, and is also why both the ves-
sel model including a crane in Chapter 5 and the marine power plant in Chapter 6
were implemented as single subsystems.

A method for analysing combined numerical and dynamical stability in co-simulat-
ions was derived and investigated in Chapter 3. It should be noted that this method
is not presented as a new and practical way of providing stability results for co-
simulation systems, on the contrary. As was illustrated in the chapter, analysing
the combined stability of a co-simulation system is a demanding task, even if all
subsystems only contain linear dynamics, and when using black-box models it is
impossible due to the lack of system information. The only reason for present-
ing this method is to illustrate the complexity of analysing such systems and gives
a deeper insight in what affects the stability and accuracy in co-simulation res-
ults. This is also why no attempts of analysing the stability of the co-simulation
systems presented in Chapter 8 are given. Also, the method is derived based on
a combination of system discretization theory and numerical solver theory, and,
hence, illustrates the clear correlation between control theory, modeling theory
and numerical solver theory in co-simulations. As stated in the chapter, a more
practical way of analysing the stability of a co-simulation system is to utilize the
subsystem’s passivity characteristics, if possible, which is a direct measure of the
subsystem’s convergence properties.

Another obvious way of increasing the numerical convergence characteristics in a
co-simulation is to decrease the global communication time-step size. This is util-
ized in the ECCO-algorithm presented in section 3.5 which increase the accuracy
of the co-simulation results by adaptively controlling the global communication
time-step size from estimates of energy residuals from wrongly exchanged energy
between connected subsystems. This energy residual is calculated based on com-
paring the power exchanged between two connected subsystems over time. Note
that this energy residual does not necessarily reflect the quantity of energy, only if
power bonds between two connected subsystems are considered.

Chapter 4, being the last chapter in Part I, treats tightly coupled systems in co-
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simulations. Here, the concept of tightly coupled systems is divided into two;
systems that are tightly coupled through frequencies and systems that are tightly
coupled through causality. The concept of systems that are tightly coupled through
frequencies are not defined in continuous system simulations, systems that are not
distributed in any sense and solved by the same numerical solver. However, this
definition makes more sense in co-simulation systems where fast frequencies in
exchanged data can invoke aliasing effects causing instabilities due to high energy
residuals. Nevertheless, this type of tightly coupled systems are not given any
special attention in this thesis because the only solution is to reduce the global
communication time step size such that the Nyquist sampling frequency is not
violated, removing possible aliasing effects. On the other hand, systems that are
tightly coupled through causality are given the main attention in this chapter.

In general, systems that are tightly coupled through causality are hard to split and
distributed because connectivity issues are introduced, as discussed in the chapter.
If such connectivity issues exist in a co-simulation system additional functional-
ities are needed in the co-simulation master algorithm, such as a global implicit
numerical solver and re-stepping functionalities, in order to solve the total system.
Since this both requires additional work regarding the implementation of addi-
tional functionalities in the co-simulation master algorithm and the subsystems, as
well as introducing a new source of numerical errors, it is not recommended even
though system modularity arguments stand strong. However, a method for refor-
mulating one causality orientation using a low-pass filter with differential effect
is presented, investigated and analysed. The method removes possible connectiv-
ity issues between two systems that are tightly coupled through causality. Hence,
system modularity is restored without requiring additional co-simulation master
algorithm functionalities. Also, this method leads to the definition of hybrid caus-
ality models – models that have the opportunity of changing causality orientation,
and thereby connectivity options, online during a simulation, and is a special class
of switched systems and related to model switching. In this work hybrid causality
models are used for increasing the chance of connecting subsystems and is essen-
tial in Chapter 6 where a generic marine power plant model with a weak power
grid is derived. Also, hybrid causality models are useful when working with fail-
ure conditions in dynamical models, but this topic have not not been in scope in
this thesis.

9.2 Part II: Modeling and Control
The second part of the thesis focused on developing generic domain models and
control systems and is more or less decoupled from the main focus of co-simulations
even though the derived models are intended for co-simulations. Also, each simu-
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lation performed in this part of the thesis is a continuous simulation – simulations
where the total system is not distributed in any way and solved by only one numer-
ical solver as one self-contained single system.

Chapter 5 derived and presented a generic marine vessel model intended for DP-
operations and included a crane placed on the deck of the vessel. The crane and the
vessel are tightly coupled systems, tightly coupled through causality, and the main
focus in this chapter was to promote the use of Lagrangian dynamics for model-
ing the vessel and the crane system as one single system, removing any potential
differential algebraic loops such that explicit numerical solvers can be used. The
chapter also presented lots of subsystems needed for running a simulation of the
vessel in DP-operations, such as a DP-control system, a wave-filter, a propulsion
system and environmental effects such as irregular sea-states and current. Also,
simulations are performed in order to highlight the changes in vessel characterist-
ics when having a small sub-sea payload attached to the crane tip through a wire.
Even though the weight of the payload is only about 4 % of the weight of the ves-
sel, it affects the vessel considerably, especially the heading of the vessel and the
roll angle. This argue for the use of complex simulators when analysing such ves-
sel operations, even when the payload is small in comparison to the vessel. Two
important subsystems which are missing in this vessel model are the power plant
and a more sophisticated thrust allocation algorithm that enable rotatable main
propulsors, but these are treated in the following two chapters.

A generic marine power plant with weak power grid modeled in the pd, q, 0q-
reference frame was presented and discussed in Chapter 6 and includes hybrid
causality models of the generators, as first presented in Chapter 4 in a case study
promoting the use of hybrid causality models. Even though the marine power
plant presented in Chapter 4 was simulated as a co-simulation system, the marine
power plant is considered as a self-contained single subsystem later on in Chapter
8 because of the collection of small time constants and the necessary small local
solver time-step size. Note that the pd, q, 0q-reference frame was chosen instead
of the pa, b, cq-reference frame in order to avoid subsystems in a co-simulation
that are tightly coupled through frequencies, which either introduce aliasing or a
low global communication time-step size. Also, the reason for considering hybrid
causality generator models was to enable starting and stopping of arbitrary gen-
erators without the need of including a small capacitive effect in the power grid,
which would have stiffened the total system. In addition to presenting the hybrid
causality generator models, the control structure of the total power plant is given
much focus. Although all control laws in the total power plant control system are
simple PID-based control laws, the total control structure in combination with the
PMS functionalities becomes complex and contain much logics.
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The last chapter in Part II derived and presented a MPC-based thrust allocation
algorithm formulated without including the azimuth thruster angles. In general,
many different optimization based thrust allocation algorithms are reported in the
literature but most of these formulate the thrust allocation optimization problem by
the use of azimuth thruster angles. The reason for removing these angles from the
optimization problem is to remove possible singularities and to make the formula-
tion more linear, even though some non-linearities are still present and related to
restrictions regarding the angle rates. Nevertheless, the implemented thrust alloc-
ation algorithm shows good convergence properties and is benchmarked against
a common one-step thrust allocation algorithm. Also, the chapter makes a point
out of using the propulsion system to actively filter the oscillatory environmental
effects from the DP-control system commands that are not removed by the wave-
filter. The results show that the thrust oscillations, and hence, the oscillations in
the power consumption, can be reduced significantly without increasing the total
power consumption for the propulsion system.

These three chapters in Part II give the building blocks for performing co-simulation
case studies in Part III.

9.3 Part III: Applications of Co-Simulations
The last part in the thesis included only one chapter and focused on applications of
co-simulations in the maritime industry. Four different case studies were presented
and discussed, and included the use of co-simulations as a tool for improving col-
laborations between researchers, for optimizing system integration, for including
hardware in the simulation loop and for testing different vessel configurations in
a pre-study before building or upgrading a vessel. Even though these case studies
only illustrate a few possible applications for co-simulations, the advantages of us-
ing co-simulations as a toolbox in the industry are apparent and related to enabling
more complex simulations of multi-domain systems that support the development
of safer, greener and more complex marine vessels and equipment. Two major ad-
vantages are the use of black-box models for increasing the possibility to cooperate
across the industry without spoiling business secrets, and the open co-simulation
standard FMI that is supported by various modeling and simulation software, en-
abling tailored solutions for various systems, software and hardware. The latter
was demonstrated in section 8.4 where an Arduino micro-controller was connec-
ted to the co-simulation environment using a dedicated communication FMU.

The case studies presented and discussed in Chapter 8 have also contributed to
useful experience regarding how to perform co-simulations in practice, and the
most significant ones are listed in the following.
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9.3.1 Practical Guidelines

During the ViProMa project much experience regarding the application and the
practical usage of co-simulations were gained and formulated as practical guidelines
by the ViProMa project group. These guidelines are published on the project’s
web-page [19] and depicted as follows:

Co-Simulations

• Use co-simulation whenever possible to construct full-system models from
loosely coupled stand-alone models and modules.

• Be cautious when selecting coupling method and co-simulation communic-
ation step size to avoid accuracy and stability issues, see Chapter 3.

Model Interfaces

• Use FMI and package your models as FMUs.
• When selecting the names, types and units of your model variables, decide

on a set of conventions and stick to them.
• Document your interfaces well.
• Use standard units of measurement, preferably SI units. If other units are

used, explicitly and clearly document so.
• Make use of power bonds to model the flow of energy between subsystems

whenever possible, see section 1.3.2.

Stability

• In distributed systems, dynamical system stability can be estimated based on
passivity theory [101], through a sink-source analysis of the added- and dis-
sipated energy in the total distributed system. However, note that dynamic
stability and numerical stability are closely related in distributed systems
through the communication frequency, which affects the eigenvalues in the
total system, see Chapter 3.

• The stability in a distributed system should be concluded based on dynam-
ical stability and numerical stability in combination as proposed in section
3.4.2. However, if all subsystems in the distributed system has nice passivity
properties, the dynamical- and numerical stability analysis can be separated.

Tightly Coupled Systems

• Systems that are tightly coupled through frequencies and eigenvalues are
generally not suited for co-simulation. All the systems that are connected in
such tight couplings should be considered implemented as one subsystem in
a co-simulation.
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• Electrical systems modeled in the pa, b, cq-reference frame are not suited
for co-simulation because of the high frequencies in the model interfaces.
However, a complete power plant can be implemented as one subsystem
and connected to the model environment through mechanical signals such
as torque and angular velocity. If single electrical systems are considered
to be distributed with "electrical" model interfaces, the pd, q, 0q-reference
frame, as used in Chapter 4 and Chapter 6, is recommended.

• For systems that are tightly coupled through causality, there are several im-
plementation strategies when considering explicit co-simulation schemes.
Three of them are given as follows:

1. Correct implementation: Systems that are tightly coupled through caus-
ality are implemented as one subsimulator, as was done for the marine
offshore vessel model presented in Chapter 5 including a crane placed
at the deck.

2. Brute-force implementation: Negligible dynamical effects can be ad-
ded to change the causality in one of the subsystems, as discussed in
section 4.3.1, although this method often leads to small state offsets
and stiff subsystem couplings.

3. Hybrid Causality: A low-pass filter with derivative properties can be
used to regain the lost state and to calculate the derivative of the input
signal, as shown in section 4.3.2.

• Always avoid distribution of chaotic systems across several subsimulators.

Hybrid Causality

• For subsystems where the preferred causality-connectivity option is hard to
determine on beforehand without knowing the connecting environment, the
submodel may be implemented as a hybrid causality model to ensure com-
patibility with other submodels in the distributed simulation environment,
see Chapter 4.

9.4 Recommendations for Future Work
The ViProMa project was a knowledge building project and a pilot project for
investigating and identifying the need for co-simulation technology in the mari-
time industry. Even though many different topics were studied in the project, the
project’s resources were limited. Therefore, the project was only able to briefly
scratch the surface in some of the studied topics. Also, the research conducted
in the project lay the foundation for further investigations and applications of co-
simulations in the maritime industry. A discussion of some recommended topics
for future work, structured into different topics, is given in the following.
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Stability and Accuracy in Co-Simulations

Stability and accuracy in co-simulations was studied on a higher level in Chapter
3 with the main focus on giving a basic introduction and to provide a baseline for
further research such as

• investigating and developing more applicable and conservative methods for
analysing stability of co-simulation systems, both numerical stability and
dynamical stability. One possible angle may be to look into the total co-
simulation system’s passivity characteristics in a source-sink approach as
mentioned in Chapter 3,

• implementing higher order hold methods in the subsystems in a co-simulation,
e.g. FOH as discussed in section 2.2.1, for improving both the stability
and accuracy of co-simulation results as well as enable larger co-simulation
time step sizes without destabilizing the co-simulation system. This may
be achieved by using the FMI 2.0 standard which enables the exchange of
signal rates,

• investigating the ECCO method’s (see section 3.5) suitability and perform-
ance for complex, realistic systems and continue development to improve
the method, as well as investigate the use of other algorithms for controlling
the accuracy of co-simulation results.

Tightly Coupled Systems

The idea of distributing tightly coupled systems in a co-simulation is in general
not recommended, but may be argued for when it comes to modularization of
subsystems. Hence, some research topics for further work may include

• investigating the use of hybrid causality models for tightly coupled rigid
body systems such that the number of connectivity options is increased and
modularity restored,

• investigating the use of implicit global numerical solvers embedded in the
co-simulation master algorithm for solving tightly coupled subsystems in a
co-simulation. This may be achieved by applying the FMI 2.0 standard.

Model Standardization

To enable seamless use of co-simulation across the maritime industry more work
regarding domain model standardization should be initiated. This include

• defining domain model I/O standards, preferably independent on model fi-
delity, for assuring connectivity of subsystems in co-simulations. This is
especially important in the industry, e.g. when multiple potential third party
vendors provide black-box models of their products to shipyards for concept
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evaluation purposes,
• investigating and defining a standard for handling scenarios in co-simulations.

This includes a standardization of how environmental effects such as waves,
winds and currents, are handled in a co-simulation with multiple subsystems
being strongly dependent on these effects, such as the hull and propulsors.
Preferably, these environmental effects should be defined as a separate scenario-
subsystem which each dependent subsystem have the ability to subscribe to,

• developing more domain models as a framework for fast prototyping and
defining key-parameters for these models if possible to facilitate scenario
control in co-simulations.

Useful Applications of Co-Simulations

Some areas of application for co-simulations in the maritime industry was illus-
trated in Chapter 8 and a few demonstrators were developed in the ViProMa pro-
ject as well as in the VISTA project. However, it is reasonable to believe that
co-simulations can be used as a toolbox for solving more complex engineering
tasks in the industry such as in

• design optimization where co-simulations are used as a tool for combining
and evaluating different vessel concepts in a vessel design phase in a consist-
ent and automated process. This may require further research on combining
co-simulations and optimization methods, as well as being able to define
different KPIs for evaluating a vessel’s performance. One approach is to
evaluate different combinations of models in a model library as a discrete op-
timization approach. However, it is also believed that some domain models
can be optimized in co-simulations by adjusting predefined key-parameters,

• surveillance of a vessel in operations where the co-simulation model of the
vessel works as a digital twin of the vessel and an observer that takes meas-
urements from the actual vessel for both predicting the vessels behaviour in
near future and for detecting possible system faults,

• sharing knowledge across the maritime industry, as well as locally across de-
partments in each business, by being a shared co-simulation cluster where all
contributors can upload and connect their models to existing ones for evalu-
ating the characteristics of their product in a larger environment in order to
optimize and improve their products based on total system performance, not
only local subsystem optimization.
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