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Abstract

Riser slugging is a flow regime that can occur in multiphaselmp-riser systems, and
is characterized by severe flow and pressure oscillations.iffegular flow caused by riser
slugging can cause large operational problems for the dogars receiving facilities, and an
effective way to handle or remove riser slugging is neededeRtty, anti-slug control sys-
tems that stabilize the flow in the pipeline at the same opeyabnditions that uncontrolled
would yield riser slugging has emerged as the preferrediealtio avoid riser slugging.
This thesis offers a comprehensive analysis of the systaracteristics that are relevant to
control and, based on that controllability analysis, rélaumsi-slug controllers are designed.

The controllability analysis is done using two differentdhets. Initially, a simplified two-
fluid model is used, and the analysis shows that riser slgggam be avoided by a simple
control system that manipulates the valve at the top of 8@ .riThe type and location of the
measurement to the controller is, however, critical, arditést choice is to use a pressure
measurement located either at the pipeline inlet or at e base. A flow measurement at
the top of the riser can also be used, but, because the sttaeygain is close to zero, it
should only be used in combination with another measurement

The analysis with the two-fluid model also revealed that thecontrol purposes, an
even simpler model can be used. Based on this conclusion, @esmonlinear dynamic
model with only three states is developed. This model cavetis riser slugging, and, more
importantly, the unstable but preferred non-oscillatooyflregime that exists at the same
boundary condition. The three-state model is verified thhowt the thesis by providing
the same controllability results as the more complicatea-ftuid model, by showing the
same dynamic behavior as both the two-fluid model and OLGA femally by the fact that
controllers based on the three-state model show exceléfdammance when they are tested
on the other models.

The valve used as manipulated input for anti-slug contrelie large and often slow-
acting. A too slow valve can result in saturations probleams] we derive conditions that
give a lower bound on the input rate for stabilizing contrudi gerfect disturbance rejection.
The required input rate can be combined with the input magdeitimitations to form a
frequency-dependent bound on the input that can be useddldiiea controllability analysis
or in controller design.

Both simple PID controllers and model baskd, controllers are designed and tested by
simulations with all three models (three-state, two-fluml ®LGA). If an upstream pres-
sure measurement is used as input, a PID controller is ctosptimal and provides good
performance and robustness. Controllers that are basedorbpside measurements (e.g.
pressure drop over valve, flow or even valve position) cam jpievide robust stability, but if
fast setpoint tracking is required, a MISO (multiple-ingirigle-output)H., controller must
be used.

Finally, the scope for pipeline control is extended to cadiier multiphase phenomena
than only riser slugging. In an industrial case study, armdéd slug controller is introduced
that, in addition an anti-slug controller, contains flow tollers to minimize the effect of
transient slugs such as surge waves and startup slugs.
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Chapter 1

Introduction

1.1 Motivation

Flow assurance technology has played a key role in the develot of the offshore oil

and gas industry for the past 20 years. The term flow assuvezs the entire spectrum
of design tools, methods, equipment, knowledge and priofesisskills needed to ensure
the safe, uninterrupted and simultaneous transport ofakaand water from reservoirs to
the processing facilities (Buller et al., 2002). The backapuc for the important role of

flow assurance is that the North Sea is becoming a maturernr@gi@rms of hydrocarbon

production. The majority of the new discoveries are now, arallikely to be in the future,

too small to be developed as independent, stand-alone.fidld®, as existing fields are
entering their tail-phase production, spare processipgagty is becoming available on the
existing offshore processing facilities. Thus, the smdlkdds are being tied in to existing
infrastructure as satellite fields both to make the produactiom these fields economically
viable and to utilize the existing production capacity.

The tie-in lines from the satellite fields are transportihg tintreated wellstream, con-
sisting of a mixture of gas, oil, water and in some cases dam, the wellhead clusters into
the production platforms. The flow assurance challengescadsd with the transport of
this mixture over long distances involves handling phyldloav-impeding phenomena such
as slug flow and sand transport and physio-chemical flow-thmgephenomena such as hy-
drates, scale, asphaltenes, wax and emulsions. In adtbtibe flow-impeding phenomena,
corrosion problems has to be addressed and equipment feringgtpumping/compression
and flow restriction/control have to be designed and opeahiBuller et al., 2002).

The topic of this thesis is slug flow, or more precisely, howatoid slug flow. Slug
flow is a flow regime in multiphase pipeline flow that is chaesidted by varying or irregular
flows and surges of gas and liquid through any cross-sectiapipeline. The irregular flow
conditions can create severe problems for the downstreacegsing facilities, and a means
for removing or reducing the undesirable slug flow in the |afeis sought.
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1.2 Flow regimes in multiphase pipelines

The spatial distribution of the phases in multiphase flowelsahdent on operating conditions
such as phase velocities and pipeline angle. The diffemrfigurations the flow can arrange
itself in are called flow regimes or flow patterns (Baker, 1984ndhane et al., 1974; Taitel
and Dukler, 1976; Taitel et al., 1980; Barnea, 1987; Weismah ,€1979). The possible flow
patterns include stratified flow, annular flow, bubbly flomgsflow and churn flow. Various
intermediate flow patterns can also be present in pipelines.

Slug flow can occur on different time- and length scales dépgnon the underlying
mechanism for the slug flow formation. In this work, the deioms in Buller et al. (2002)
are used to divide slug flow in pipeline-riser systems intar fifferent types:

e Hydrodynamic sluggingevelops in horizontal parts of the pipeline when liquid e&av
grow on the gas-liquid interface and eventually close tlossisection, thus forming
liquid slugs

e Riser sluggingccurs when liquid blocks the low-point where a down-slgipeline
is attached to a riser. The blockage initiates the slug, wthereafter grows upward
in the riser and back through the pipeline. This continudg tire pressure build-up
over the slug is sufficiently high to blow it out of the riseth&reupon the entire cycle
is repeated.

e Terrain slugginginvolves slug development where pipelines traverse rowgtilor
terrain. The slug picks up liquid accumulated in inclinedtgams and may become
very extensive

e Transient sluggings caused by increased liquid flow rates at pipeline exitt@@ssing
facilities in response to changes in operating conditions

Of these four, riser slugging, possibly combined with otiated by terrain slugging,
is the most serious for oil/water-dominated systems. Femtiost serious cases, the riser
slugs can fill up the entire riser and be several hundred siéteg. The inlet separator
on the receiving facilities is not large enough to receivesthslugs. If such a large slug
were to arrive into the separator it would cause overfillingal would trip the production.
Even smaller riser slugs can be problematic, as the uneeshtéethe process will lead to
poor separation, varying compressor load and wear and tetlrecequipment. Hence, riser
slugging must be avoided in pipeline-riser systems.

1.3 Anti-slug control

Control systems that are designed to avoid riser sluggingpelipe-riser systems are often
called slug controllers. This term is misleading, as it ®gjgthat the riser slugs still exist in
the pipeline, and that the control system is only tryingnatior suppress them. The real role
of these control systems are to completely remove the riisgs y stabilizing a desired, but
unstable, flow regime that exists at the same boundary dgonglias riser slugging. We will
use the ternanti-slugcontrol with the following definition:
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Definition 1.1 An anti-slug controller is a controller that stabilizes a desired, non-oscillatory flow
regime that exists at the same boundary conditions as riser slugging arebthavoids the formation
of riser slugging in the system.

1.3.1 Previous work

Up until the last few years, the preferred solution to avaidemuce the problems associ-
ated with riser slugging has been to design the system satltthe slugging potential is
minimized or to change the boundary condition (that is, cauy the topside choke valve
opening) to remove the slug flow from the system (Sarica amg@jdgdal, 2000). None of
these solutions are optimal. Design changes often invailstilation of expensive equip-
ment such as slug catchers and reducing the topside choke epéning introduces extra
pressure drop that will limit production when the reserygssure goes down as the reser-
voir is depleted.

An alternative approach based on feedback control to av&ed slugging was first pro-
posed by Schmidt et al. (19&P The key concept in that paper was to avoid riser slugging
by automatically adjusting the topside choke valve positiased on an algorithm with a
pressure measurement upstream of the riser and a flow meesuran the riser as inputs.
Hedne and Linga (1990) used a more conventional Pl contimdlsed on an upstream pres-
sure measurement to avoid riser slugging. Both these pagebssed on experimental work
in medium scale flow loops and show the potential for usingrobsolutions to avoid riser
slugging in pipeline-risers systems. The benefits of usingrdrol solution are that no ex-
pensive equipment is needed and that no significant predsopeis added to the system.
However, the work of Schmidt et al. (1989and Hedne and Linga (1990) did not result in
any reported industrial applications.

In the last ten years or so, there has been a renewed intereshirol based solutions
to avoid riser slugging. Courbot (1996) presents a contrsiesy to prevent riser slugging
implemented on the Dunbar pipeline. The approach in thiepagps to implement a control
system that uses the topside choke valve to keep the preastive riser base at or above
the peak pressure in a the riser slug cycle, thus preventjngllaccumulation in the bottom
of the riser. This approach effectively removed riser singgn the system, but it did so by
automating the old choking strategy rather than affectivegstability of the flow regimes in
the pipeline. This means that an extra pressure drop waslunted in the system due to the
high setpoint for the pressure controller. Henriot et a®99) presents a simulation study
for the same pipeline as Courbot (1996), where the setpainhéoriser base pressure is set
considerably lower. In this work, the controller is probaslabilizing an unstable operating
point rather than just keeping the process away from the sisgging region, although this
is not shown explicitly.

The first industrial implementation of an anti-slug corlgpis reported by Havre et al.
(2000), who presents an anti-slug control system for the-Waltall pipeline and illustrates
its performance both with simulations and actual field d&atee simulation results illustrate
an interesting fact; by turning the control system off andgirg the same valve opening
as was implemented (on average) by the control system, $be slugging returns in the
system. This proves that the control system stabilizes atable operating point. This
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unstable operating point, where the flow in the pipelineeagy, exists at the same boundary
condition as would normally result in riser slugging. Haered Dalsmo (2002) give a more
detailed treatment of the control system introduced in Eatral. (2000).

Skofteland and Godhavn (2003) use conventional PID cdatsoto stabilize the flow
in pipeline-riser systems and reports both field experidrm® the Heidrun field and ex-
perimental results from Sintef Petroleum Research Mulsphielow Laboratory. A main
contribution in this paper is the introduction of a cascadetiol system, where an inner
flow loop is combined with an outer pressure loop to suppressdvere and moderate slug-
ging. Additional experimental work is reported in Godhawtehrdad and Fuchs (2005)
and Fard et al. (2003). Godhavn, Strand and Skofteland j2@@5rts an application at the
Tordis field, where an anti-slug controller is combined withdel predictive control to also
handle slugs that enter the inlet separator.

Hollenberg et al. (1995) presents a different approacheioraving severe slugging form
a pipeline-riser system. By introducing a small separatotopnof the riser, the gas and
liquid flow can be controlled separately above a certaindeagy. This structure, called the
S*® Slug Suppression System also allows for accurate measuoterhthe gas and liquid
rate, and by controlling the total mixture flow rate and thesgure in the small separator, the
system can be stabilized. Kovalev et al. (2003) report tragt system has been successfully
implemented at the North Cormorant and Brent Charlie platfamtise North Sea.

As this brief literature review shows, most of the publismegults regarding avoiding
riser slugging are from either oil companies or engineedagpanies. These companies,
which have been active in this field of research for some timegy have in-house expertise
regarding the slug control that are not published and heoteavailable as background
material for this work.

1.4 Contributions and thesis outline

This thesis offers a comprehensive analysis of the coatriity properties of a pipeline-
riser system at riser slugging conditions. Based on the cfbatbility analysis, robust anti-
slug controllers that stabilize the flow and thus avoid r8egging are designed. A number
of different control structures and controller designs @asidered, with the primary aim
of stabilizing the flow whilst avoiding input saturation apbviding low-frequency perfor-
mance.

The scope of this thesis is, except for the case study in eh&@ptimited to two-phase
flow, where the oil and water phase is treated as one contspioase. Water can, especially
in cases where the water cut is high, have a significant imgatite riser slugging problem,
but this effect is not included in this work. Also, the scopdimited to tie-in lines from
subsea templates with respect to pipeline geometry. Ogparal pipeline geometries, such
as a pipeline from a wellhead platform to a production platfoare not considered.
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1.4.1 Model development and controllability analysis
Chapter 2

A simplified two-fluid model based on distributed mass and mottim conservation equa-

tions for each phase is developed and fitted to a simulatedACie& case. From an analysis
of the model, we find that the transition from stable flow (at kchoke valve openings) to

riser slugging (at higher valve openings) is through a Hopfrbation, and that the system

contains a pair of complex conjugate unstable ppleé controllability analysis reveals that

the system can be stabilize by simple controllers providhed the right measurements are
used.

Chapter 3

The main contribution in chapter 3 is the introducing of timeified three-state model. The
model is fitted to both experimental data and to data from alsitad OLGA test case with
good results. The model is further verified by comparing eljpep step responses to both
the two-fluid model and OLGA and by comparing local (lineaghavior and results from a
controllability analysis with the two-fluid model.

The three-state model is well suited for analysis and ctlatrdesign because of its
limited complexity and its ability to predict the system cheteristics important for control,
and is thus an important tool for designing anti-slug cdtere for pipeline-riser systems.

1.4.2 Effect of input rate limitations
Chapter 4

Stabilizing control of the pipeline-riser system is basedwanipulating the topside choke
valve. These choke valves are big and often slow-actionffamdpening time for the valve
can be a limiting factor for an anti-slug controller. Themef, we introduce a method for
calculating the required valve rate for stabilizing cohtes well as for perfect disturbance
rejection. The limitations on the input rate is then comtdimeéth the input magnitude lim-

itations to form a frequency-dependent bound on th inpugeshat can be used directly in
controllability analysis and controller design.

1.4.3 Controller design
Chapter 5

The controllability analysis performed in chapters 2 anda@egclear answers as to which
measurements should be used for the anti-slug control. dpteh 5, we design PID con-
trollers based on these controllability findings and testriton the three models that are
used in this thesis (three-state, two-fluid and OLGA). Ushrge different models provides
some insight into the robustness properties of the modeé comtrollers designed in this
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chapters generally perform very well, but cascade coetr®lbased on only topside mea-
surements are fundamentally limited by unstable zerosrdigsin the process, and are thus
slower than controllers that are based on an upstream peasgasurement.

Chapter 6

In this chapter we us#(., optimization based on the 3-state model to design anti-shug
trollers. We use &/ K S mixed-sensitivity optimization, which means that we ar@imiz-
ing the input usage and optimizing the performance (in tevfriBe sensitivity functiorf).
MISO (multiple-input single-output){., controllers based on topside measurements are not
limited by the same unstable zeros that limited the bandwoaéithe cascade controllers and
significantly improved low-frequency performance is avhi

Attempts are also made to design a stabilizing LQG contrallth an extended Kalman
filter. The controller manages to stabilize the processthmitesulting performance is poor.

Chapter 7

Chapter 7 contains an industrial case study where the scdpe obntrol system is extended
from only avoiding riser slugging to also suppressing tiemsslugs such as surge waves and
startup slugs. This is done by combining the anti-slug adetr with individual flow con-
trollers that are designed to average out the flow and thud &arge peaks in the production.
The controllers are combined through a minimum select fang¢hat implements the lowest
signal from the different controllers, and, provided that tontrollers are properly tuned,
prioritizes between the different tasks.

1.4.4 Publications

The following publications have so far resulted from thigrkvo

Chapter 2 and 3

E.Storkaas, S. Skogestad and V. Alstad, "Stabilizing ofrddslow regimes in pipelines”,
AIChE Annual meeting, Paper 287d, Reno, Nevada, Novembelb,.

E. Storkaas and S. Skogestad, "Stabilization of severggigdased on a low-dimensional
nonlinear model”, AIChE Annual meeting, Paper 259e, Indueta, 3-8 Nov. 2002.

E. Storkaas, J.-M. Godhavn and S. Skogestad, "A low-dinogrséidynamic model of severe
slugging for control design and analysis”, Proc. 11th Iméional Conference on Multiphase
flow (Multiphase’03), San Remo, lItaly, 11-13 June 2003, Rhgd by BHR Group, ISBN
1-85598-048-7, pp. 117-133.

E. Storkaas and S. Skogestad, "Controllability analysisxafimstable, non-minimum phase
process”, accepted for publication at IFAC world congressyBe, Czech Republic, July
2005.



1.4. CONTRIBUTIONS AND THESIS OUTLINE 7

Chapter 4

E. Storkaas and S. Skogestad, "Effect of Input Rate Limitatio Controllability”, AIChE
Annual Meeting, Austin, Texas, Nov. 2004, Presentationd406

Chapter 5

E. Storkaas and S. Skogestad, "Cascade control of unstastiensy with applications to
stabilization of slug flow”, Proc. of 7th international syogium on advanced control of
chemical processes, Hong Kong, 11-14 Jan. 2004.

Chapter 7

E. Storkaas and J.-M. Godhavn, "Extended slug control fpelpe-riser systems”, ac-
cepted for publication at 12th International Conference aitighase flow (Multiphase’05),
Barcelona, Spain, 25-27 May 2005.






Chapter 2

Controllability Analysis of Two-phase
Pipeline-riser Systems at Riser Slugging
Conditions

Espen Storkaas and Sigurd Skogestad

Based on a paper submitted to IEE Proceedings Control Thednppplications

Abstract

A PDE-based two-fluid model is used to investigate the cdatridity properties of a typical pipeline-riser
system. Analysis of the model reveals a very interestingciiadlenging control problem, with the presence of
both unstable poles and unstable zeros.

We show that riser slugging in pipeline-riser systems camavmded with a simple control system that
manipulate the valve at the top of the riser. The type andtimtaf the measurement to the controller is
critical. A pressure measurement located upstream of #iee (ihat is, at the riser base or pipeline inlet) is a
good candidate for stabilizing control. On the other handresssure measurements located at the top of the
riser cannot be used for stabilizing control because ofalmstzero dynamics. A flow measurement located
at the top of the riser can be used to stabilize the processhécause the steady state gain is close to zero, it
should in practice only be used in an inner control loop inscade.

The analysis of the system properties reveals that the ddgmgdynamical behavior of riser slugging
probably can be described by a simpler model than the PDedbasdel used in this chapter.
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2.1 Introduction

Stabilization of desired fluid flow regimes in pipelines offehallenges of imnmense potential
value. The opportunities for control engineers in this fiatd large, as control technology
has only just started to make a significant impact in this.aRepeline flow has commonly
been analyzed based the on the flow regimes that develops ipifieline under different
boundary conditions. However, with feedback control, ttadisity of the flow regimes can
be changed to facilitate improved operation.

The best known example of an open-loop flow regime changeokaly the transi-
tion from laminar to turbulent flow in single-phase pipeBn&hich is known to occur at a
Reynolds-number of about 2300. It is well known that by cdhgincreasing the flow rate
one may achieve laminar flow at much larger Re-numbers, buirthiais case a small knock
at the pipeline will immediately change the flow to turbuléhhis indicates that the laminar
flow region exists for higher Re-numbers, but that it is unistalm theory, stabilization of the
laminar region should be possible, and some attempts harerade in applying control
to this problem (e.g. see Bewley (2000) for a survey), buttdioe and length scales make
practical applications difficult.

Another unstable flow phenomenon occurs in multiphase ipigel where pressure-flow
fluctuations known as slug flow can be induced both by a velatifference between the
gas and liquid phase (hydrodynamic slugging) and by thdipggeometry (terrain induced
slugging, riser slugging). The latter slugging phenomenceurs at a time and length scale
that makes control a viable option and is the focus of thisithe

A typical flow regime map for a pipeline-riser system is shawrigure 2.1. The flow
regime map is taken from Taitel (1986), and includes someréiieal stability conditions.
It is important to notice that flow regime maps such, as theiotigure 2.1, apply without
control. With feedback control, we can move the boundatieseby stabilizing a desirable
flow regime where riser slugging "naturally” occurs.

Traditionally, undesirable slugging has been avoided fshaoire oil/gas pipelines by
other means than control, for example, by changing the tipgraoint or making design
modifications (Sarica and Tengesdal, 2000). Up until veoemndly, the standard method
for avoiding this problem was to change the operating poyntdalucing the choke valve
opening. However, the resulting increase in pressureteeisuan economic loss.

In many cases the problems with unstable flow regimes occtiveasilfields get older
and the gas-to-oil ratio and water fraction increases. &Sinese transport systems are highly
capital cost intensive, retrofitting or rebuilding is rgrah option. Thus, an effective way to
stabilize the desired unstable flow regimes is clearly tist tption.

The first study that applied control to this problem and by #wided the formation of
riser slugging was reported by Schmidt et al. (1879 he use of feedback control to avoid
severe slugging was also proposed and applied on a test ridetpe and Linga (1990),
but this did not result in any reported implementations. &ogcently, there has been a
renewed interest in control-based solutions (Havre e2@00; Hollenberg et al., 1995; Hen-
riot et al., 1999; Skofteland and Godhavn, 2003). These@gins are either experimental
or based on simulations using commercial simulators sucbL&3A. None of the control
systems are based on a first principles dynamic model andkguést analysis and con-
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Figure 2.1: Flow regime map for an experimental pipelirserrisystem (Taitel, 1986). The
map shows the flow regime in the pipeline as function of sugatigas and liquid velocities.
Low gas and liquid velocities results in riser slugging.

troller design. Several industrial applications are aksoorted (Havre et al., 2000; Cour-
bot, 1996; Skofteland and Godhavn, 2003; Havre and Dals0@f;Xovalev et al., 2003).

In this chapter, we analyze, based on a simple first-priasipiodel, a typical riser slug-
ging case, and present a controllability analysis thatllgghthe system characteristics that
are important from a control point of view. This analysisegwnformation on sensor/actuator
selection, hardware requirements and achievable perfarenthat are critical for a success-
ful design of a stabilizing controller for the system.

2.2 Riser Slugging Phenomenon

The cyclic behavior of riser slugging is illustrated schéowly in figure 2.2. It can be
broken down into four parts. First, gravity causes the tigioi accumulate in the low point
(step 1), and a prerequisite for severe slugging to occtnaisthe gas and liquid velocity is
low enough to allow for this accumulation. The liquid blo¢ke gas flow, and a continuous
liquid slug is formed in the riser. As long as the hydrostagad of the liquid in the riser
increases faster than the pressure drop over the risetuthevgl continue to grow (step 2).
When the pressure drop over the riser overcomes the hydodséatd of the liquid in the
slug, the slug will be pushed out of the system and the gastaitt penetrating the liquid in
the riser (step 3). Since this is accompanied with a presinagg the gas will expand and
further increase the velocities in the riser. After the migjoof the liquid and the gas has
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Figure 2.2: Graphic illustration of a slug cycle

left the riser, the velocity of the gas is no longer high erfotgypull the liquid upwards. The
liquid will start flowing back down the riser (step 4) and trec@amulation of liquid starts

again. A more detailed description of the severe sluggirenpmenon can be found in for
example Taitel (1986).

It is well known that riser slugging may be avoided by chokijdgcreasing the opening
Z) of the valve at the riser top. To understand why this is tleecaonsider a pipeline-riser
system in which the flow regime initially is non-oscillatori positive perturbation in the
liquid holdup in the riser is then introduced. Initially,etlincreased weight will cause the
liquid to "fall down”. This will result in an increased prag® drop over the riser because
1) the upstream pipeline pressure increases both due toressipn and less gas transport
into the riser because of liquid blocking and 2) the presatitee top of the riser decreases
because of expansion of the gas. The increased pressurwiirogrease the gas flow and
push the liquid back up the riser, resulting in more liquidhet top of the riser than prior to
the perturbation. Now, if the valve opening is larger tharedain critical valueZ...;;, too
much liquid will leave the system, resulting in a negativeidagon in the liquid holdup that
is larger than the original positive perturbation. Thus,vage an unstable situation where
the oscillations grow, resulting in slug flow. For a valve o less than the critical value
Z.it, the resulting decrease in the liquid holdup is smaller tharoriginal perturbation, and
we have a stable system that will return to its original, strgging state.
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2.3 Case Description

In order to study the dominant dynamic behavior of a typigel,simple riser slugging prob-
lem, the test case for severe slugging in OLGA is used. OLGRAdemmercial multiphase
simulator widely used in the oil industry. The nomenclatanel geometry for the system
are given in figure 2.3. The pipe diameter is 0.12 m. The fetathre system is nominally
constant at 9 kg/s, withl’;, = 8.64 kg/s (oil) andiV; = 0.36 kg/s (gas). The pressure after
the choke valve ;) is nominally constant at 50 bar. This leaves the choke vapeningZ

as the only degree of freedom in the system. The feed of oibasdnd the pressufg are
regarded as disturbances outside of our control.

In most real cases, the inflow is pressure dependé&iptgnd 1V depends orP;). This
has some consequences on the results presented laterchdpier, and will be commented
on when relevant. Real pipelines lie in hilly terrain whicloguce smaller terrain induced
slugs, but these are assumed to be included in the distwlgscription introduced later.

For the present case study, the critical value for the tr@msbetween a stable non-
oscillatory flow regime and riser slugging is at a valve opgid,..;; = 13%. This is illus-
trated by the OLGA simulations in figure 2.4 with valve opeysrof 10% (no slug), 20%
(riser slugging) and 40% (riser slugging).

Simulations, such as those in figure 2.4, were used to gend@bifurcation diagram in
figure 2.5, which illustrates the behavior of the system ekrerwhole working range of the
choke valve. For valve openings above 13% we have riser siggmnd the two solid lines
in figure 2.5 give the maximum and minimum pressure for théllaions shown in figure
2.4. The dashed line represents the (desired) non-oscilliow regime, which is unstable
without control. Since it is unstable, it is not normally ebgd in OLGA simulations, but
we were able to compute these values by initializing the Oli@@del to steady-state using
the OLGA Steady State Processor. Thus, for choke valve ngsrabove 13%, we have
two solutions for each valve opening; one stable limit cyahel one unstable steady-state
solution. For valve openings below 13%, the single soli@ liepresents the stable non-
oscillatory flow regime corresponding to the topmost sirakain figure 2.4.

2.4 Model Description

The primary goal of this chapter is to analyze the contrditgitproperties of a system with
riser slugging, and the type and complexity of the model waosk to use is affected by this
goal. First, we need a model that can be linearized, as tHgsssanethods are based on
linear models. This means that the internal states of theeiraltbuld be readily available
and that the model should be first-order continuous (at leasind the operating points).
The OLGA model is not suitable as the internal states are vaitadle. Second, we will
make simplifying assumptions that allows us to limit the pdexity of the model.

Two types of one-dimensional models are commonly used tcetmodltiphase flow; the
drift flux mode] with mass balances for each phase and a combined momentantda
and thetwo-fluid model with separate mass and momentum balances for each phase. Fo
the drift flux type model, one also needs algebraic equatielaing the velocities in the
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Figure 2.3: (a) Nomenclature used for the pipeline risetespsand (b) System geometry
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different phases. More details on the modeling of slug flow ba found in for example
Bendiksen et al. (1985) and Taitel and Barnea (1990).

In this work we use a simplified two-fluid model, where the @mation equations for
mass and momentum for the two phases are given by the folipRantial Differential Equa-
tions (PDESs):

% (arpr) + %8% (arprurA) =0 (2.1)
% (agpa) + %6% (agpcucA) =0 (2.2)
% (arprur) + %(% (apprujA) = —aLg—i + aLprgs — %TLUJ + %Ti (2.3)
% (agpcuc) + %% (achUéA) = —QGZ—I; + agpcYs — %TGw - %Ti (2.4)

The notation and details regarding closure relations andetiscretization etc. are given
in appendix A. The model has four distributed dynamicalest&t; p;, agpq, arprur and
aapaua), which together with the summation equation for the phesetibnsa;, + ag = 1
gives the phase fractions{, o), gas density ;) and both velocitiesu,, ug). We have
assumed the following:

e Incompressible liquid with constant densijty

e No pressure gradient over the pipeline cross-section,yimplequal pressure in both
phases at a given point in the pipeline

e No mass transfer between the phases

e No liquid droplet field in the gas

e Isothermal conditions

¢ |deal gas equation of state, corrected with a constant cessjiility factor.

e Flow out of the riser can be described by the choke valve midiel Sachdeva et al.
(1986), which is based on a no-slip assumption for the ligand gas and assumes
incompressible liquid and adiabatic gas expansion.

Horizontal and declined flow are fundamentally differeminfrinclined flow due to the
effect of gravity. Our model is based on stratified flow for bwgizontal and declining pipe
sections, and annular or bubbly flow for inclined pipe sewidr he flow regime change from
horizontal/declining pipe to inclining pipe does not irduze discontinuities, as this switch
is only dependent on geometry.

It is assumed that the same algebraic relations betweere gleasities, velocities and
friction are valid for all flow regimes, both horizontal anttiined. The expression for the
wetted parameter is the only difference between the regires bubble flow in inclined
pipes, the wetted perimeter is computed based on an aveuhideldiameter. For annular
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flow, the wetted perimeter is that of a gas core in a body ofdiglihe transition between the
two flow regimes for inclined flow is modeled using a sinusbideaighting function §in(z),
0 <z < ) and is assumed only to be a function of phase fractios (f (a;,)).

The model is implemented in Matlab.

2.5 Model tuning and verification

The model described above is similar, but significantly ifieol, compared to the one used
in OLGA. For the purpose of this work, the OLGA model is assdrteebe an accurate de-

scription of a real system, and data from the OLGA simulatiare used to fit the parameters
in the model (tune the model).

The level of tuning required for any mathematical model aejseon the assumptions
and simplifications made. In our case, we have assumed thétgthd density is constant.
In fact, the density varies weakly with pressure, and we rieetse a density that is repre-
sentative for the problem we are studying. The same can debaut the equation of state;
the ideal gas law is used for simplicity, and some tuning engéis molecular weight and/or
compressibility factor is needed as these change througihesystem. Other important tun-
ing parameters are the proportionality constants in tloéidn correlations and the average
bubble diameter for bubbly flow in the riser (for determinimgtted perimeter in inter-phase
friction).

Still, even with all these tuning factors, obtaining a godddi the data for all valve
openings is difficult. The system is distributed, and theaffof each tuning parameter
is not always clear. We have focused on achieving a goodtgtiedi fit to the data, as
we are mainly interested in studying the general behavi@uch a system. Also, we are
mainly interested in studying the unstable stationary afey points rather than the stable,
undesired slug flow. Thus, we want to fit the model to the statip (unstable) operating
line, the open-loop (uncontrolled) riser slugging datafiless importance.

The tuning was done by manually adjusting the model parasegng the bifurcation
diagrams as tuning aids. The resulting fit is illustrated guife 2.6, where the bold lines
are the reference data (OLGA) and the thin lines are computed the simple two-fluid
model. We see that the fit for the stable non-oscillatory flegime (at low valve openings)
is excellent, whereas there are some deviations for thefklugregime. Since the slug
flow regime is undesirable, these deviations are, as mesdtiabove, of less importance for
control purposes. Of more interest is the desired unstatieoscillatory flow regime. We
note that the fit is excellent for the riser top pressure (8du6(b)), but that there is a small
deviation of up to 1 bar for the inlet pressure in figure 2.6(a)

The deviation in pressure drop over the system is probaldytaithe assumption of no
mass transfer between the phases and the related assumiptionstant liquid density. If
mass transfer were included, the lighter components inithlveoald flash off as the pressure
drops along the pipeline. This would increase both the gadiém and the liquid density
and thus affect the pressure drop over the pipeline.
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2.6 Controllability analysis

The riser slugging case is interesting and challengingdatrol because it turns out to con-
tain many conflicting controllability limitations. The gsslugging phenomena is oscillatory,
and we find as expected that the unstable (RHP) pglase complex. The most serious chal-
lenge for stabilizing control (avoiding riser sluggingy,that there, for some measurement
alternatives, also are unstable (RHP) zerdecated close to the unstable (RHP) paoles
Let us first illustrate some of the controllability probletmg simulations before we review
some control theory.

2.6.1 Introductory open-loop simulations

The main objective for anti-slug control is to stabilize tien-oscillatory flow regime using
the valve positiorZ as a manipulated variable. In theory, for linear systemg,na@asure-
ment where the instability is observable may be used. Homveveractice input saturation
(in magnitude or rate) or unstable zero dynamics (RHP-zer@s) prevent stabilization.
To gain some insight into the latter, we show in figure 2.7 iheutated response to a step
change inZ att = 0 for four alternative measurements: Inlet pressuitg,(Riser base pres-
sure (Prp), pressure drop over topside choke valize{) and volumetric flow out of the riser
(Q). The responses are both for the simple two-fluid model (linies) and OLGA (bold
lines).

The valve position prior to the step B = 10%, and a2% step increase is applied,
so this it at a point close to instability. The simulationgwtthat the step change induces
oscillations, but because we are at a stable operating,gbege eventually die out. The
oscillations for the OLGA simulation have a period of a 25 uatés, corresponding to a
frequency ofp = 27/(25-60s) = 0.004s~*. The oscillations are a bit faster for the two-fluid
model, with a period of about 17 minutes corresponding t@equencyy = 0.006s.

For the three pressures, the main difference is for thealnmiéisponse shown at the right.
The Pg,, there is an immediate decreasing initial response and yecexo problems with
stabilization. ForP;, there is an effective delay of about 10 seconds, which walkenstabi-
lization a bit more difficult, but the time delay is probablgtdarge enough to cause major
problems. ForDP there is also an effective delay of about 2 minutes with the-fiwid
model and 4 minutes with OLGA, caused by inverse responsallfifor the flow@, the
response is immediate, but we note that the steady-statesyalbse to zero a§ eventually
returns to its original value. This means that contrabafannot be used to affect the steady-
state behavior of the system. The small steady-state gaig fe easily explained because
the inflow to the system is given, and the outflow must at stesaye equal the inflow.

The inverse responses in the time domain for the measurgmenD P correspond to
RHP-zeros in the transfer function model. Also, the shapéirverse response, with the
initial response is in the "right” direction followed by arection in the "wrong” direction,
indicate a complex pair of RHP-zeros. The transfer functicars be used to derive more
exact expressions for the deteriorating effect the RHPszbawe on control performance.
Such expressions are discussed next.
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2.6.2 Controllability analysis: Theoretical Background
Transfer functions

Consider a process= G/(s)u+ G,4(s)d controlled by the controlleK (s) yielding the input
to the plantu = K (s)(r — y — n). The closed-loop response is:

y=Tr+ SGsd—Tn (2.5)

whereS = (I + GK)~'andT = GK (I + GK)~! = I — S are the sensitivity and comple-
mentary sensitivity function, respectively. The inputhe plant is

u=KS(r—_Gud—n) (2.6)

In addition to the closed-loop transfer functions in (2.6)42.6), the transfer functiofGG
gives the effect of input disturbances on the outp(setG, = G in (2.6)). The transfer
functionsS, 7', K'S andSG can also be interpreted as robustness to various kinds ef-unc
tainty, where small magnitudes for the closed-loop trarfsfiections indicates good robust-
ness properties. For examplejs the sensitivity toward inverse relative uncertainty,jetih
is a good model of uncertainty in the pole locations (Skagkand Postlethwaite, 1996).
Thus, by obtaining the lower bounds for the closed-loopdi@nfunctionss, 7, K S,
SG, KSG, and SG,4, we can get information regarding both achievable perfocesand
possible robustness problems. We will consider bounds oa #), norm,
Ml = max, [M(jw),
bounds presented below are all independent of the contrglleind are thus a property of
the process itself. The bounds are, however, dependent ystensatic and correct scaling
of the process, which will be addressed after the boundsées introduced.

Lower bound on S and T

The lowest achievable peaks in sensitivity and complenngritanctions, denoted/g
andMry,..n, are closely related to the distance between the unstalde (g and zerosy;).
For SISO systems, Skogestad and Postlethwaite (1996) steavior any unstable (RHP)
zeroz;

2+ Di
1S le = Mamin = HLW @.7)

Note that the bound approaches infinityzaspproachesg;.

For systems with only one unstable zero, the bound holds egtrality. Chen (2000)
shows that the bound in (2.7) also applied|1d|.., and generalizes the bound to apply for
MIMO systems with any number of unstable poles and zeros:

MS,min - MT,min - \/1 + o2 <Q;1/2 ZPQ;1/2> (28)
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where the elements of the matria@s, @), and()., are given by:

(2.9)

The vectors, ; andy, ; are the (unit) output direction vectors associated witlz#rez; and
polep;, respectively. For SISO systems, these direction vectbesjaal 1.

Time delays pose additional limitations. Chen (2000) shaat the bound fol|T'|| . is
increased by a factde?’| for a single RHP-pole and by at least a factgr’| for multiple
poles.

Lower bound on K'S

The transfer functiori( S from measurement noiseto plant inputsu is at low frequencies
closely related to the inverse of the process transfer fom¢t. This can be seen by rewriting
KS = G 'T (usingGK S = T) and recalling that with integral actioff,(0) = /. Unstable
plants requires control and a connection betwégfandG ! is also found in the bound
(Havre and Skogestad, 1997; Havre and Skogestad, 2001)

1K Sl > [Gs(p) 7] (2.10)

whereG; is the stable version aff with the RHP-poles of7 mirrored into the LHP. The
bound is tight (with equality) for one real unstable ppld-or multiple and complex unstable
polesp;, Glover (1986) gives the tight bound

K5l 2 /oy U(G)) (2.11)

whereg ;; (U (G)) is the smallest Hankel singular value of the antistable @ia@.

Lower bound on SG and SGy

Chen (2000) reports that for any unstable zem G;

z + b

1SGlloe > [Gons(= |H | (2.12)
|Z _pz
|2 + pil

1SGdlloo > |Gams(z |H P (2.13)

where the subscript:.s denotes the stable, minimum-phase version of the transfetibn
(both RHP-poles and RHP-zeros mirrored into the LHP). Thesmd® are only tight for
one unstable zerg, but since they are valid for any RHP-zerahey can also be applied for
systems with multiple unstable zeros.
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Lower bound on K SGy

The stable, minimum phase pé#1,,,,s of G, can be regarded as a weight &rt. Thus, for
any unstable pole (Havre and Skogestad, 1997; Skogestad and Postlethwa@s):2

IKSGallss = |G (D) |Gams(p)] (2.14)

The bound is only tight for one real unstable pplé-or multiple and complex unstable poles
pi, the following bound is tight (Skogestad and Postlethw&@®5):

IKSGallse = 1/ay (U (GisG)) (2.15)

Pole vectors

For a plantG(s) with state space realizatiod( B, C, D), the output pole vectay,; for a
polep; is defined by (Havre and Skogestad, 2003)

Ypi = Ct; (2.16)

wheret; is the right (normalized) eigenvector corresponding;t¢At; = p;t;). Havre and
Skogestad (2003) finds, based on minimum input usage foiliztdion, that the measure-
ment corresponding to the largest element in the outputyedtors should be used for sta-
bilizing control. Correspondingly, for input selectiongetmput that has the largest element
in the input pole vector,,; = B¢;, whereg; is the left eigenvector of A’ A = p;q!),
should be selected. One limitation on the use of pole vedret the relationship between
the magnitude of the input usage and the magnitude of thevecters elements only holds
for plants with a single unstable pate In our case, we have a pair of complex conjugate
unstable pole;, but we shall see that the pole vectors still give some in&diom about
measurement selection.

Low frequency performance

Disturbance rejection is not strictly required for stabiig control. However, to avoid the
possible destabilizing effect of nonlinearity, the systmuld not "drift” too far away from
its nominal operating point. To achieve low-frequency perfance, the low-frequency gain
must be sufficiently large. Specifically, for perfect loveduency disturbance rejection, we
must requirdG(jw)| > |Gq4(jw)| at frequencies) > w, where|G,4| > 1.

2.6.3 Scaling

The models are scaled as outlined in Skogestad and Postig{2996), such that all signals
in the system should be less than one in magnitude. Thislistbahclude saturation effects
and to be able to compare signals of different magnitude.

The outputs are scaled with the maximum allowed deviatigargin tables 2.1 and 2.2.
Nonlinear effects cause the process gain to vary with vapenimg, and we find that the
gain is smallest for large valve openings. Therefore, wéedte input with the maximum
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allowed positive deviation in valve opening. For exampléhw nominal valve opening of
7 = 30%, the input scaling iD, = 70%.

There are several different sources for uneven flow into idex m a pipeline-riser sys-
tem. First, the feed into the pipeline itself can vary, causg upstream events (e.g changed
production rate, routing of a different subset of wells itiite pipeline or unstable wells). Sec-
ond, hydrodynamic slugging, caused by the velocity difieezbetween the liquid and the
gas, can occur in the pipeline and give rise to uneven flonallirterrain slugs, caused by
accumulation of liquid in local low-points in the pipelinegn create small or medium-sized
slugs in the pipeline. Flow variations into the pipeline assily represented as weighted
feed disturbances. To include the effect of hydrodynamittarrain slugging in the control-
lability analysis without having to include the physicdieets that cause these phenomena in
the model, we assume that the effect of hydrodynamic anditeimduced slugging can be
approximated as sinusoidal feed disturbances. Thus, wenasthat the feed disturbances
W andW are frequency-dependent. The disturbance weight

p— o2l F U GG+ Y (2.17)
(Zs+1) (s + 1)2

will give the disturbance distribution in figure 2.8. Thistirbance weight allows for a 20%
variation for the stationary value of the feed for each phasd has a peak in the frequency
range0.03s~1 - 0.2s~!, corresponding to slug periods between 3 minutes and 3®dsco

The downstream pressufg is scaled to allowed for a frequency-independent variation
of 1 bar.

10

10" E

107 E

Magnitude (abs)

107 : 1 0 1 2
10 10 10 10 10 10 10
Frequency (rad/sec)

Figure 2.8: Disturbance weight to allow for hydrodynamid aerrain induced slugs in the
feed pipeline
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2.6.4 Stability - Poles

When the valve opening is increased, the stationary opgratimt moves along the single
solid line in figure 2.6, through the bifurcation point atwalopeningZ..;; = 13% and
onwards along the dashed line for the unstable operatinggoAt the bifurcation point,
there is a pair of complex poles (eigenvalues of the statexmatof the linearized model)
that cross into the right half plane, as seen from the romidoplot in figure 2.9. This
indicates that the bifurcation point is a Hopf bifurcatiorhbmpson and Stewart, 1986),
which is also consistent with the shape of the bifurcatiopsna figure 2.6.

Note that, as expected, the frequency of the oscillatipns- (0.006s~1) observed for
the step change fro@ = 10% to Z = 12% in figure 2.7 correspond very closely to the
imaginary parts of the poles in the figure 2.9.

0.015
0.01}
0.005} \
2 \
2 Ofz=5% 7z=13% Z =100% T
= /
-0.005} /
-0.01t
-0.015 ‘ ‘ ‘ ‘ ‘
-2 0 2 4 6 8 10
Re(p) x10°

Figure 2.9: Open-loop root-locus plot with valve openitigas independent parameter. In-
stability occurs at foZ > 13%

2.6.5 Measurement evaluation

We will in the following study two different operating posjtone at valve opening =
17.5%, where the instability is fairly slow, and one at valve open = 30%, where the
instability is faster and stabilization is more difficulth&@ process modé&¥ and disturbance
modelG, is obtained from linearizing the discretized PDE model acbihese two operating
points.
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Figure 2.10: Minimum peaks d$| and|7T’| (as given by the relative distance between RHP-
poles p and RHP-zeros z) as function of pressure sensordadatpipeline

Pressure measurements are the most reliable measureorestthilizing these systems.
The location of the pressure sensor has a significant impeitieolocation of the RHP-zeros
and hence on the controllability of the system. In figure 2th@ minimal achievable peak for
the sensitivity functionsS andT’, Mg i = Mrmin from (2.8) is plotted against pressure
sensor location for the operating point with = 30%. Figure 2.10 show that pressure
measurements located in the horizontal or declining pathefpipeline (upstream of the
riser), have no RHP-zeros that limit performance. Howew&tha pressure measurement is
moved up the riser toward the choke valve, the fastest RH®meves closer to the unstable
pole, making stabilizing control more difficult.

Note that the effective time delay, which will increase as pessure measurement is
moved toward the pipeline inlet, is not included in figure@.Erom the step responses in
section 2.6.1, the effective time delay to the pipelinetirdeabout 10 seconds, which will
increaseMy,,,;, with a factor|ePil?| = e%01110 ~ 1.1. Thus, the line fotMs ..., = M1 min
in figure 2.10 should slope slightly upwards toward the irbet the time delay is not large
enough in this case to make a significant impact in this case.

For practical reasons, the pressure sensors are usualgtbat the pipeline inletH;)
and at the choke valveP(:). For some pipelines, there is also a pressure measurement a
the riser baseHr;). Since we assume constant pressty®ehind (downstream) the choke
valve, the pressure drop(P = Pr — F,) over the choke and the pressure in front of the
choke (Pr) are equivalent. In addition to these pressure measursmaatwill include the
density at the top of the risep{), the mass flow through the chokié’{ and the volumetric
flow through the choke(§) as measurement candidates for stabilizing control.




Table 2.1: Controllability data for the operating po#tit= 17.5%. Unstable poles agi =

0.0014 £ 0.0085:. T denotes RHP-zeros that are not important for the controllenob

Minimum peak$

Measurement Value Scaling, Smallest RHP-zefo Pole vectdt |G(0)]° | |S|=|T| |KS| |SG| |KSGq4 [SG4
P [bar] 70 1 99 0.36 18.9 1.0 0.03 0.0 0.06 0.0
Pry[bar] 69.5 1 1155 0.37 19.0 1.0 0.03 0.0 0.06 0.0
DP|bar] 1.92 1 0.01 £0.012 0.21 17.6 1.6 0.04 171 0.08 0.95
prlkg/m3 432 50 0.016 0.28 15 14 0.03 28.6 0.07 1.60
Wikg/s] 9 1 + 0.59 0 1 0.02 0 0.06 0
Q[m3/s] 0.0208 0.002 f- 0.51 1.8 1 0.02 0 0.06 0
Table 2.2: Controllability data for the operating poitit= 30%. Unstable poles gt =
0.0045 4 0.0108i. T denotes RHP-zeros that are not important for the controllenob
Minimum peak$
Measurement Value Scaling, Smallest RHP-zefo Pole vectot |G(0)|* | |S| =|T| |KS| |SG| |KSG4 |SG4|
P [bar] 68.7 1 98.1 0.30 3.3 1.0 0.30 0.0 0.35 0.005
Prpy[bar] 68.2 1 1140 0.31 3.3 1.0 0.28 0.0 0.33 0.004
DPbar] 0.66 0.5 0.0%0.01i 0.17 6.1 4.3 0.62 16.8 0.97 5.5
prlkg/m3] 427 50 0.015 0.27 2.6 0.18 0.64 146 0.55 4.7
Wikg/s] 9 1 4 0.63 0 1 0.17 0 0.32 0
Q[m3/s] 0.0211 0.002 f- 0.59 0.33 1 0.17 0 0.32 0.002

aWant these small
b\Want these large
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Tables 2.1 and 2.2 show the lower bounds on all the closeglti@msfer functions de-
scribed in section 2.6.2 for all the measurement candicgatésit both operating points. The
location of the smallest unstable (RHP) zero and the poleovestements, as well as the
nominal value, stationary gain and scaling fadigr(maximum allowed deviation) for each
measurement candidate are also included in the tables. dlloevihg conclusions can be
drawn from the tables:

e Itis theoretically possible to stabilize the system withtlaé measurement candidates
based since the input magnitude given|[#yS||., and|| K SG || are less than unity
for all measurement candidates.

e Upstream pressure measurememsdnd Pr;,) are well suited for stabilizing control
with a large steady-state gain and all peaks small.

e In practice, the pressure drop over the valie) and density at the top of the riser
(pr) should not be used for stabilizing control because of tigh Ipeaks fol.S|, |T|
(about 4) andSG| (about 20). The high peaks for these transfer function aneezh
by RHP-zeros close to the RHP-poles

e Flow measurements at the pipeline outlét or ) can be used for stabilizing con-
trol, also in practice. However, they both suffer from a eldés zero stationary gain
(IG(0)] = 0 and0.33, respectively), which means that good low-frequency (stea
state) performance is not possible. Note that the masslifdaas zero stationary gain
because we assume that the feed rate is constant. For réainsyshe feed rate is
pressure dependent, and there would be a non-zero loweineggain, but it would
probably still be too small to allow for low-frequency penftance.

e The pole vectors give the same general conclusions as tbed:loop peaks, but since
the link between pole vectors and measurement selectignhohds for plants with a
single unstable pole, the difference between the pole vetéments for the good and
the bad control variables is not very large.

2.6.6 Controllability analysis of flow control (y = Q)

From table 2.2, the potential problem with flow contrgl=€ @) is a low steady-state gain.
To confirm this, we show in figure 2.11 the Bode magnitude pldheflinear scaled process
modelG(s) obtained at the operating poidt= 30%, together with the modelS;; _5(s) for
the disturbances. The disturbance gain for the flow dishabsare high for low frequencies
and drops off sharply above abaut= 0.2. Abovew = 0.2, flow disturbances are effectively
dampened through the pipeline. The downstream pressurgltiscer, does not pose a
problem for control. Note that the high-frequency gain fos disturbance is unrealistic, and
stems from the fact that we used a constant scaling overajliéncies.

Thus, if the volumetric flowy = Q) is chosen as the primary controlled variable, the
controller will not be able to suppress low-frequency dis&unces because the disturbance
gain is higher that the process gaj6,;| > |G|. This may cause a disturbance to drive the
operation into a point where the controller no longer masdgestabilize the process. This
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Figure 2.11: Frequency dependent gainifet () at operating poinZ = 30%

implies that this measurement is best suited to use in am lnop in a cascade controller,
rather than for independent stabilizing control.

2.6.7 Controllability analysis of upstream pressure control ( = P; or
y = Prp)

From tables 2.1 and 2.2, the upstream pressure measuremeamsl Pr, both seem to be
very promising candidates for control. In figure 2.12, wevshioe Bode magnitude plot of
the linear scaled process modé|s) for the inlet pressurg = P;, obtained at the operating
point Z = 30%, together with the model§,; _5(s) for the disturbances. The corresponding
Bode plot for the riser base pressuie £ Pg;) is almost identical. The process gain is
higher that the disturbanceg;| > |G|, for frequencies up to about = 0.15. Above this
frequency, the disturbance gain is lower than unity, antudisnce rejection is not strictly
needed. However, we will see in the next section that the petile disturbance magnitude
atw =~ 0.2 can, even if it is below 1, cause oscillatory flow out of thetegsand excessive
valve movement for the stabilized system.

The analysis has so far not considered the major differeeteden the measuremerits
and Pg;, Which is the effective time delay due to pressure wave grapan in the pipeline.
The simulations (both with OLGA and with the simple two-fluigdodel) in section 2.6
showed that there are virtually no time delay through therris the riser base measurement
Pry, Whereas the pressure wave takes about 10 seconds to pepagh to the measure-
ment P;. This imposes an upper bound on the closed-loop bandwidtheo$ystem, as we
need the crossover frequencyto be less than the inverse of the time delay. < 1/6. On
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Figure 2.12: Frequency dependent gaingfer P; at operating poinZ = 30%

the other hand, the instability requires a bandwidth of apipnatelyw > |p| for complex
unstable poles (Skogestad and Postlethwaite, 1996). Witk 0.01, this means that we
for this operating point would have to have a closed-loogsower frequency in the range
0.015 < w. < 0.1 when usingy = P;. For even longer pipelines than the one studied in
this example, the time delay may be to high for the inlet pres$o be used for stabilizing
control.

Thus, the analysis shows that the riser base pred3wrand the inlet pressurBg, are
good candidates for stabilizing control of these systens sWéuld be able to design a con-
troller that stabilize the system with little input usageattis able to effectively suppress
(low-frequency) disturbances, and that has good setpaicking properties. Our main con-
cern would be to suppress flow disturbances in the mediuhigiofrequency range (flow
disturbances witlhv ~ 0.2, meaning waves and/or hydrodynamic slugging with a perfod o
about 30 seconds).

2.6.8 Additional remarks

We have so far mainly discussed single input-single outBl&Q) control, but from the
above discussion, the measurements have advantageseirediffrequency ranges. An up-
stream pressure measuremeht ¢r Pr,) has excellent low-frequency properties, while a
measurement of the flow through the choke vatye( 1) has good high-frequency proper-
ties. Combining these two measurements in a cascade cenwok similar control scheme
that can utilize the benefits of both the measurement catedideould probably be a good
way to approach the problem. Such a scheme has indeed abeadyreported by Skofte-
land and Godhavn (2003) and Godhavn, Mehrdad and Fuchs)2B@%vever, analysis of
such systems is outside the scope of this chapter, and weetilin to this in chapter 5 and
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6.

It should also be mentioned that the operating poinfat 30%, used in the above
analysis, is a fairly aggressive operating point with e&y fast instability and low process
gain. If we were to perform the same analysis at the more ceaitsee operating point
(Z = 17.5%), the controllability of the system would be significantiyproved to a relatively
minor cost in terms of pressure drop.

2.7 Simulations

Since direct design of model-based optimal controllerscareplicated due to the complex-
ity of the model, simple Pl-controllers are used to illustrand confirm the results from
the controllability analysis in section 2.6. The simulasause the simple two-fluid model
described in section 2.4. One reason for not using the OLG#Aatns that it is difficult with
OLGA to impose the type of disturbances we want to considechapters 5 and 6, where
the focus will be more on controller design and less on cdlatsiity analysis, we will test
our controllers on the reference systems against whichwieeg tuned.

2.7.1 Stabilizing pressure control { = F;)

A simple feedback PI controller with controller gaii. = —0.3bar~! and integral time
71 = 500s stabilizes the system and give a crossover frequency. 6t 0.033s~! for the
operating point withZ = 30%. However, nonlinear effects make it difficult to stabilize
the process directly at this operating point from initiaées® slugging behavior. An easy
solution to this problem is to initially stabilize the pr@seat a less aggressive operating
point and then change the pressure setpoint gradually tio gje¢ desired operation point.

In figure 2.13, the process is started up without control w&ittonstant valve opening
of 7 = 30%. Att = 30 min, the controller is turned on with a setpoint of 70 bar and we
see that the PI controller stabilizes the system# At 120 min the setpoint is changed to
the desired value of 68.7 bar. We have attempted to représemeal-life hydrodynamic
slugging at the inlet by applying sinusoidal feed signale€aunter-phase for the gas and
liquid feed. The amplitude of the oscillations wetd 00% of its nominal value, and the
frequency wer@.2rad/s. The controller manages to keep the process stable evetheih
large disturbances, but the valve movement and flow odoitiatat the outlet might be a
problem.

2.7.2 Stabilizing flow control (y = Q)

To stabilize the process by controlling volumetric flaw we use a simple feedback Pl
controller with gainK, = 80m~3s and integral timer; = 500s. We added a lag filter
with two poles atv = 0.5s7! to the controller to avoid sensitivity to noise. The crossov
frequency for this system is, = 0.28s71. The setpoint for the flow is reached quickly, and
the disturbance rejection is far better than the above cébepnessure control. However,
the low-frequency (stationary) behavior of the system ig/\@uggish, as expected from
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Figure 2.13: Simulation of stabilizing pressure contmpl=£ P;). Controller turned on at
t=30 min. Setpoint change at t=120 min.

the controllability analysis. This is illustrated by th@wlreturn of the pressuré™) to its
steady-state. This could at least partly be remedied by #ar &aop, but the response time
would depend on the input to the outer loop.

The poor low-frequency response is further illustrated pglyng a 10% reduction in
the liquid feed rate. As shown in figure 2.15, the system ufider control goes unstable
because the control system cannot suppress the disturb@himoves the system away
from its nominal operating point and into an operating ragidere the controller no longer
can stabilize the system. The pressure control system hpsobtems in dealing with the
step in the liquid feed rate.

2.8 Comments on model complexity

The PDE-model used in this chapter is discretized in spatetsform it into a system of
ODE's that is needed for conventional controllability grséé and controller design. The
drawback of this model structure is that the model ordetésianension) of the resulting
system of ODE’s is high, and the direct numerical optimaatheeded for design of (opti-
mal) model based controllers gets complicated. Additigndue to high model order, any
controller based on a systematic design procedure, sucl@&sdontrol, will have a high
number of states. This may be partly remedied by model remtydiut other solutions may
also be conceivable.

The Bode diagram for the linear process model obtained artlumaperating point
Z = 30% with y = P; as measurement is given in figure 2.16. Both the phase and the
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Figure 2.14: Simulation of stabilizing flow control (y=Q). @ooller turned on at t=30 min.

Setpoint change

at t=120 min.

Pressure control

Flow control

75 75
T
2 70 70
e
65 65
0 50 100 150 0 50 100 150
0.05 0.05
)
™
E
o
0 0
0 50 100 150 0 50 100 150
100 100
S 50 50
N
0 0
0 50 100 150 0 50 100 150
Time [min] Time [min]

Figure 2.15: Simulation of step in liquid feed at t=120 mlastrating low-frequency distur-

bance rejection problems with flow control
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Figure 2.16: Bode diagram for process mo@¢k), y = Py atZ = 30%

magnitude are relatively smooth, and resemble a significaimpler model than the one
used in this work. This leads one to suspect that the underlyiechanics of this process
can be described using a greatly simplified model. This simpis further strengthened by
physical arguments. The severe slugging is mainly a pratrdgn by the competing effects
of the pressure in the upstream (horizontal/declining) pathe pipeline and the weight of
the liquid in the riser. Since both pressure and gravity atk uantities, we should be able
to describe the process using greatly simplified model basdollk quantities rather than
the distributed model used in this chapter. Such a simplifredel will be introduced in
chapter 3.

2.9 Conclusions

We have shown that riser slugging in pipelines can be stailivith simple control sys-
tems, but that the type and location of the measured inptietadntroller is critical. Of the
possible candidates studied in this work, only an upstrealet ©r riser base) pressure mea-
surement and a flow measurement at the outlet are viabled=tedifor stabilizing control.

Use of an upstream pressure measurement works well fotiséioin, but is less suited
for suppressing high-frequency flow disturbances such adl $mdrodynamic slugs that
might be formed in the pipeline. It might also be a problemrmgdhe inlet pressure as a
primary control variable for long pipelines due to the timedday associated with pressure
wave propagation.

Use of an outlet flow measurement is effective for suppressigh-frequency flow dis-
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turbances. However, the low-frequency disturbance riejeeaind setpoint tracking properties
are poor, and this makes a stabilizing controller based opside flow measurement a vi-
able option only if it is used in combination with another m@@ment (for example cascade
or SIMO control).

The analysis of the properties of this system reveals tlatitiderlying mechanics of the
system probably can be described by a simpler model tharlDBEeldased model used in this
work.
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Chapter 3

A low-dimensional dynamic model of
severe slugging for control design and
analysis

Espen Storkaas and Sigurd Skogestad

Based on a paper submitted to SPE Journal

Abstract

A novel simplified dynamic model of a pipeline-riser systemiser slugging conditions is introduced. The
model covers the stable limit cycle known as riser sluggarmg even more importantly for control purposes,
predicts the presence of the unstable but preferred stagidiow regime that exists at the same boundary
conditions.

The model has only three dynamic states, namely the holdugesaand liquid in the riser and the holdup
of gas in the upstream pipeline. The most important adjls{adrameters are the "valve constant” for the flow
of gas into the riser and two parameters describing the flisiiloution in the riser.

The model has been fitted to data both from an OLGA test casexpetiments. We have in all cases
achieved good agreement with the reference data. The maddbden further verified by showing that its
controllability predictions are almost identical to thasfea more detailed two-fluid model based on partial
differential equations.
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3.1 Introduction

To design efficient control systems, it is advantageous Ye hagood model of the process.
Here, the word "good” must be seen in context with how the rhadesed. For control
purposes, it is important to concentrate on the physicahpimena that are significant at the
relevant timescales for control. This allows us to use sampiodels for control purposes
than for more detailed simulations.

In chapter 2, a PDE-based two-fluid model was used to showitbet existed an unsta-
ble non-oscillatory flow regime at the same boundary comaktias riser slugging in pipeline-
riser systems, and that simple control systems could betos&dbilize this unstable oper-
ating point. It was also found that the model was unnecdgsasmplex for performing
controllability analysis and controller design for a pipetriser system. Based on the fre-
guency response for the linearized two-fluid model, it wasctaded that a simplified model
could be used to describe the process.

The objective of a control system design to avoid riser shugcs to stabilize the unstable
operating point and by that avoiding riser slugging. Thevaht timescale for control is
then the time it takes for the instability (riser slug forioa) to evolve. Recall from chapter
2 that the unstable poles for an industrial-scale systemah&idquency of about 0.005-
0.01s7!, corresponding to about 100-200 seconds. This means thatkkvant timescale
for stabilizing the flow in such pipeline-riser systems islo@order of a few minutes. Based
on that timescale, physical phenomena whose dominant dgabbehavior is in the order
of a few seconds in industrial-sized systems can be regaslettantaneous. Note that this
does not limit the models applicability for smaller, lakakesystems since the timescales for
both the control problem and the relevant physical phenanage relative to the size of the
system. Thus, the timescale of the riser slugging probldéowalus to use a simple "bulk”
model of the distributed system with only three states.

We did not find any published simplified dynamic models of riskigging that were
suitable for control purposes. A related phenomena is ilgtain gas lift systems, and
our starting point was simplified models for this (Jansen.etlQ99; Eikrem et al., 2004).
However, direct extension of these models was not sucdessfd we had to include new
mechanisms for riser inlet blocking and "entrainment” ia tiser.

After developing the simplified model, we proceed to show tha model predicts sys-
tem properties relevant to control which are very similathose found using the more
complicated distributed model used in chapter 2.

3.2 Model Description

The conventional multiphase flow models (e.g. the two-flumbel used in chapter 2) use
distributed conservation equations and are developed/r tioe behavior of two-phase flow
in pipelines over a wide range of pipe geometries, flow regiare boundary condition. We
are looking for a simple model that predicts the followingomntant characteristics of the
riser slugging system (in order of importance):

1. the presence of the (desired) unstable stationary saltiow regime) at the same
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boundary conditions as those corresponding to riser shgggi

2. the dynamic behavior of the unstable points (i.e. thereatd the transition from
smooth flow to riser slugging)

3. the stability of the flow regimes as function of choke vadpening

4. the amplitude/frequency of the oscillations of fully deped riser slugging

The order of the items above show that we for control purpasesnore interested in the
desired (open-loop unstable) flow regime than the natuoaltyirring (open-loop stable) riser
slugging. This is because the purpose of the model is to belaadelp us avoid the riser

slugging and by that ensure smooth operation. A paralléhigodan be found in everyday
life; if you are teaching someone to ride a bike, you are teagctinem how the bike behaves
when they have mastered the balancing act of riding the lileedesired unstable operating
point), not how it behaves when it lies on the ground (the sindd slug flow).

3.2.1 Assumptions

The model is based on the setup depicted in figure 3.1. The asaumptions are:

Al Neglected liquid dynamics in the upstream feed pipelinat is, constant liquid
velocity in this section.

A2 Constant gas volumg;; (but possible varying mass of gas) in the feed pipeline.
This follows from assumption Al if we also neglect the liquaume variations
due to variations in the liquid level, at the low-point.

A3 Only one dynamical stater{(;) for liquid holdup in the riser section. This state
includes both the liquid in the riser and in the low-pointtgat (with level h;)

A4 Two dynamical states for gas holdumd; andmgs), occupying the volumes
V1 and Ve, respectively. The gas volumes are "connected” by a pressoaw
relationship in the low-point.

A5 Ideal gas behavior

A6 Stationary pressure balance over the riser (betweesymes”, and P,)

A7 Simplified valve equation for gas and liquid mixture leayithe system at the
top of the riser

A8 Constant temperature
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Figure 3.1: Schematic representation of model parameters
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3.2.2 Model fundamentals

The model has three dynamical states, as stated by assaspidoand A4
e mass of liquidm, in the riser and around the low-point
e mass of gasng; in the feed section
e mass of gasng- in the riser

The corresponding mass conservation equations are

0

EmL = WL, in — WL,out (31)
2m = Wgin — W (3.2)
ot G1 — W@G,in G1 .
s = wen - (3:3)
atmGQ = Wx Wa,out .

Based on assumptions Al - A8 and figure 3.1, the computationost wf the system
properties such as pressures, densities and phase feaat®then straightforward.
Some comments:

e The stationary pressure balance over the riser (Assumppis assumed to be given

by
Py — Py = pgHs — prgha (3.4)

Herep is the average mixture density in the riser. The use of aostaty pressure
balance is justified because the pressure dynamics arécagtiy faster than the time
scales in the control problem. For long pipelines, it mightlecessary to add some dy-
namics (i.e. time delay) between the pipeline pressbrgdnd the measured pressure
if the pressure sensor is located far from the riser.

e The boundary condition at the inlet (inflow; ;, andwy, ;,,) can either be constant or
pressure dependent.

e A simplified valve equation for incompressible flow is usedéscribe the flow through

the choke valve,
Mmiz,out = Klz \V PT (PQ - PO) (35)

If a more accurate description of the flow out of the systemeisded, the Sachdeva
model (Sachdeva et al., 1986) can be used.

e The most critical part of the model is the phase distribuéiod phase velocities in the
riser. The gas velocity is based on an assumption of purgiidinal pressure drop
over the low-point and the phase distribution is based omami@ment model. This
is discussed in more detail below.

The entire model is given in detail in Appendix B. A Matlab versof the model is
available on the web (Storkaas, 2003).
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3.2.3 Relationship between gas flow into riser and pressure drop

When the liquid is blocking the low point( > H; in figure 3.1(a)), the gas flow; is
zero.
wag1 = 0, hl Z H1 (36)

When the liquid is not blocking the low poink{ < H, in figure 3.1(b)), the gas will flow
from Vi, to Ve with a mass ratevs [kg/s]. From physical insight, the two most important
parameters determining the gas rate are the pressure deopihevlow-point and the free
area given by the relative liquid level/{, — h,)/H,) at the low-point. This suggests that
the gas transport could be described by a valve equatiormewthe pressure drop is driving
the gas through a "valve” with openirig/, — h,)/H,. Based on trial and error, we propose
to use the following "valve equation”:

wer = Kof (M) v/ pe1 (Py — Py — prgarHy), hy < H, (3.7)

wheref(h,) = A(H, — h,)/H, and A is the gas flow cross-section at the low-point. Note

that f(h1) = A(H, — h1)/H, is approximately quadratic in the "openingfl, — h1)/H.
Separating out the gas velocity wiil;; = vg1pc1 A yields

Hi—h; P1—Py—prgar, Ho
K H; PG1 hi < Hy

Vg1 = (38)
0 hy > Hy

3.2.4 Entrainment equation

The final important element of the model is the fluid distnbatin the riser. This distribution
can be represented in several ways. One approach is to upeg@aion to relate the liquid
velocity to the gas velocity and use the velocities to coraple distribution. This is similar
to the approach used in a drift flux model (Zuber and FindI&g5). We made several
attempts to derive a model based on this approach, but wésriocessful.
Another approach is to model directly the volume fractiotiauiiid (o, 1) in the stream

exiting the riser. We found that this approach was bettaéedudor our purposes. The liquid
fraction will lie between two extremes:

1. When the liquid blocks the flow such that there is no gas flgwimough the riser
(vg1 = 0), we havea;r = aj . In most cases we will then have only gas exiting the
riser (see figure 3.1(a)), and , = 0. However, eventually the entering liquid may
cause the liquid to fill up the riser and . will exceed zero. For more details, see
appendix B.

2. When the gas velocity is very high there will be no slip betwéhe phases,; = a;,
whereqy, is average liquid fraction in the riser.

The transition between these two extremes should be sma@thassume that the transi-
tion depends on a parametgas depicted graphically in figure 3.2 and represented by the
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entrainment equation

n

Trg (ap —agrp) (3.9)

The parameter. is used to tune the slope of the transition, as illustratdayure 3.2.

*
arT — aLT+

Entrainment transitions for different powers n of Vs,

No slip, o =a,

Figure 3.2: Transition between no and full entrainment

The final parametey in (3.9) must depend on the gas velocity in the system. Toéeri
this relationship, we note that the entrainment of liquictiy gas in the riser is somewhat
similar to flooding in gas-liquid contacting devices suchkligsillation columns. The flooding
velocity is equal to the terminal velocity for a falling ligldrop and is given by

Vf = kf pr_—GpG (310)

This expression only gives a yes/no answer to whether itaglitg @ > v;) or not (e <
vr). To get a smooth transition, we use the square of the rativeohternal gas velocity,

2
to the flooding velocity,. Thus,q = k (%) and introducing; from (3.10) gives

K 2
g = =Pt (3.11)
PL — PG1

whereK3; = k/kj%. Equation (3.11) combined with (3.9) produces the tramsitepicted in
figure 3.2. The tuning parametéi; will shift the transition along the horizontal axis.
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3.3 Tuning Procedure

The simplified three-state model contains four empiricahpeeters that can be used to tune
the model. These ard{; in the choke valve equation (3.5); in the expression for internal
gas velocity (3.8) and(; andn in the entrainment model ((3.9) and (3.11)). In addition,
some of the physical parameters that are assumed constet model are varying in the
real system, and the values for these parameters can alsifuiséea to improve the fit to the
reference data. These physical parameters include thage/erolecular weight of the gas,
Mg, and the upstream gas volung;.

The tuning of the model will depend on the available dataldrdata for the real system
is obviously the best alternative, but sufficient data islsaavailable for industrial systems,
especially for riser slugging. An alternative approacloisibtain data from a more detailed
model, for example a commercial multiphase simulator sscDIaGA, that is tuned to give
a reasonably accurate description of the system. This approan provide reference data
over a wide range of operating conditions and valve openwitgsut the prohibiting costs
associated with field test.

The analysis of a riser slugging system in chapter 2 showgtibasystem goes through
a Hopf bifurcation at the transition from the stable flow regito riser slugging. Here the
system must have a pair of purely complex eigenvalues (poléss fact restricts the solution
space for the stationary solution (the zero solution of)(33.2) and (3.3)) at the bifurcation
point.

Our tuning strategy is to identify the bifurcation pointrindhe reference data and use two
measurements (for example the upstream pred3uaad the topside pressufg) to fix two
degrees of freedom in the stationary solution of the molglandh, are strongly correlated
through (3.7), and since the stationary valuéipfs bounded in the intervdl < h; < Hy,
it is easier to assign a value tg than to K, when tuning the model. Thus, fixing, and
iterating on the value fon to obtain purely complex eigenvalues allows us to fiid K,
and K5 from the stationary solution of the model. Finally, the valised for; and possibly
the physical propertied/; andV;; can be adjusted to to get an acceptable fit of pressure
levels, amplitudes, and frequencies for other valve opgin

Note that since the pipeline leading into the riser is tréas one control volume, we
cannot model variations in pressures etc. along the pipeliinis means that we can only
tune the model to data from a specified point in the feed pipeli

3.4 Model verification

For verification, the model is fitted to experimental datarfra medium scale loop (15 m
riser) and to the OLGA test case (300 m riser) used in chapt&i&rtsen and Skogestad
(2005) have also fitted the model to experimental data fronméaop (1 m riser) with good
results.
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Table 3.1: Parameters identified to fit experimental Tilletad

Parameter Value Unit
K in choke valve equation 0.0014 m™?
K5 in the expression for internal gas velocity (3.8) 2.81 -
K3 in the entrainment model (3.11) 16.7 s*/m?
n in the entrainment model (3.9) 1.75 -
Upstream gas volumg, 0.80 m3
Molecular weight gas/. 146.1 kg/kmole

3.4.1 Experimental Tiller data

The experimental data were obtained from recent expersneetformed by Statoil at a
medium scale loop at the SINTEF Petroleum Research Mult@RExsv Laboratory at Tiller
outside Trondheim, Norway. The loop consists of a 200 médag slightly declining feed
pipeline entering a 15 meters high vertical riser with a oaintalve located at the top. The
fluids used ares Fg for the gas and Exxsol D80 (a heavy hydrocarbon) for the digifter
the riser the mixture enters a gas-liquid separator with\emage pressure of 2 bar. The
inflow into the feed pipeline is pressure dependent. Morerination on these experiments
can be found in Skofteland and Godhavn (2003), Fard et ad3Rand Godhavn, Mehrdad
and Fuchs (2005).

The experimental data consist of four data points for nasllasory flow, where one is
for stable flow, one is the bifurcation point and the last tvainp are for stabilized (open-
loop unstable) operation. In addition, data for riser slaoggvith 100% open choke valve
are available. The experimental data are represented lnpteen figure 3.3, where the two
dots atZ = 100% represent the maximum and minimum pressure in the slug.cycle

As seen in figure 3.3, we were able to obtain a very good fit withsimplified model
to the experimental results using the tuning procedureritextin section 3.3. The model
parameters from the tuning are given in table 3.1. More ingmly, the controllers designed
based on the simplified model reproduced the stability tesainfirmed experimentally. In
fact, the optimized controller tunings found using the madatched the ones found to be
optimal from the experimental work.

Note that this is the only case studied in this thesis whezddhd flow is pressure de-
pendent. However, the inflow mechanism seems to have litfleeince on the controlla-
bility. An analysis of the model gives the same general aiafpility findings and local
(linear) behavior as for the simulated OLGA test case witistant inflow studied chapter 2.
The only major difference is that, as expected, the lowtfegrpy gain associated with flow
measurements at the outlet is larger when the inflow is presiependent. However, the
low-frequency gain is still low, so the controllability gyl@m remains.
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Figure 3.3: Bifurcation diagram for the Tiller experimendalta

3.4.2 Simulated OLGA test case

The test case for riser slugging OLGA, also studied in chradtés used as a second veri-
fication case. The case geometry and nomenclature is shofigune 2.3 (page 14). The
relationship between the nomenclature used in the moder¢ig.1) and the nomenclature
used for the physical system depicted in figure 2.3(a) arengiv table 3.2.

Model Tuning

The model was tuned as outlined in section 3.3 and resultéttiparameters given in table
3.3. The reference data was from OLGA simulations consistedta both for riser slugging
and for the stable and unstable regions of the stationaryréégiume. The unstable stationary

Table 3.2: Nomenclature for physical system and moté€nly one of these pressures can
be described by the model.

Description Physical system (figure 2.3(a)) Model (figur® 3.
Topside pressure Pr Py
Topside density T P2
Riser-base pressute Pry, P,

Inlet pressuré Py P
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Table 3.3: Parameters identified to fit the simulated OLG/Adat

Parameter Value Unit
K in choke valve equation 0.0054 m~
K5 in the expression for internal gas velocity (3.8) 6.84 -
K3 in the entrainment model (3.11) 0.11 s?/m?
n in the entrainment model (3.9) 2.3 -
Upstream gas volumg 12.64 m?
Molecular weight gag/ 20.6  kg/kmole

operation points were obtained using the OLGA Steady StedeelBsor. The bifurcation

point were identified to be at a valve openingbf= 13%, and the corresponding values for
the inlet pressuré’; and pressure drop over the valizd® were used to obtain a first tuning
of the model.

Comparison with OLGA reference data and two-fluid model

In figure 3.4, the bifurcation diagrams for the inlet pressty and the topside pressufg
predicted by the simplified 3-state model are compared taOth&A reference data and
to the data from the PDE-based two-fluid model used in chapteffor each model, the
solid lines represent operation with constant valve opgithout control). Riser slugging
is represented by two solid lines, and the system is odoidjdietween the maximum and
minimum pressure levels indicated in the bifurcation dags. The dashed lines indicate
the unstable stationary flow regime.

Figure 3.4 shows that the simplified model gives an excefletd the OLGA reference
data for the desired, non-oscillatory flow regime. The atagdé of the riser slugging is also
predicted with good accuracy. Figure 3.4(a) shows thatithelgied model actually gives
the correct pressure drop over the pipeline-riser systdmareas the more complicated PDE-
based model predicted the pressure drop to be about 5% tho Tlge pressure drop over
the choke valve in figure 3.4(b) fits the reference data fostagonary flow regime for both
models while there are some minor deviations for the risggghg regime.

The slug frequency is not included in the bifurcation diagrdut simulations show
that the simplified three-state model predicts a slug fraqué¢hat, compared to the OLGA
simulations, is about 10-20% too high for low-to-mediumgarvalve openings and up to
about 50% too high for large valve openings. The higher feegy probably comes from
neglecting the liquid dynamics in the feed section. Thisdssurprising since we have in
this case tuned to achieve a good fit for the amplitude, anchweeupstream gas volume is
fixed, we cannot fit both frequency and amplitude simultasou

3.5 Control properties of model

To further verify the model, we first investigate the opeogstep responses for the OLGA
test case for the 3-state model and compare these with théiuidanodel from chapter 2
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and with OLGA. We then compare the local (linear) behaviat tre controllability results
for the simplified model and two-fluid model at a valve openifid = 30%. We generally
find an excellent agreement with the significantly more cacapdd models, which is based
in quite different modeling assumptions. This further shdkat the simple 3-state model is
excellent for control purposes.

3.5.1 Open-loop step response

Figure 3.5 shows the simulated step response to a stepdrem 0% to Z = 12% at t=0 for
the simple 3-state model, the two-fluid model used in chaptand OLGA. The same step
response (without the 3-state model) was used in sectioh B @ain some insight into the
dynamic behavior of the different measurement alternative

We observe the following for the 3-state model:

e The oscillations have a frequency that is similar to OLGA jekhindicates that the
imaginary parts of the poles responsible for the oscillatehavior have almost the
same magnitude.

¢ An effective time delay of about 10s is missing in the respdosy = P;

e The effective time delay ip = D P, which is caused by unstable (RHP) zero dynam-
ics, is 1-2 minutes. This is similar to the two-fluid modelt bhorter than in OLGA.
Also, the inverse response in the 3-state model has a shaipis ttonsistent with real
RHP-zeros, whereas the other two responses are indicatoagslex RHP-zeros.

e The response fay = (@ is very similar to the two other models.

3.5.2 Frequency response comparison

Figure 3.6(a) shows the Bode plot with the valve openihgs input and the inlet pressure
Py as output for the simplified model (solid lines) and the twoeflmodel from chapter 2
(dashed lines). Recall th&; was identified in chapter 2 as a good candidate for stalgjizin
control.

The step responses in the previous section show that a tilag aleabout 10 seconds is
missing in the simplified 3-state model. The time delay is ugressure wave propagation
through the pipeline. Time delay manifests itself in a Bod# pk a drop in the phase and
is evident in the lower part of figure 3.6(a). For a time del&gplooutd = 10 s, the phase
should theoretically drop abo&?°® atw = 1/ = 0.1 and drop sharply after this. This is
consistent with the phase behavior of the two-fluid modelteNbat this delay may easily
be added to the simplified model to improve its behavior.

Another difference is a drop in the process gain (magnitémieligh frequencies in the
two-fluid model. This drop in gain is a dampening effect thatuwrs due to the dynamics in
the feed line which is not included in the simplified model.wéwer, this damping occurs
at higher frequencies than the desired bandwidth of theraloptoblem, and the model
deviation is therefore not important.
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A third difference is that the simplified model has a higheinga the frequency range
around the instability. The reason for this is not clear, exedmake no claim as to which
model gives the right representation of the gain. Howeverwil show later in the thesis
that effective and robust controllers can be designed bas#tk 3-state model, which serves
as a strong indication that the gain representation is neddyp correct.

Figure 3.6(b) shows the Bode plot with the valve openihgs input and the volumetric
flow through the choke valv@ as output. The differences are small, except for a higher gai
around the frequency of the instability.

Figure 3.7 shows the corresponding responses for distaelsan liquid feed ¥';), gas
feed (V) and downstream pressurgyj. As above, the deviations between the simplified
model and the two-fluid model can be explained by the diffeean feed-line dynamics.
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3.5.3 Controllability analysis

In chapter 2, the lower bounds on the transfer functiofis, K.5, SG, KSG4andSG, were
computed based on the two-fluid model. The lower bounds dastle as measures of the
achievable performance (e.g. the lower boundo$\; give the minimum input usage due
to disturbances) and a as robustness indicators §€:ds a measure of the sensitivity toward
inverse additive uncertainty). Values significantly higltigan unity for any of the lower
bounds on the closed loop transfer functions are indicatadrcontrollability problems. The
pole vectors were also computed as a tool for measuremextisel

Chapter 2 considered the input presstyethe riser-base pressufg,, the pressure drop
over the choke valvé P, the density in the top of the riser-, the mass flow rate through
the choke valvél” and the volumetric flow rate through the choke valy@as measurement
candidates for stabilizing control of the pipeline-risgstem. The controllability analysis
concluded that the inlet or riser-base pressure were thentesmsurement candidates. The
flow-rate Q and W were also found to be good candidates, but only in an inngy in@
cascade controller due to poor properties at low frequencie

We here compare the models by computing the same bound&fsintiple 3-state model,
except that we omit the riser-base pressiipg from the analysis since in the simplified
model, Pr, ~ P;.

Tables 3.4 and 3.5 summarize the controllability result$ie two models at = 17.5%
andZ = 30%, respectively. The bounds on the closed loop transfer inmetand the pole
vectors are computed as described in chapter 2. Althougé #re some differences between
the two models, the conclusion is as before; we should m@blgicontrol the inlet pressure
P, and if that measurement is not available, we should use dhanetric flow (@ or the
mass flowlV in an inner loop in a cascade controller.

One trend is that the value foiing || K S|« (that is, the minimum peak fgix' S|) is
lower for the simplified model than for the PDE-based twoefloiodel. This is consistent
with the difference in peak gains observed form the Bode plots

For the measurement alternativ@$’ andpr, which both have unstable zeros, the value
for Mg yin = My min are lower for the simplified model than for the PDE-based rhfsdm
chapter 2. The reason is the difference in the location obittetable zeros, which are also
given in the tables. Foy = DP, the simplified model has real unstable zeros, whereas
the PDE model has a pair of complex unstable zeros that Igecho the complex pair of
unstable poles. This is consistent with the shape of thesevesponses in figure 3.5.



Table 3.4: Controllability data for the operating point= 17.5%. Unstable poles at = 0.0007 & 0.0073: for simplified model and

atp = 0.0014 + 0.0085: for PDE-based model.

Minimum peak$

Measurement Value Scaling Smallest RHP-2er@ole vector |G(0)|° | |S| = |T| |KS| |SG| |KSG4l |SG4
Prlbar] (3-state) 69.35 1 - 0.49 19 1 0.01 0 0.06 0
P;[bar] (PDE) 70 1 99 0.36 18.9 1.0 0.03 0.0 0.06 0.0
DP[bar] (3-state) 1.91 1 0.018 0.21 177 11 0.02 59 0.06 1.37
DPlbar] (PDE) 1.92 1 0.0%0.01i 0.21 17.6 1.6 0.04 171 0.08 0.95
prlkg/m?3] (3-state) 464 50 0.0045 0.35 1.4 1.2 001 274 0.06 2.25
prlkg/m3] (PDE) 432 50 0.016 0.28 15 1.4 0.03 28.6 0.07 1.60
Wlkg/s] (3-state) 9 1 - 0.64 0 1 001 O 0.06 0
Wlkg/s| (PDE) 9 1 - 0.59 0 1 0.02 0 0.06 0
Q[m3/s] (3-state)  0.0194 0.002 - 0.42 15 1 0.01 0 0.06 0
Q[m?/s| (PDE) 0.0208 0.002 - 0.51 1.8 1 0.02 0 0.06 0

Table 3.5: Controllability data for the operating poit= 30%. Unstable poles at = 0.0038 + 0.0115: for simplifeid model and at

p = 0.0045 + 0.0108: for PDE-based model.

Minimum peaks

Measurement Value Scaling Smallest RHP-zerBole vector |G(0)°| | |S| =|T| |KS| |SG| |KSG4 |SGy
Py[bar] (3-state) 68 1 - 0.32 3.4 1 011 0 031 0
Pi[bar] (PDE) 68.7 1 98.1 0.30 3.3 1.0 0.30 0.0 0.35 0.005
DP[bar] (3-state) 0.68 0.5 0.016 0.17 6.3 1.9 0.25 151 0.31 5.8
DPlbar] (PDE) 0.66 0.5 0.0%0.01i 0.17 6.1 4.3 0.62 16.8 0.97 55
prlkg/m?] (3-state) 459 50 0.0045 0.34 026 15 013 44 038 20
prlkg/m3] (PDE) 427 50 0.015 0.27 0.27 2.6 0.64 14.6 0.55 4.7
Wlkg/s] (3-state) 9 1 - 0.73 0 1 006 0 031 0
Wlkg/s| (PDE) 9 1 - 0.63 0 1 0.17 0 0.32 0
Q[m?/s] (3-state) 0.0196 0.002 - 0.47 028 1 009 0 031 0
Q[m3/s] (PDE) 0.0211 0.002 - 0.59 0.33 1 0.17 0 0.32 0.002

aWant these small
b\Want these large
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3.6 Conclusions

We have developed a simplified model of riser slugging slet&r controller design and
analysis. The model has three states and is based on 'phantmgeal’ modeling, where we
identify the major characteristics of the system at handdsmvelop a model that incorporates
these characteristics. The major characteristics of e slugging systems are the stability
of the flow as a function of choke valve position, the naturghef transition to instability
(Hopf bifurcation), the presence of an unstable steadgsalution and the amplitude of
the oscillations. It should be stressed that it is more irigmdrfor the model to describe the
(desired) steady state flow regime than than the (undeshegoehavior.

We have fitted the model to data both from an OLGA test case rama fnedium-scale
experiments. We have in both cases achieved good agreentietih@/data. It is our experi-
ence that the simplified model is easier to fit to experimedatd than the more complicated
PDE-based two-fluid models that are based on a more "rigbrepsesentation of the true
system. A controllability analysis shows the same resoltafPDE-based two-fluid model
and the simplified model, adding additional verificationtie simplified model. The model
has also been used for controller design (chapters 5 andi®pood results.

The model is available on the web (Storkaas, 2003).
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controllability and controller design
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Abstract

The conventional process controllability analysis on ingage has focused almost exclusively on signal
magnitudes. However, input rate can in many cases be mowriam, especially when large valves are used
for stabilizing control and/or for suppression of (relatiy) fast disturbances.

This chapter will introduce simple expressions for compyithe minimum input movement rate required
for control of both stable and unstable systems. The inpesrean be included in a frequency-dependent
bound on the input. The bound can be used for controllability analysis and dscontroller design.
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4.1 Introduction

Prior to designing a control system, there is a number of tqpresthat should be asked;
How well can the process be controlled? What control strectirould be used? How
might the process be changed to improve control? Theseigugesian be answered by a
controllability analysis (Skogestad and Postlethwai896) performed on the process prior
to the actual controller design. For example, design patenhéke the valve size (e.g. CV
value) that would ensure a controllable system can be datediby such an analysis.

In order to interpret the results from the controllabilityadysis, it is recommended that
the process models are scaled such that the signals havarsimaignitude. The models are
usually scaled such that the inputs and outputs are lesoti@im magnitude. For example,
u = 1 may imply that a valve is fully open and= —1 that a valve is fully closed. However,
if input movement rate is limited, then this should be taketio iaccount when scaling the
process.

The significance of the input movement rate is highly caggeddent. Small valves
with low pressure drop are usually fast-acting, and whern siadves are used to control
slow processes, the input rate is will probably not affeet¢bntrol problem. On the other
hand, the movement rate of large valves may be in the samedney range as the desired
bandwidth for the process. In these cases, the effect ofnijnat imovement rate may be
crucial.

The objective of this chapter is two-fold. 1) Find the minimunput movement rate
necessary to achieve the design targets for the contraéreyand then 2) design control
systems that explicitly takes the limited input movemeit iato account. The effect of a
limited input movement rate is especially important forbdtaing controllers for unstable
systems where input saturation can destroy the stabilif@egback effect of the control
system and thus cause instability.

Notation

We base the analysis on sinusoidal input (and output) Sgwhkrew(t) is a sinusoidal
signal with frequency and frequency-dependent magnitddg(w)|, u(t) = |ug(w)|sinwt.
The process gaifG(jw)| gives the frequency-dependent amplification of a sinusaigart
signalu(t) resulting in a output signal(t) with magnituddy,(w)| = |G (jw)||ue(w)].

4.2 Control limitations imposed by input magnitude con-
straints

The inputs are assumed to be limited by hard (magnitude)ti@nts of the kindu,,,;, <

u < umae. Then, without considering input movement rate limitaipthe process would
normally be scaled with the maximum allowable input chadgfe) = G(s)D,, whereG(s)

is the unscaled process transfer function &d= min(|wmin — Unom |, |Umaz — Unom|) Where
Unom 1S the nominal input magnitude. Taking the minimum allowsgossible asymmetry
in the input range. It is assumed in the remainder of this erdpat the models are scaled to



4.3. EFFECT OF INPUT RATE LIMITATIONS ON INPUT MAGNITUDE 59

take into the account the magnitude constraint on the infinss, to avoid input magnitude
saturation we will require
lup(w)| < 1 (4.1)

4.3 Effect of input rate limitations on input magnitude

When the input movement rate is limited, it is not possibleniplement sinusoids with
unit amplitude at higher frequencies. This is illustratadigure 4.1, where a sinusoidal
signalu(t) with unit amplitude is sent through a rate limiter which listhe slope of the
signal (44|) to be less that a valug,.., |%| < ... We see that input signalg(t) with
frequencies equal to or lower than= 1,,,, is unaffected by the rate limitations, whereas
rate saturation of signals with higher frequencies leadstoded output signals.

w=u
1 max

Figure 4.1: lllustration of rate limitation. Dashed linesisusoidal input, solid is output

The effect of the rate limitation in figure 4.1 is easy to expl& he slope of a sinusoidal
signalu(t) = |ug(w)|sinwt is % = |ug(w)|w coswt and hagu,(w)|w as its maximal value.
The rate limiter will not affect the sinusoidal signa(t) if |%%| < ., or, equivalently,
|up(w)|w < Umas- This gives the input magnitude limitation due to the ratetttion:

umam
up(w)| < - (4.2)

Combining the limitations from input magnitude (4.1) ancergt.2) yields

uow)] < min (“’j; 1) (4.3)

The maximum input magnitude in (4.3) is shown graphicallyigure 4.2 as a function
of frequency.

Instead of maximum rate,,,. on the input movement, we may specify the opening time
T;. If the inputs has been scaled in the range [-1, 1] as jusin@at| then the time to go from
a closed{ = —1) to an open¢ = 1) valve with an input rate,,,,. is

(4.4)
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max

Avialable input magnitude |u|
o
[y

0.01

Figure 4.2: Graphical illustration of available input mégde

4.4 Required input rates for stabilizing control

Saturation, whether it is caused by input magnitude or riatesually most critical for a
control system designed to stabilize an unstable plantdibaexk is needed, and stabilizing
control relies on constantly making small changes to thegs® inputs to keep the system
stable. If the input saturates, then the process is effdgtiopen loop” and the stabilizing
effect is lost (at least until the input comes out of satorgti Thus, for unstable plants, it is
important to avoid that disturbances or noise drive thetimio saturation. For an everyday
example of this, imagine balancing a stick in the palm of yleamd. This is normally quite
easy to do (at least with a reasonably long stick), but imagiot being allowed to move
your hand to the right? If the stick starts tilting to the tigou will clearly no longer be
able to keep the stick upright.

For a process$r(s) and disturbance modé&l,(s) (y = Gu + Gud), the closed loop
transfer function from disturbancgto plant inputu is K SG, and we have in terms of the
magnitude

uo(w)| = [KSGa(jw)] - |do(w)] (4.5)

For an unstable plant we need feedback and there exists a bmwed on|| K SG,||. for
any controllerK. With a sinusoidal disturbance of magnitudg(w) = 1 (d(t) = sinwt),
we have for any unstable pole(Havre and Skogestad, 1997; Skogestad and Postlethwaite,
2005),
max [up(w)| = [|KSGa(s) oo = |Gs(p) " Gams(p)] (4.6)
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Here, the subscript denotes the "stable version” of the transfer function (thePR}bles
mirrored into the LHP) and the subscripis denotes the "minimum-phase, stable version”
(both RHP poles and zeros mirrored into the LHP).

In terms of Laplace transformg, (2%) = su(s). Thus, the corresponding bound on the
input rate|du/dt| due to sinusoidal disturbances of magnitude 1 is

max
w

du
a‘ = [sKSGa(s)lloo > |PGo(p) Gams(p)] (4.7)

Equation (4.6) combined with the the magnitude limitatjoh < 1 yields the criteria for
stabilizing control without input magnitude saturation:

‘Gs(p)_lGd,msQ))‘ S 1 (48)

Correspondingly, equation 4.7 combined with the rate saturdemand%:| < t,,,, yields
the criteria for stabilizing control with input rate limttans:

‘st(p)_lGd,ms(pH S umam (49)

The bounds in (4.6) and (4.7) are only tight for plants withregke unstable pole. For
the general case, with multiple unstable poles or MIMO, tilWing conditions are exact
(Skogestad and Postlethwaite, 2005):

0 (U(G.G)) <1 (4.10)
oy (u (571G ims@)) < tunaa (4.11)

whereg ; (U (X)) is the smallest Hankel singular value of the antistableqfatte argument
X.

The same expressions can be used to describe the effecseftmoreplacing-, with v,
whereV is the noise model. For combined noise and disturbanceti@jeave may replace
Gd by [Gd N]T

Example 4.1 Consider the unstable proces§s) = %

oD SINCelGs(p) ™ Gams(p)| = 2005T11) — 0.44 < 1, itis possible to stabilize the process

without saturating the input if the input rate satisfigs.. > p|Gs(p) ' Gams(p)| = 0.22 sec’!. This
corresponds to an opening time of less tHgn= 2/0.22 = 9 sec. SinceG(s) contains only one
unstable pole, (4.8) and (4.9) are equivalent to (4.10) and (4.11) for Kaimele.

with disturbance mode¥ ;(s) =

4.5 Required input rate for performance

We do not only require stability, for control performance want the control erroe small.
We will here consider the required input usage for perfecttrad (¢ = 0). Note that, for
unstable systems, the performance requirements derivilagsisection come in addition to
the requirements for stability derived in the previous isect
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For perfect control{ = y — Rr = 0) of the planty = Gu + G4d, the plant input must be
u=G"'Rr — G'Gqd (4.12)

Thus, for perfect rejection of a sinusoidal disturbancénainplitude|dy(w)| = 1, we need
lup(w)| = |G'Gy4|. Perfect disturbance rejection is a reasonable assumatitow fre-
guencies if we require low-frequency performance. Howeperfect disturbance rejection
is unrealistic at high frequencies. If we assume that it eptable to have control error
le|] < 1 at high frequencies, then we do not need control at freqesratioveu, where|G|
drops below 1. To be able to achieve perfect control andfgakie input limitations in (4.3)
we must then require

G (ju)™! G (juw)] < min (“’; 1) Y < wg (4.13)

or equivalently, in terms of individual bounds,

m<ax|G(jw)*1 Gq(jw)| <1 (4.14)
wlwy

max e (jw) ' Gy (jw)| < timas (4.15)
w<lwy

The corresponding requirements for perfect referencé&itigcan be found by replacing,
by R in (4.14) and (4.15).

Perfect control can never be realized in practice, but tpatinsage is usually close to
what is needed in practice, as is also shown later in thistehad@dore exact requirements can
easily be derived for acceptable contrpl| (< 1), but the resulting bounds were not found
to be useful in our case. For an unstable system, the regamsnfior perfect control will
be stricter than the requirements for stabilization forcess where disturbance rejection is
needed for frequencies around the instabili,,..s(p) > 1). For processes where the dis-
turbance gain is low around the instabil{/,...s(p) < 1), the requirements for stabilization
(i.e. (4.9)) will usually be stricter.

Example 4.2 The required input rate for performance for the process from example 4.1

(G(s) = %, Gy = m, Wy = 0.78) with the reference modeR = ﬁ

(wr =0.1) are

o for perfect disturbance rejectioni, .., = 0.45 sec.”, corresponding to a opening time of
Tr = 4.4 sec.

e for perfect command trackingi,,.. = 0.0072 sec.”!, corresponding to a opening time of
Tr = 278 sec.

Thus, in this case, the requirement for perfect disturbance rejectionitdestthan the requirement
for stabilization.
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4.6 Controller design with input rate limitations

Designing controllers that satisfy the upper bounds ontimaie derived above requires a
systematic design procedure, especially if the availaipeti rate is close to the theoretical
minimum. To minimize the input magnitude for a process wiistutbances, the transfer
function K SG, should be minimized. Frequency-varying bounds on the irgudh as (4.3)
can be included by introducing a weidht,(s), |u| < |[W. !(s)|. The transfer function to be
minimized becomed®’, K SG,.

4.6.1 Input weight for controller design

For controller design, the bound in (4.3) can not be used agighwl¥,, since it has a
infinite-dimensional realization due to the break pointat ,,,.. Thus, a lower-order
approximation has to be used, and we use a first order lagdijigroximation

min(u ,1)%

Wi(s) =l s+1 (4.16)

1
j_w_|_1

Umax

max

w

which gives

The difference between the exact bound in (4.3) and the wéigh' is illustrated in
figure 4.3. Note that the approximation is conservative het the bound implied by the
weightWW,, is tighter than the actual bound.

Requiring|u| < W;!, with W, described by (4.16), results in the following bounds on
the input rate:

Stabilization:

timaz > |p| (|Gs (9) Gams ()| = 1) (4.17)

Perfect disturbance rejection:

Upae = Max
w<wy

w (G(jw)Galjw)* — 1)'1‘ (4.18)

Again, the required input rates for command tracking carobed for by substituting?
for G.

Example 4.3 For the unstable process in example 4.1 and 4.2, equation (4.17) givesttizonad
Umae > 0.4 for stabilization. For performance, (4.18) gives new bounds for perfesttithance
rejection, i, > 0.61, and for perfect command tracking,,., > 0.0069. The bounds using the
exact input limitation in (4.3) are 0.22, 0.45 and 0.0072, respectively. ®hadfor stabilization is
thus significantly increased when the approximate bound is introduced.



CHAPTER 4. IMPLICATION OF INPUT RATE LIMITATIONS ON
64 CONTROLLABILITY AND CONTROLLER DESIGN

Lag filter approximation
Exact bound

|ul

max

8______________

Figure 4.3: Exact bound and lag filter approximation

4.6.2 H., controller design

To illustrate the controller design procedure, we desigH.a controller that minimizes
|\W.KSG,||~ for the unstable process from example 4.1. The input ratidiion is set
to the minimum value computed from (4.17%),(,. = 0.4). The corresponding input weight
isW, = 2.5s + 1.

The’H., controller design was performed using thiefsyncommand in Matlab, yielding
the controller:

—0.01(10s + 1)(s + 1)(0.00025s + 1)
(1.55 + 1)((0.0035)2 + 0.0043s + 1)(0.0285s + 1)

Since the minimum input rate is used, the resulting frequeesponse fofil, K SG4(jw)|
is "flat” with |, K SG4l|~ = 1. This is not surprising sinc#&.,, controller design usually
results in flat responses if possible and the peak value ofagieen by (4.6) and (4.17) with
equality. This implies that the controller in (4.19) justmages to keep the input away from
saturation for sinusoidal disturbances of magnitude lefitiput limitations are described by
W;1. However, there is some conservatism introduced for fregies around.,,,,, through
the use of the lag filtefV, from (4.16) instead of the exact bound in (4.3). The transfer
function K SG, is plotted together with the input weigHt;! in figure 4.5.

Figure 4.6 shows a simulation where the process in figuresAsfabilized by the con-
troller in (4.19). A sinusoidal disturbance with magnitudeand frequency = 0.5 is im-
posed on the process. The upper plot shows the process @uitaie middle one shows the

K(s) =

(4.19)
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Figure 4.4: Unstable process from example 4.1
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Figure 4.5: Transfer functiok’ SG, from disturbancel to plant inputu together with input
weight W,
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controller output ¢) and the lower plot shows the difference, due to the rate amghitude
limitations, between the output from the controller anditiput to the plant. For the simu-
lation on the left hand side, the input limitation is setiltg/dt < ., = 0.4. The system is
stable, and the rate and magnitude limitations do not affecsystem at all. If the maximum
input rate is reduced by 30% to 0.28, as in the simulationsherright hand side in figure
4.6, the rate limitations results in saturation, and theéesysyoes unstable.

du/dt< 0.4 du/dt < 0.28
2 2
> 0 0
-2 -2
0 20 40 60 80 100 0 20 40 60 80 100
1 1
0.5 0.5
> 0 0
-05 -05
-1 -1
0 20 40 60 80 100 0 20 40 60 80 100
1 1
§ 05 0.5
<
=}
g 0 0
)
S5 —
3 -05 05
-1 -1
0 20 40 60 80 100 0 20 40 60 80 100
Time [s] Time [s]

Figure 4.6: Effect of input limitation oft{., stabilizing controller for example 4.1

This design has stabilization as its sole target. There angenformance or robustness
targets, and, as can be observed from the simulation in figérethe resulting controller
can not keep the output within its desired range ofy| < 1. Also, the design has other
weaknesses. For instance, the weighted closed-loop érafigiction from measurement
noisen to plant inputu, W, K. SN, whereN = 0.1 is the noise model, has a peak value of
|WL.KSN|~ = 922, indicating that the plant input would be very sensitive @asurement
noise. If the controller design targets is extended to alswmize ||V, K SN ||~ by solving
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the problemming || W, XSGy W,KSN ||_, then||W, K SGql|s and||W, K SN||s both
exceed unity (W, KSGyll. = 1.2 and||W,KSN|. = 1.26). To avoid input saturation
due to both disturbancesand noisen, the allowed input rate has to be increased by about
60% todu/dt < 1.6-tq, = 0.64 yielding||W, K SG4||- = 0.99 and||W, K SN||» = 0.99.

If performance targets in terms 6fare added to the design objective, the input rate has
to be further increased. The input rate requirement forguedisturbance rejection for this
plantisu,,., = 0.61 (example 4.3), and the combined effect of stabilization@erormance
requirements in addition to the effect of measurement neigas we will see in the next
section, require a input rate that is higher than the indi@idounds.

4.7 Input rate limitations for stabilization of slug flow

Stabilizing control of multiphase flow in pipeline-riserstgms at riser slugging conditions
provides a good and relevant example for illustrating theartance of input rate limitations.

The actuator in these systems is the valve opening of a ldgjeecvalve located on the top
of the riser. For safety reasons, the choke valves shoulddeeacting. The reason for

the safety restriction on the valve rate is that if the vaharevto open quickly at a time

when the pressure drop over the valve is high, flow in to thetis¢parator would increase
dramatically. This could result in overfilling or over-psesizing of the separator. Thus, we
would like to design a choke valve that is just fast enoughafdrieving the control targets,
and being able to quantify the required input rate may betecarifactor in the design of

stabilizing controllers.

The pipeline-riser system studied in chapters 2 and 3 pesvacsimple, yet representative
example of a case where riser slugging can be removed usibigiznhg feedback control.
We will use the model derived in chapter 3 to calculate theireq input rate for stabilizing
control of the pipeline-riser system.

The process is linearized around the operating point qooreding to a choke valve open-
ing of 30%, giving the (unscaled) process model from theevalpeningu = Z to the inlet
pressure measurement Py

O(s) = —4.87(260.85 + 1) 101
(0.218s + 1)(6808s% — 51.75s + 1)

The hat () is used to indicate that the model has not been scaled. Nate L0 second delay
is included the model. This is done based on the analysisapteh 3, were it was concluded
that, because of the neglected pipeline dynamics, a delapait 10 seconds was missing
in the simplified model.

The disturbance models from gas feed floWy;, liquid feed flowW; and downstream
(separator) pressui&, are

(4.20)

- 31.56(20.35—1)(0.2354+1) 1
(0.2185+1) (680852 —51.755+1)

éd(s) — 0.82(308+1) (4.21)

(0.2185+1) (680852 —51.755+1)

1.07(260.85+1)
| (0.2185+1)(6808s2—51.75s+1)
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Table 4.1: Minimum input rate for stabilization of the pipe-riser system. The disturbance
model augmented to include measurement na@isg,{, = (G4 NJ)

Bound EqQ. # e Opening Time [min]
1pGs(p) ' Gaaugms()]2 (4.9) 0.0074 4.5
1oy U (G;},aug,msGs'l)) (4.11) 0.0052 6.6

The plant input is scaled with the maximum positive inputidgen (70% = D, = 0.7), the
output is scaled with the maximum allowed deviatigh/; = 1 bar = D, = 1) and the
disturbances are scaled by the following scaling matrix

0.072(1%”0s+1) (%Hl)

0 0
(Zrs+1)(Zms+1)”
Dy = 1.728( 2 s+1) (25 s+1)
0 or 2 2 0
(%erl) (3—gs+1)
0 0 1

(10s+1)

The basis for the disturbance scaling is given in sectiorB2.Bhe resulting scaled models
are found a&¥ = D;'GD,, Gq = D;'GqDj.

The plant has a complex pair of unstable pojes= 0.0038 + 0.0115: and three dis-
turbances. To include the effect of measurement noise,iiierdance model is augmented
with the disturbance mod&¥ = 0.1. Table 4.1 shows the minimum input rates for stabiliza-
tion using the bounds in (4.11) and (4.9). The bound in (4 \i/h)ch applies for plants with
multiple unstable poles, is difficult to evaluate for noruare disturbance models and is thus
evaluated one disturbance at a time. The value 0.0052 fowdtinst disturbance is shown.
On the other hand, the bound 0.0074 in (4.9) applies to meldsturbances||d||. < 1),
but is not tight for multiple unstable poles. The actual edlor .., will therefore exceed
0.0074.

4.7.1 Design 1 - Stabilization with input limitation

For controller design, we use the approximate input linatatlescriptioniV,, in (4.16) and
the rate limitationz,,,, = 0.0103, which is obtained from (4.17). This resulting input weight
is W, = 97s + 1. The stabilizing controller is then found by solving the tohproblem

min || W,KSGy W.KSN || | (4.22)

The frequency response for the resulting controller is showthe top plot in figure
4.7. The input usage for the different disturbances are shawhe middle plot together
with the input weighti¥,!. The middle plot shows that neither the disturbante®r the
measurement noise can individually drive the input into saturation. This isnéomed by
the closed-loop norm§W, K SG,|| = 0.96 and ||W,KSN| = 0.96. The lower plot in
figure 4.7 shows the sensitivity functigh and the complementary sensitivity functi@n
The sensitivity functiort is high at all frequencies, which implies that there is nerefce
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Figure 4.7: Controller, input usage and performance for skegging case, design 1.

tracking properties in the design. This is not surprising¢e there are no low-frequency
performance requirements in the design.

Low-frequency performance is not strictly needed for diahg control, but without it,
the process might drift away from its operating point evensimall disturbances. This is
indeed what happens with design 1, as shown in figure 4.8,axfaer a result of a 5 %
reduction in the feed at t=1 h, the process drifts off andtipeii saturates. Thus, to stabilize
the pipeline-riser system in practice, a low-frequencyqgrerance condition has to be added
to the design.

4.7.2 Design 2 - Stabilization with input limitation and low-frequencgy
performance

To avoid the process drifting off from its operating poinpexrformance weight is added to
design problem. The weight
s/M + wp

W, =
Pros4whA

(4.23)
on the control erroe = r — y will demand the sensitivity functiol' to be less thaml at
low frequencies. At high frequencieS,is required to be less thal/. wj constitutes the
approximate bandwidth requirement for the closed loop ggec The control problem with
input and performance requirements is

min (4.24)

W, KSGy W,KSN W,KSR
W,SG,  W,SN  W,SR
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Figure 4.8: Simulation of riser slugging case with coneptlesign 1 showing that the oper-
ating point drifts off and the input saturates when the feed fk slightly reduced.

whereR is the weight for setpoint tracking.

With the extended control problem defined by (4.24), a highgut rate is required to
fulfill the design objectives. With\/ = 5, wi = 0.01, A = 0.1 andR = 1/(100s + 1)?,
the obtained peak values for the weighted closed loop afshctions for setpoint tracking
(W,SR), disturbance suppressio}SG,), input usage due to noisél{, /X .SN) and input
usage due to disturbancé®’ (K SG,) for different input rates are given in table 4.2. Table
4.2 shows that the required valve rate for achieving thegperdnce target whilst avoiding
input saturation i%,,,, = 0.021, a value 2 times higher than the one computed from (4.6.1).

From (4.15), the required input rate for perfect control led pipeline-riser system, is
Unee = 0.014. Thus, as expected, the combined effect of stabilizatiah disturbance
rejection requires a higher input rate than the individegjuirements for stabilization and

Table 4.2: Input usage and performance for increasing vakes
Upmag ”W SRHOO HW SGdHoo HW KSGd”oo ”W KSNHOO

0.012 0.34 1.29 1.40 1.38
0.015 0.27 111 1.22 1.19
0.018 0.22 0.99 1.09 1.06

0.021 0.19 0.89 1.00 0.97
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disturbance rejection.
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Figure 4.9: Controller, input usage and performance for skeyging case, 2nd design

Figure 4.9 shows the controller, the input usage and theitsgtysfunctions for the
controller designed based on the input rgtg, = 0.021. This control system should be able
to stabilize the system under the influence of all the distncdes considered in the design.
An interesting observation is that the structure of thelteguH ., optimal controller is very
similar to a PI controller with gain around 0.3 bayintegral time of about 200 seconds and
a lag filter on the measurement with a filter constant of abduséconds.

This example has shown that a theoretical lower bound onreitpgired input movement
rate can be computed for a "real” system. It has also shownadlsanore design objectives
are added, a faster and faster input is needed. We will nsuputhe controller design for
the riser slugging case further in this chapter, as thisfi$dea more thorough treatment in
the next two chapters.

4.8 Conclusion

Simple equations for computing the minimum input rate regpifor control of both stable
and unstable systems have been derived. For stabilizingot@f an unstable plant, the
minimum input ratei,,... iIs bounded by

‘st(p)_lGd,ms(p” S umam
Correspondingly, the minimum input rate for perfect disturbe rejection is bounded by

m<ax ’CUG (jtd)—l Gd (](.U)‘ < umax
w<wyq
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For an unstable plant, the requirements for perfect comtiiblbe stricter than the re-
qguirements for stabilization for process where disturleaegection is needed at frequencies
around the instability, that is, whe,,,.s(p)| > 1, approximately. For processes where
the disturbance gain is low at frequencies around the iilgjaf.e. |G4..s(p)| < 1), the
requirements for stabilization will usually be stricter.

The input rates can be included in a frequency-dependermghivéi, (s), which can be
used in controllability analysis and controller design.

Two examples have been provided that illustrate the impogaf the input rate. The
examples have also shown that if both input limitations aadgsmance requirements are
included in the controller design objective for an unstadbdent, the input rate must be higher
than the theoretical minimum for both stabilization and@enance.

For the simulated OLGA cases with riser slugging, which isduas the main case study
in this thesis, a minimum input rate i8,,, = 0.0074s~! for stabilization andi,,,, =
0.014s* for perfect disturbance rejection. THeé,, controller designed in this chapter,
with both input limitations and performance requiremenggjuired a valve rate af,,,., =
0.021s7 1,
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Abstract

Stabilizing PID anti-slug controllers are designed for tDEGA pipeline-riser system case studied in
chapters 2 and 3. The controller parameters are optimizeethan the simplified, three-state model developed
in chapter 3, and the choice of measurements are based oarttrelability findings from chapters 2 and 3.
The controllers are tested with simulations on both the Efiag@ three-state model, the two-fluid model from
chapter 2 and the OLGA model.

Control is based on manipulating the valve positian= 7). Single-loop (SISO) PID controllers based
on an upstream pressure measurement (nlet pressure’; or y = riser base pressuig;) perform well if
tuned to minimize| S| (the peak of the sensitivity functia$). Minimizing || 7|~ results in too aggressive
controllers. A flow controller (withy = @) can also stabilize the process, but the low-frequencyopeidnce
is, as expected, poor.

The stabilizing flow controller is, however, well suited asianer loop in a cascade controller (= Q).

If the inlet pressurey; = Pr) is used as the primary measurement in the cascade conttbéeperformance

is slightly improved over the SISO pressure controller. Aazale controller can also stabilize the process
with only topside (downstream) measurement by using thespre drop over the choke valveP or the
valve positionZ as a primary control variable/{). These controllers are, however, slower due to the intheren
controllability limitations in the process.
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5.1 Introduction

Chapters 2 and 3 dealt with modeling of and controllabilitplgsis for multiphase flow in
pipeline-riser systems at riser slugging conditions. Twfteent models were described,
a conventional two-fluid model and novel simplified dynamicdal with only 3 dynamic
states. For both these models, controllability analysisvsihat it should be possible to avoid
riser slugging in the system by stabilizing an unstable ajeg point that exists at the same
boundary conditions that uncontrolled would yield riseiggling. It has also been shown that
the choice of control variable is crucial. We now considerdesign of controllers based on
the controllability findings from these two chapters.

The focus of this chapter will be on PID controllers, eithersingle-loop or cascade
controllers. These controllers are by far the most commopractice, and can be easily
implemented in most control systems. The controller patareare optimized based on the
simplified model introduced in chapter 3, but the resultiogtmllers are tested on both the
simplified model, the two-fluid model used in chapter 2 as waeglbn the OLGA model that
provides the reference data for the model tuning. The udee¢tifferent models to test the
controllers provides some insight into the robustnessgnas of the controllers. Testing
the controllers designed based on the simplified model oerattodels also gives further
information regarding the quality of the simplified model.

We will first, in section 5.2, discuss the requirements fae@iizing control of a pipeline-
riser system. These requirements are based the set of pesfbat the resulting closed-loop
system should have in order to guarantee stable operatimtio8 5.3 deals with single-loop
(SISO) stabilizing PID controllers for three different nsagements alternatives, namely in-
let pressure B;), riser base pressurd’f,) and volumetric flow out of the riser)). We
will design PID controller with these measurements thattrtiee control requirements and
evaluate their performance. Section 5.4 deals with casoawateollers where the volumetric
flow @ is used as a secondary measurement in an inner loop. The padiofghis section is
to design controllers based on only topside measuremamds\aluate the performance of
these controllers compared to the controllers based onagmstmeasurements. This chapter
will thus give good insight into the achievable performamgth PID anti-slug controllers
for a wide range of control structures.

5.2 Control objectives

The main control objective for any stabilizing controllsrabviously to keep the process
stable. This implies that the (hominal) closed loop systeeds to have all its poles in the left
half plane (nominal stability, NS). Keeping the processlstavill also impose requirements
on the input usage, on low-frequency performance (at leastdnlinear systems) and on the
robustness of the system. These requirements will in tlcisogebe formalized to form a set
of control objectives for the controller design process.
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5.2.1 Input usage

All real processes have hard constraints on the inputsrdeted by the equipment used to
manipulate the process. A valve, which is the most commornpudated input in the process
industry, cannot be more than fully open or fully closed dret¢ is a limit to how fast it can
be opened. When the process input is at one of its constralrasis, it is saturated) it is
impossible to implement the action demanded by the congstes.

To ensure that the process inpustays away from saturation, we will require that nei-
ther the disturbance$ nor the measurement noisebring the input into saturation. The
closed-loop transfers functions from disturbances andsoreanent noise to process input
areK SG,andK SN, respectively. Assuming that the inputs are bounded byaut ieight
W.(s) such thatu(jw)| < |W,(jw)!|, and the model&’; and N contain scaling such that
the disturbance and noise signals are less than one in madgrit|, |»| < 1), input satura-
tion will be avoided if

W, KSGy| <1Vw o  |[WoKSGylle <1 (5.1)

W,KSN|<1Vw & |W.KSN|. <1 (5.2)

These two requirements will hence form a part of the desigeable for the controller
design.

5.2.2 Low-frequency performance

Low-frequency performance is not really a requirement tab#izing control, at least not
for linear systems. However, real systems are nonlineattathck of low-frequency per-
formance might cause the process to drift into an operagggn where the linear model is
not valid and the controller no longer manages to keep thegsostable. Thus, in practice
we need low-frequency performance to ensure stability.

A low value for the closed-loop transfer functichat low frequencies will ensure that
disturbances have little steady-state effect on the psod&’s will require

1S(0)] < 0.1 (5.3)

corresponding to less than 10% offset for a reference champes is consistent with the
performance bounds that will be used in the next chaptere Nawever, that we for most
of the PID-controllers used in this chapter include intégrion, which yieldsS(0) = 0.

5.2.3 Robust stability

Robust stability implies that the control system is able tantaén closed-loop stability even
though the plant on which it is implemented differs from theats design was based on.
Differences between the mathematical model of the plantthadactual plant are always
present, and it is important for the control system to berisg®e to these differences. For
the riser slugging case, one indication of robust stabiktyuld be that a controller that
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stabilizes the simplified 3-state model would also stapilize two-fluid model from chapter
2 and the more detailed OLGA model that provided the referelata.

In chapter 3, we compared the properties of the simplifiedaBsand the two-fluid
model. The comparison showed that there were some diffeseincthe pole and zero lo-
cations. There were also some differences in the process paiticularly at frequencies
around the instability. This indicates that there are som@®in the model which we may
represent as uncertainty.

Uncertainty can be represented in different ways (Skodemta Postlethwaite, 1996),
depending on the source of the uncertainty. Once the umuigria described, the block
diagram with uncertaintyA may be rearranged into the A-structure depicted in figure 5.1
to test for robust stability. Minimizing M ||, will maximize the robust stability, or more
precisely, maximize the allowed magnitude of the uncetyasnch that the system remains
stable.

Uy, Ya

Figure 5.1: MA structure for robust stability analysis

Table 5.1: Uncertainty sources, mathematical descriptiod transfer function to be mini-
mized.

Source Type Set of plants M
Relative gain and zeros  Multiplicative input Gy =G +wiAr) T
Relative pole location Inverse multiplicative inputz, = G(I + w;rAif)* S
Absolute gain and zeros Additive G, =G+ wisAy KS

Table 5.1 shows some sources of (assumed) model uncertamgorresponding uncer-
tainty type, mathematical representation of the set ofiptesplants, and the expression for
M. The resultingM for the three uncertainty sources &'e 7 and K'S, respectively. It
is, however, difficult to determina priori which of the uncertainties that are most limiting



5.3. SINGLE-LOOP STABILIZING CONTROL OF PIPELINE-RISER SYSTEMS
77

in practice. One simple approach is to design controlleraficthree G, 7"and K'S) and
evaluate the result by simulating on the three nonlineacgs® models (3-state, two-fluid,
OLGA).

5.2.4 Startup of anti-slug controllers

In most cases, the anti-slug controller can be started updiybfiinging the process into the
stable region by manually reducing the choke valve (seexamgle figure 2.5 on page 15)
and then turning on the controller to move the process to éisged operating point inside
the unstable region. However, this will result in an incezhpipeline pressure, which in
some cases may be a problem, and the controller may have told&abring the system
directly from riser slugging to the desired operating poirtt deal with this problem, Havre
and Dalsmo (2002) introduced a startup condition in theeuesl control system to ensure
that the controller was turned at a suitable place in the sjute. In this work we test the
controllers ability to bring the process from riser sluggto the desired operating point, but
we will not include any start-up design criteria in the cohtibjectives.

5.3 Single-loop stabilizing control of pipeline-riser systems

«0——{ PID | G .

I

Y

Figure 5.2: Block diagram for feedback control using a PIDtoaler and a measurement
filter F,

In this section we design stabilizing PID controllers usihg setup in figure 5.2. The
transfer functiongs andG, for the inputs: and the disturbancekare obtained from lineariz-
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ing the simplified 3-state model described is chapter 3. Asmeanent filtetF, is included
in the feedback loop to filter out some of the measuremenendise PID controller and the
measurement filter are

1 1 1
PID—FK, (T2 2) (22 g (5.4)
TS atp + 1 s + 1

wherea = 0.1 is used to limit the derivative action to one decade.

The controllability analysis performed in chapter 2 andfeared in chapter 3 concluded
that an upstream pressure measurement, either locatezl@@ptiine inlet { = P;) or at the
riser basey = Pg;), would be a good control variable for stabilizing contrdhe analysis
also showed that it should be possible to stabilize the gcasing a flow measurement
located at the pipeline outlet (either volumetric flgw= @ or mass flowy = W), but that
there might be problems with low-frequency performance disturbance rejection. The
analysis showed that a pressure measurement at the toprisehée.g. pressure drop over
the valveD P) couldnotbe used for stabilizing control because of RHP-zeros locatee to
the RHP -poles. In this section we design SISO (single-inpgis-output) PID controllers
and check the results from the controllability analysis.

5.3.1 Control of inlet pressurelP;
Linear model and process scaling

We use the simple three-state model developed in chapteh8.uiiscaled process model
from valve opening: = Z to inlet pressure measurement= P, linearized around the
operating point corresponding to a choke valve opening 86,36

. —4.87(260.85 + 1) _10s

_ 5.5
G(5) = (02185 7 1)(680852 — 51755 & 1) (®-5)

The hat () is used to indicate that the model has not been scaled.

Note that a 10 second delay is included in the model. Thismed@sed on the analysis
in chapter 3, were it was concluded that, because of the ctedipipeline dynamics, a delay
of about 10 seconds was missing in the simplified three-atatiel.

The disturbance models from gas feed flavy;, liquid feed flow1V;, and downstream
(separator) pressui&, are

- 31.56(20.35—1)(0.23s+1) 7
(0.2185+1) (680852 —51.755+1)

G’d(s) _ 0.82(30541) (5.6)

(0.2185+1)(680852—51.755+1)

1.07(260.85+1)
| (0.2185+1)(6808s2—51.75s+1)

The plant input is scaled with the maximum positive inputidgen (70% = D, = 0.7),
the output is scaled with the maximum allowed deviati&? = 1 bar = D, = 1) and
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the disturbances are scaled by the following scaling matrix
0.072251%"05“2)”(%5;1) 0 0
(Zrs+1)(Z5s+1)
Dy = 0 V() (Fpett) (5.7)
(Fs+1)(Zs+1)
0 0 1

(10s+1)

This scaling, which was introduced in chapter 2.6.3, alléwrsfeed variations and varia-
tions in the separator pressure. The resulting scaled madelz = DjGDu andG, =

D_y1 GdDd.

Input weight

In section 4.7, the minimum required valve rate for this conproblem was found to be
Umaz > 0.0074s71, corresponding to an opening time for the valve of 4.5 miswt€his
bound is based only on stabilization and does not includ@peance requirements. Avoid-
ing saturation with this valve rate would also require anropt controller with respect to
input usage. Thus, when using a simple PID controller ancbgmg low-frequency perfor-
mance demands, the input needs to be faster than the miniralu® ¥omputed in section
4.7. Therefore, in the simulations and in designing the radiets, a opening time for the
valve of 1 min is used, corresponding to a valve rate,gf, = 1/(D,, - 60s) = 0.024s7.
The corresponding input weight is then:

Wy(s) =1}, s+1=40s+1 (5.8)

max

PID controller design

To achieve the design objectives described in section Be2¢ontroller parameteis.., 77,
7p and7r must be found. To both simplify the design and assure reé®satpoint tracking
properties, the integral time is fixed gt = 600s. This is slower than the bandwidth of the
system, and should therefore not interfere with the stadiibn. The remaining controller
parameters are found by solving the following optimizagwablem:

mian,TDﬂ'F (HM”OO) (59)
s.t.
WK SGyllw < 1

W, SN < 1 (5.10)

whereM is the closed-loop transfer function to be minimizéd & S, T or K5).

Table 5.2 shows the results from the optimization problefmdd by (5.9) and (5.10). In
the last row, we give the lowest achievable norms with PIDi@dnobtained by minimizing
15]l00s 17|l @Nd|| K S|, respectively, without the constraints in (5.10). Tab[2 feveals
that the cost of the input limitations (5.10) in terms of retmess is not very high, as the
differences between the achieved norms and lowest achéeaedfairly small.
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Table 5.2: Controller tunings for PID control with= P;
Minimized (M) | Kc[bar™'] 7[s] 7pls] 7els] | [Sllc [Tlloc K Sl
15|00y |1 ECS||c? | -0.098 600 142 6.9 126 191 0.29

1T oo -0.20 600 143 123 160 1.44 0.50
Lowest achievable with PID controller 1.18 1.18 0.29

&The controller that minimize§ K'S||~ is not unique; these parameters minimiz&||., and achieves
ming (|| K5]o)

Integral action in the controller ensuré$0) = 1. This imposes a lower bound dii.S,
|KS|lo = |G'T||e > |G(0)] = 0.29, and since in our case the required input usage is
highest at low frequencies, it implies that the controlfettminimizeg| K'S|| -, is not unique.
The controller that minimizegS||, in table 5.2 achieves the lower bound pR S|, and
should be robust toward uncertainty in relative pole laratis well as absolute gain and zero
location. Note that the same controller parameters aredfoyminimizing[S KS]ZO. The
controller that minimized" is more aggressive with higher controller gain.

Simulation results

To test the controllers, the following scenario is simuat€he process is started up in open-
loop with a valve opening of = 30%. This valve opening brings the process well within
the riser slugging region, and riser slugging develops fotheee models. The controller
is turned on after 30 minutes with a setpoint 8y corresponding to a valve opening of
7 = 17.5%. After 90 minutes, the setpoint is reset to the lower pressarresponding
to a valve opening o/ = 30%. The gradual lowering of the setpoint is done both to
test the working range of the controller and to make the ttiansfrom riser slugging to
stabilized flow easier. White measurement nogigeof magnitude aboud.1 is added to the
measurement.

In figure 5.3, the controller that minimizésandK S (K. = —0.1bar !, 7 = 600s, 7p =
14.2s, 7= = 6.9s) is tested on the simplified model, the two-fluid model, anel @LGA
model. The controller stabilizes the process with all threxlels, and the responses are in
fact remarkably similar. The only slight difference is irettransition from riser slugging to
the first operating point, where the input usage is differ@his is because the controller is
turned on at different phases of the slug cycle for the d¢fiemodels. Noise suppression,
input usage and setpoint tracking is very good for all three@ahs. Based on the simulations
in figure 5.2 and the data in table 5.2, we conclude that theaer that minimizeg|.S||
(and alsq || K S|« )) achieves robust stability.

The controller that minimize$T'||., (K. = —0.2bar~t, 71 = 600s, 7p = 14.3s, 7p =
12.3s) produces similar responses as those in figures 5.3(a) (i) With the simplified and
the two-fluid model. However, the controller is more aggres§| K .SG || = 0.50) with
higher loop gain, and thus closer to instability. The protdeare even more profound with
the OLGA model, as shown in figure 5.4, where the controlleelyamanages to stabilize
the process. Thus, we conclude that with inlet pressure une@ent, minimizing||S|| -
results in more robust controllers than minimizihig|| ...
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Figure 5.3: Anti-slug controly = P;) with three different nonlinear process models. PID
tuning: ||.S]| mMinimized.
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Figure 5.4: Anti-slug controly( = P;) with OLGA model. PID tuning:|7’||» minimized

In the following we will only show simulations with the OLGA @del which generally
is the most difficult to control. Simulations with all threeodels are found in appendix C.

5.3.2 Control of riser base pressurePy,
Linear model and process scaling

The unscaled process model from valve opening Z to riser base pressure measurement
y = Pgy, linearized around the operating point corresponding tbake valve opening of

30%, is
. —4.73(242.65 + 1)

G pu—
() = (04375 7 1) (643152 — 53,345 = 1)

The disturbance models from gas feed flavy;, liquid feed flow11;, and downstream
(separator) pressure, are

(5.11)

- 27.8(20.585—1)(0.465+1) 7
(0.4375+1)(643152—53.34s+1)

Gils) = 0.75(30.8s+1) (5.12)

(0.4375+1)(643152—53.345+1)

1.07(242.65+1)
| (0.437s+1)(6431s2—53.34s+1)

Note that the model parameters in the simple 3-state model been slightly changed
to represent the riser base pressure instead of the inlesyme2 This is the reason for the
slightly different pole locations. However, the process aisturbance model are almost
identical to the models with = P;, except for the lacking time delay. The process is scaled
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in the same manner as with= F;; that is, with the tuning matrices described in the first
section of chapter 5.3.1. The missing time delay does naoifgigntly affect the required
input rate, so we use the same input weight (5.8) as before.

PID controller design

Table 5.3: Controller tuning for PID control with= P,
Minimized (M) | Kc[bar™] 7r[s| 7p[s] 7r(s] | [Slle [Tl [15S]x
15|05 [1ES|00? -0.16 600 0 09| 1.03 1.52 0.30

[lrai[pes 030 600 O 20| 111 125 045
Lowest achievable with PID controller 1.00 1.00 0.30

aThe controller that minimize§ K S|/~ is not unique; these parameters minimiz&| ., and achieves
ming ([|K£5]o)

Table 5.3 shows the optimized controller parameters fodgsgn problem defined by
(5.9) and (5.10). Compared to the controller design in sed&i8.1, theH ., norms for the
closed-loop transfer functions and7T" are lower, whereas the norm féfS is almost the
same. This is expected, since there is no time delay in tisis.ca

Simulation results

The controllers that minimizel§S||, and||T||. perform well for all three models, and the
responses are very similar to the those in the previousosedtigure 5.5 shows the OLGA
simulation with||.S||.. minimized (K. = —0.16bar~!, 7 = 600s, 7p = 0s, 7 = 0.95s).
The remaining simulations are given in appendix C.

5.3.3 Control of volumetric flow @

We have already stated, based on the controllability aislyisat the volumetric flon)
should not be used alone in a single-loop control schemes @tmclusion was further
strengthened by the simulations example in chapter 2.7h2rava step in the liquid feed
flow resulted in instability for a pipeline-riser systemlstaed by a* ., flow controller. To
confirm this conclusion, we now design PID controllers ugt@) and (5.10).

Linear model and process scaling

The unscaled process model from valve opening- Z to topside volumetric flow rate
y = @, linearized around the operating point corresponding tbake valve opening of
30%, is

Gi(s) = 8.1-107%(1301s + 1)(292.7s + 1)(0.3184s + 1)
a (0.218s + 1)(6808s2 — 51.75s + 1)

We note the very low steady-state gairddf0o0s.

(5.13)
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Figure 5.5: Anti-slug controly = Pg,) with OLGA model. PID tuningi|.S||., minimized

The disturbance models from gas feed flid;, liquid feed flowlV;, and receiving (sep-
arator) pressuré, are

- —0.025(259s+1)(0.565—1) q
(0.22541) (680852 —51.755+1)

A B 0.0012(212.75—1)(10.57s—1)
Ga(s) = (0.225+1)(680852—51.755+1) (5.14)

—1.8-10~%(13015+1)(292.7s+1)(0.325+1)
L (0.225+1)(68085%2—51.755+1) J

The process is scaled as described in the first section oteh@3.1. The same scaling
matrices is also used, except for the process outpahereD, = 0.002 is used. We use the
same input weight (5.8) as before.

PID controller design

To achieve the low-frequency performance critéfi@) < 0.1, the stationary gain in the con-
troller must satisfy1 + G(0)K(0)| > 0.1°! which gives|K(0)| > 9/|G(0)| = 11100 s/m?>.
For the scaled model this givel$l, K SGyl| > [[W.KSG4(0)||lo = 4.36. This is larger
than 1 and means that low-frequency performance cannothevad because of input sat-
uration. This is consistent with the controllability find® in chapters 2 and 3. Avoiding
input saturation is more important than low-frequency @eniance, so the low-frequency
performance requirement will be dropped as a control olctThis implies that integral
action is removed from the controller, resulting in a PD4colfer plus a measurement filter.
Table 5.4 shows the resulting controller tunings. We naédlerivative action is not used

such that we in effect have proportional control. None of ttontrollers will be effective
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Table 5.4: Controller tuning for PD control with= @

Minimized (V1) | K.[s/m®] 7o[s] 7#1s] | IS]ee 71w 5 S]w
EINS 120 0 145 1.00 1.34 031
17| 270 0 135/ 1.00 1.16  0.63
I15S| oo 55 0 135|135 202 0.15

aDesign not unique, these parameters achig#ls, = 1 with minimal input usage

for setpoint tracking, and should not be considered forilstaiy control without an outer
loop (cascade) that keep the process at its desires ogegdint. Again, the controller
that minimizes||T'||. is the most aggressive with'S||.. = 0.63 for the nominal model,
and since the process gain with this measurement incretieagly as the valve opening is
reduced (based on the data for the stationary gain datalestdi! and 3.5 on page 54), this
controller will not robustly stabilize the process due ttusation.

Simulation results

The responses with the controller that minimizgs| .. (K. = 120s/m?, 7 = 145s) is
shown in figure 5.6. We observe that the controller stalslibe process quite effectively,

but, as expected, the setpoint tracking is poor. The cdetrthiat minimizeg| K S||, gives
similar responses whereas designs based on minimjZitig, performs poorly. Simulations
where| K S| and|| ||« are minimized are given in appendix C.
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Figure 5.6: Anti-slug flow controly = Q) with OLGA model. PID tuning:||.S||.. mini-
mized
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5.3.4 Summary of SISO anti-slug PID control

The design of single-loop PID controllers has shown thatmmiizing either||S|| or || K5
results in robustly stable controllers. This is consisteith the normal practice for tuning
stabilizing controllers, where one usually seeks to mim@input usage. Minimizing7'|| .
results in controllers that are too aggressive to robusdlyikze the pipeline-riser system.

5.4 Cascade control of pipeline riser systems

Section 5.3 showed that a flow measurement should not be nsedingle-loop stabiliz-
ing control scheme for the pipeline-riser system. The flégvan, however, be used as a
secondary measurement in a cascade contraflee=( @Q), since the primary (outer) loop
in a cascade would take care of the low-frequency perforemanthe system, and the flow
measurement could be used only for stabilization.

An additional argument for cascade control of the pipehiser system, see chapter 2,
is that an upstream pressure measurement is not well suteslippressing mid-to-high
frequency disturbances (> 0.1). Finally, there are cases with no upstream pressure mea-
surement available. In this section we therefore investigascade controllers with the
secondary measuremept= Q).

5.4.1 Cascade control: Theory

F Ym1 . N, M1
Y4
G, @ Gy
r ry u d
© K, ? K, G, @ Gy,
T Yo
Fy2 Ym2 @ N, L

Figure 5.7: Block diagram for cascade control system, 1 - @mnynfouter) loop, 2 - secondary
(inner) loop

We first derive some transfer functions in order to bettereustnd the stability and
performance properties of the cascaded system in figureTh&.secondary controllek’,
controls the process, from the inputu to the secondary measuremesnt The setpoint, to
the inner loop is the output from the primary controll€r, which is controlling the primary
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measuremeny;. The disturbanceg affects the outputg, andy, through the disturbances
modelsGy; and Gy, respectively. The measurement filtdrg, and £, are included to
reduce the sensitivity to measurement noise.

Transfer functions

To find controller parameters for the outer loop based ondheesapproach as we have used
earlier in this chapter, we need the transfer functionsierdlosed-loop system. With both
loops closed the response is

v | | Gi| _ (1 + GoKoFyo)Gan — G Ko FypGa o g
{ } - {GQ } KA BS - m+ { — K1 Fp KoGyGay + (1 4+ Ky Fy KoG)Gag 5-d

GlKlel G1Fy2 ] [ Ning }
K5S 5.15
[ G2K1Fy1 Gszz 2 Nong ( )

The corresponding plant input signal is

N
u=KyK\S 1 — (K1 FpGa + FipGap) KpS - d — Ko [ Fyy Fipl S { N;Z; ] (5.16)

and the control error is

er=y1— 11 = (Gi(1 = F) KiKy — GoKoFyp — 1)S - 11+

N
(14 GoKaFp)Ga — G1KoFpGap)S - d — [Gi K\ Fyy G Fp] K»S { N;Z; } (5.17)

with the sensitivity functiort' for the system given by:
S = (1+ GyKyFyy + KoK1G Fpy ) = (1+ G K\ Fyy)! (5.18)

Gy = G15,Ky = G (1 + Gy Ky Fyp) ' K,y (5.19)

These closed-loop responses for cascade control yieldsltbeing equivalents for the
usual SISO closed-loop transfer functions:

T-1-5 (5.20)
KS=FK, [\F, F)S (5.21)
_ Ga
KSGy = KS- (5.22)
Gao
- N0
KSN = KS.- { )N } (5.23)

where the sensitivity functiof is given by (5.18).
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Effect of stabilized RHP-poles on outer loop

In this work, the task for the inner loop is to stabilize thegess and the task for the outer

loop is to provide low-frequency performance. Thus, thepss as seen from the outer loop

(G) is stable, but the original instability will in some casé# affect this outer control loop.
With the inner loop closed, the transfer functiGhfor the remaining control problem

is given by (5.19), and includes the sensitivity functiom fbe inner loop,S, = (1 +

G2 K>F,5)*. Since the requirement for internal stability prohibite tmstable poles if/;

from being canceled b¥,, S; must have RHP-zeros in the same location as the RHP-poles

of G». Depending on the primary proceSs, the stabilized RHP-poles will have one of the

following effects on the primary loop:

e If the unstable modes i@, are observable ip, (G, contains the same unstable poles
as (5,), the RHP-zeros irby will be canceled out by the RHP-poles @ and the
stabilized modes will not affect the primary loop. Thus, &ayndwidth limitation due
to RHP-zeros in the primary loop must come fréfmitself.

e If the unstable modes if¥; are not present id7;, the RHP-zeros irb; will not be
canceled. Thus will have RHP-zeros at the same location as the RHP-polés in
and these RHP-zeros will limit the bandwidth in the primargdo For example, this
will be the case if we choose the input as primary outputf u, G, = 1)

The latter of these two cases has an interesting implicafibe slower the instabilities in
G, (easy stabilization), the slower the inverse responseaitfiré’ and the lower the allowed
bandwidth in the primary loop (slower control). In other @sythe harder job the secondary
controller has, the better control can be achieved in theamy loop.

5.4.2 Cascade control with?; in outer loop

It is not necessary to use a cascade controller if an upstpeassure measurement is avail-
able, but, as discussed in chapter 2, an inner flow contrgl foight help with disturbance
rejection. Furthermore, the cascade controller with iptessure as a primary control vari-
able (j; = P;) and volumetric flow through the choke valve as a secondargbia (. = Q)
will serve as performance reference for the other cascastersg that will be developed in
this section. Because the system can be stabilized usingithany control variable alone,
the inner loop does not necessarily have to stabilize thegso An alternative to use a sta-
bilizing inner loop could be to use an inner loop that prositieal disturbance rejection and
"linearizes” the actuator. However, to unify the treatmefthe cascade controllers, we will
in this work use a stabilizing inner loop.

Secondary (inner) loop

When tuning a cascade controller, the inner loop is usualigdtfirst, with little regard for
the outer loop. This implies that we should be able to use tiwedbntrol parameters derived
in section 5.3.3 for the inner loop, and should thus be abteltoon a robustly stable inner
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loop. Note that thé{., sensitivity norms in table 5.4 are the norms for the stabij2oop,
so for the purposes of cascade control, we should re@fa@éand K S in section 5.3.3 by
Sy, Ty and K555, respectively.

In section 5.3.3 we found that minimizingSs||« or ||K2S5:||~ Yield flow controllers
suitable for stabilizing the process. This implies thatghae in the inner loop should be in
the rangebss/m? < K., < 120s/m?. It turns out, from simulations, that when combining
the inner flow loop withy; = P; in the outer loop, minimizing input usaggK>5:||) in
the inner loop results in the best controller. Thus, we lise= 55s/m? andrr, = 135s in
the inner flow control loop.

Primary (outer) loop

Integral action in the primary loop provides the desired-foggquency performance. Min-
imizing the peak value for the overall sensitivity functiénwith the inner loop parame-
ters constant gives the controller paramet&rs = —0.001m?3/(bar - s), 71 = 600s and
71 = 135s. These controller parameters achieves for the total cbaysiem|| S| =

L |T]je = 1.9, [|KS||oc = 0.29, |[W,KSG4|ls = 0.93 and||W,KSN|« = 0.17 based
on the expressions for the closed-loop transfer functionpage 87. Compared with the
SISO PID controller from section 5.3.[L5| is reduced from 1.25 to 1 and the noise sen-
sitivity ||W, K SN|  is reduced from about 0.8 to 0.17. The other transfer fungieaks
are unchanged by the inner flow loop. The bandwidth for théegygthe frequency where
S first crossesl/\/§ from below) iswg ~ 0.001s7!.

Simulation results

The simulation with the OLGA model is shown in figure 5.8. Thefprmance is similar
to the single-loop PID controller in section 5.3.1, but wstlghtly less input usage/) due
to better noise suppression. Simulations with the 3-statgeiand the two-fluid model are
shown in appendix C.

5.4.3 Cascade control withD P in outer loop

Without upstream pressure measurements sudh @&s Pg, available, a topside measure-
ment has to be used in the outer loop. In real systems, thel®gdensityp; is usually too
noisy to be used directly for control, so we will only congidlee pressure drop over the
valve DP. The controller parameters for the inner logp & Q) are, as in the previous
section, K, = 55s/m? andrpy = 135s.

With the inner loop closed, the scaled model for the procesean from the outer loop
® —0.95(135s + 1)(63s — 1)(0.7s — 1)
(82s 4 1)(0.22s 4 1)(10692s2 + 645 + 1)

G =G 9Ky =

Thus, the process is stabilized, but there are two unst&P) zeros in the modef,,
stemming from the original unstable zeros in the respomse frto D P (G,). These unstable
zeros are also the reason for not using for stabilizing control. When using P in the
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Figure 5.8: Cascade contrgl,(= P;, y» = @) with OLGA model.

outer loop, these unstable zeros will limit the bandwidthhe system, and the controller
based on only topside measurements are therefore slowerctrdarol systems based on
upstream pressure measurements.

The controller parameter&,; = —0.00015m?/(bar - s), 71 = 600s, 771 = 135
for the outer loop constitutes a compromise between lowettre peaks for the closed-
loop transfer functions and achieving a reasonable baribvitd the system. With these
tuning parameters||S|loc = 1.42, ||T]|cc = 2.1, [|[KS|le = 0.16, ||W,KSGy|lce =
0.98, |[IW,KSN|+ = 0.16. The closed-loop bandwidth isg ~ 0.0001, which is ten
times slower than with the controller with inlet pressur@gsimary measurement.

The OLGA simulation is shown in figure 5.9. Note that since $bgoint response is
considerably slower with this controller, the simulatiomé is extended compared to the
previous simulations in this chapter. Apart from the slovesponse, the controller performs

very well.

5.4.4 Cascade control with valve positior¥ in outer loop

An alternative is to use the valve openi#gn the outer loop#; = 7). This may seem a bit
strange sincée’ is also the inputy = Z), but note that the objective of the outer loop is to
avoid steady-state drift and this may be achieved by slovdgétting”Z to its desired value.

Secondary (inner) loop

With y; = Z, the disturbances does not affect the primary measurenvectlg (G4 = 0).
The primary measurement is however affected by disturlsaticeugh the inner loop, as can
be seen from (5.15). Because of this interaction, we neetetigontrol in the inner loop to
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Figure 5.9: Cascade contra};(= DP, y» = Q) with OLGA model. Note the extended
simulation time.

reject disturbances, and the controller g&ip in the inner loop is increased compared to
the previous cascade controllers. The controller paraéfg = 90s/m?, 7p, = 0 and
Tro = 135 for the inner loop will stabilize the process and at the same enables us to
design an outer loop that can provide low-frequency peréome.

Primary (outer) loop

With y; = Z, the process model for the outer loopds = 1 (figure 5.7). With the inner
loop closed, the transfer function as seen from the outgr o

0.17(135s + 1)(6808s% — 525 + 1)
(44s + 1)(19457s% + 1425 + 1)

Again, we note that the transfer functiéh, with the inner loop closed, contains unstable
(RHP) zeros that will limit performance. The RHP-zeros arated at the same location as
the original unstable (RHP) poles. As noted earlier, thisfismaamental limitation when we
selecty; = u. Thus, whereas witly; = DP, the RHP-zeros originate from the RHP-zeros
of the measurement, with = Z they originate from the RHP-poles of the process.

With the controller parameters,; = 0.002, 7;; = 600, 7y = 135 for the primary
controller, the process is stabilized with a reasonablelWwaith of wg = 0.0004. With this
controller, the peak values for the closed-loop transfecfions arg|S||.. = 1.14, |7« =
1.54, ||KS||e = 1.42, ||W,KSGy|| = 0.88 and||W,KSN|| = 0.1.

Gy =G5 K, =

Simulation results

The OLGA simulation is shown in figure 5.10. The setpointkrag is slow but otherwise,
the controller performs well.
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Figure 5.10: Cascade contral(= Z, y» = @) with OLGA model. Note the extended
simulation time.

5.5 Conclusions

This chapter has confirmed, mainly through simulationsctirelusions from the controlla-
bility analysis performed in chapters 2 and 3. When the vabstjpn is used as a manipu-

lated input {t = 2):
e Upstream pressure measurements (inlet presBum@ riser base pressui@g,) are
well suited for stabilizing control of pipeline-riser sgsts
¢ \olumetric flow through the choke valvé)j can be used to stabilize the process, but
the low-frequency performance is poor
e The flow measurement is well suited for an inner loop in a acdscantrollery, = Q.

e With y, = @, the valve position may be used in the outer loop, but perdoice is
limited by unstable zeros caused by the original unstabliespo

e Alternatively, the pressure drop over the valye= D P may be used in the outer loop,
but in this case performance is limited by unstable zerosemteasurement.

The controller design has shown that minimizing the inpw&ges(that is, minimizing
|KS||.) or the sensitivity peak S| (alternatively[S K 'S]”) results in robust stability.
This has been proved by testing the controllers on the siieglmodel developed in chapter
3, the two-fluid model used in chapter 2 and the OLGA model pnavided the reference

data.
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Model-based anti-slug controllers
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Abstract

A SISO H, controller based on the inlet pressurgis found to be almost identical to the PID controller
designed earlier in this thesis. This indicates that, ag s an upstream pressure measurement (e.g. inlet
pressureP; or riser base pressureg,) is available, a PID controller is well suited for stabitigi control of the
pipeline-riser system.

Cascade controllers based on topside measurements awemfanthlly limited by RHP-zeros and have
poor setpoint tracking properties. A MISH,, controller based on the same measurements is not limited
by RHP-zeros, and show significantly faster setpoint respenAttempts were also made to design an LQG
controller with an extended (non-linear) Kalman filter lthem these measurements. It also stabilizes the
process, but the achieved performance is significantly evttvan with the/{ ., controllers.

The success of designing controllers based on the simpBifisdte model introduced in chapter 3 provides
additional confirmation of the applicability of the model.
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6.1 Introduction

Chapter 5 demonstrated that PID controllers, either asesilogip or cascade controllers, can
stabilize the flow in pipeline-riser systems. The PID coligrs based on upstream pressure
measurements provided excellent performance, both irstefrdisturbance rejection, noise
suppression and setpoint tracking. The cascade congdiksed on only topside pressure
measurements are also good for disturbance rejection asel sigppression, but the setpoint
tracking is slow. The slow setpoint tracking is illustraiedigure 6.1, where we compare
the responses with stabilizing SISO contrgl = riser base pressurg,, solid lines) and
cascade control with topside measuremeny s pressure drop over topside valize” and

y2 = flow out of riser(), dashed line).

g
S
0
0
g
Qr—
Sa
‘UI—I
o o
N4
%D.
x 0 7 8

— 5

m 1]

o,

e !
2 —
o” \Ngaemm— 7 L
o 0 .
0 2 4 6 8
= 100 ‘
c A
g |
o= 50+ !
Q)o\ I‘//\.__ J
= Pl S == - - - -
< N
> 0 :
0 2 4 6 8

Time [hrs]

Figure 6.1: Comparison of SISO controller based on riser bessssurementy(= P, solid
line) and cascade controller with topside measuremenpt s=(DP andy, = (Q, dashed
line).

The slow setpoint tracking for the cascade controller basetbpside measurements is
caused by unstable (RHP) zeros for the measuremeatD P. The other topside measure-
ment ¢, = ) does not contain these RHP-zeros, so we may expect that mlbenthat
utilize the two measurements simultaneously (MISO, Migtimput - Single Output) does
not suffer from these performance limitations. HoweverSKlcontrollers are more difficult
to design and tune than PID controllers, and direct modséth@ontroller design is usually
needed.

There are also several other reasons for investigating koaded controllers and the
added performance they might provide:
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e The model-based controllers are optimal (based on sommailtty criteria) and will
hence serve as a benchmark that allows us to better assegsathg of the PID con-
trollers.

e The improved performance and robustness provided by nimakeded controllers might
be necessary for more complex cases for which PID contsoliesty no longer be
sufficient.

e The controllers will be based directly on the simplified 8tetmodel from chapter 3.
Testing the controllers on the two-fluid model from chaptem2 the OLGA model
will give additional verification of the simplified model

Section 6.2 discussés,, controllers, both based on an upstream pressure measuremen
as a benchmark for the PID controllers and on topside measuns to achieve good low
frequency performance. Section 6.3 deals with LQG comrsiith an extended Kalman
filter based on the 3-state simplified model.

6.2 H., controller design for stabilizing control of pipeline
riser systems

'H..optimization was introduced as method to design robustobats by Zames (1981). In

short, the method involves finding the controli€rthat minimizes the maximum singular
value (H., norm) of one or more (weighted) closed loop transfer fumgtiand thereby

maximizing robustness and, through the weights, shapmgltsed loop response.

6.2.1 General control problem formulation

For the general control configuration depicted in figure &2, optimization can be
interpreted as minimizing the worst-case "error” signdbr all exogenous signale. The
exogenous signaits can include disturbancéscommands and measurement noise The
process in figure 6.2 is described by

HECIHEERAH o5
u=K(sjo (6.2)

whereu is the control variables andis the measured variables. The control problem is to
find the controller(s)< that minimizes

| Fi(P. K)o = maxa(E(P, K)(jw)) (6.3)

where
E(P,K) :P11+P12K([—P22K)_1P21 (64)

is the linear fractional transformation for the system inufeg6.2.
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Figure 6.2: General control configuration

6.2.2 Mixed sensitivity’H ., control: performance requirements and in-
put limitations

Problem formulation

For the pipeline riser system, chapter 4.7 showed that itimaertant to include perfor-
mance requirements in the design objectives. It has also seessed in this thesis that
avoiding input limitations is essential for stabilizingntmllers. Thus, the signals that we
want to minimize are the error signal= y — r and the control signal. Weighing these
signals with the weight&/» andW, respectively aims to achieve(w)| < |V, (jw)!| and
le(w)] < |[Wr(jw)|. The exogenous signals that affect the process are disitebd mea-
surement noise and commands. With these exogenous signals, the generalized plant P is
given in figure 6.3.

The expression for the generalized plant P can easily beetkfiom figure 6.3:

W,k —W,N —-W,Gy4 -W,G
Pll - 0 0 0 P12 - 1%
“ (6.5)
Py=|R —N -Gy Py =-G
This yields for the linear fractional transformation (6.4)
| W,SR -W,SN  -W,SG,
F(P K) = { W,KSR —-W,KSN —-W,KSG, } (6.6)

Note that minimizing|| F;(P, K)||« in (6.6) is different from the PID parameter opti-
mization in chapter 5. This is both because we in this chaptemmize weighted transfer
functions (e.gV,SG,) and because we minimize the maximum singular value of thexma
in (6.6) rather than the individual transfer functions. §imay result in highek .-norms for
individual transfer function (e.g5), but it should, provided that sensible weights are chosen,
result in better overall robustness and performance.

Thus, usingH., controller design to minimizgF; (P, K)||« iS a systematic way to avoid
input saturation and achieve the performance targets éorisker slugging case.
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Figure 6.3: Mixed sensitivity minimization for the pipedimiser case

Input and performance weight

To enable direct comparison with the PID controllers froraptler 5 we use the same input
weight (derived in chapter 4) and the same valve ratg( = 1/(D, - 60s) = 0.024s71,
corresponding to an opening time of 1 minute). However, t@ble to balance the input
limitation with the performance requirement, the inputg¥eiis multiplied by a constarit

Wa(s) = k(i) .6 + 1) = k(40s + 1) (6.7)
The performance weightp is given by
_s/M +wp
Wp(s) = st (6.8)

where|S(0)| < A is the requirement for low-frequency performangg, is the bandwidth
requirement an¢lS| < M is the requirement for higher frequencies above the barttwid

6.2.3 H., control of inlet pressure P;

The PID-controller in section 5.3.1, which was based ort plessure as measurementf
Pr), performed well with all the three models on which it wagdeeds As a benchmark for
the PID controller, we design and testia, controller using the same measurement.

The PID-controller is used as a starting point for #iig controller design. Fitting the
performance weighit/'» to the sensitivity function for the PID-controller resultisA = 0.1
(allowing for 10% steady state error)] = 1.26 (maximum peak) andj}, = 0.001 (desired
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bandwidth). To guarantee that the input does not saturaeiset = 2 in the input weight
(6.7).

With these weights, the resulting controll&ris shown together with the PID controller
in figure 6.4. The two controllers are remarkably similarjefhindicates that the PID con-
troller is close to optimal for this control problem. Thisdenfirmed by simulations with
all the three models used in this thesis. The OLGA simulasashown in figure 6.5, and is
almost identical to the response with the PID controllemfeg5.3(c), page 81). Simulations
with the other two models (3-state, two-fluid) are given ipapdix C.

Comparing the closed-loop norms, we find thaf| .. and|| K S| are higher for thé,
controller than for the PID controller (1.48 vs. 1.26 and3v4. 0.29, respectively). How-
ever, the norm fol|T'|| ., is lower for theH, controller (1.35 vs. 1.91). The higher norms
are, as previously mentioned, caused by the problem fotranléor theH ., optimization,
whereweightedclosed loop transfer functions are minimized. The weiglitadsfer func-
tions in (6.6) are generally lower for tl#é., controller than for the PID controller.

:
_ Hoo controller

— — —PID controller

Magnitude (abs)

107 107 10° 10 10

Frequency (rad/sec)

Figure 6.4: Comparison df..and PID controller for the case with= P;
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Figure 6.5:H . stabilizing control withy = P;, OLGA model.

6.2.4 'H,. control using only topside measurements

Stabilizing control of pipeline riser systems based onngash pressure measurements per-
forms well, and is, with good reason, the preferred praaticeeal pipelines. There may,
however, be systems that need stabilizing control whergpatream pressure measurement
is not available. Skofteland and Godhavn (2003) as well etsse5.4 showed that a cascade
controller based on a secondary flow measurement and a grioside pressure measure-
ment could stabilize the system without relying on an upstreneasurement.

As mentioned in the introduction to this chapter, the cascaxhtrollers based on topside
measurements are slow due to (SISO) bandwidth limitatiawnsed by RHP-zeros. These
occur both with valve opening, = Z as well as with pressure drop over the topside valve
y1 = DP in the outer loop. Note that processes with more outpytth@n inputs ¢) rarely
have RHP-zeros, except when the RHP-zero is pinned to one autipeits. In our case
there are no pinned RHP-zeros, and to see if performance campoeved, we will in this
section desigri,, MISO controllers for the same two topside measurement coatioins
used in chapter 5: ) = [DP Q]*, with pressure drop over val@ P as primary control
variable (meaning that we want low-frequency performamgettiis measurement) and 2)
y = [Z Q]', with valve openingZ as a primary control variable. Neither of these con-
trollers will be limited by RHP-zeros, and we expect signffita improved low-frequency
performance compared with the corresponding cascadeotienst As noted in section 5.4.4,
it may seem strange to use the valve operings both controller input and output, but the
purpose of this is to provide low-frequency performance] ae shall see that using this
"measurement” yields a good controller.

The design objective for tHK .. -optimization will be the same as in the previous section:
minimize the worst-case effect of disturbandesneasurement noiseand commands on
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the weighted process inputand the control erro# = r — y;. . To avoid input saturation,
we must put more emphasis on the input usage by séttiag in (6.7), but other than that,
the input weight and the performance weight is the same.

Table 6.1 shows closed-loop norms and bandwidth for theltreguMISO controllers
compared to the cascade controller in section 5.4. The nrajamovement provided by the
MISO controllers is the bandwidth, which is increased byadaof 25 fory = [DP Q]
and a factor of 2.5 foy = [DP Q]”. ||T|| is also significantly reduced, whereas there are
only small differences for other closed-loop norms.

Table 6.1: Closed-loop norms and bandwidth for MI&Q, controllers compared to corre-
sponding cascade controllers.

y=[DP QI y=1[Z QI

H. Cascade H.,  Cascade

IE 127 142 | 1.16 1.14
17| oo 094 210 | 091  1.54
155 | oo 037 016 | 091  1.42

[W.KSGy| | 061 098 | 061 088
IW,KSN|l~ | 033 016 | 061  0.10
w5 0.0025 0.0001] 0.0010 0.0004

Figure 6.6 shows OLGA simulations with thé., controllers. The setpoint tracking is
significantly faster than with the cascade controllers (8gb.9, page 91 and figure 5.10,
page 92), but still a bit slower than with controllers basedupstream pressure measure-
ments. Simulations with the other two models, given in appers, shows equally good
performance.
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6.3 LQG control

LQG control, which reached maturity in the 1960’s, has baeatassfully applied to many
control problems, especially for mechanical systems, Wwhie characterized by accurate
mathematical models and well defined optimization probleRts other control problems,
where the models are less accurate and the assumption & ndige disturbance is not
always well founded, LQG control has not been as succegsuicularly because of ro-
bustness issues (Skogestad and Postlethwaite, 1996). Mie this section design LQG
controllers for the pipeline-riser system.

In his diploma thesis, Trudvang (2003) designed LQG colerebased on the simplified
three-state model from chapter 3 for a case that was sinailéne simulated OLGA case
used as the main case study in this thesis. He found that Iik&anan filters should not
be used to estimate the states for the pipeline-riser sysitgre the linear model, on which
the Kalman filter is based, are valid for a too limited regidthe state space. On the other
hand, an extended (non-linear) Kalman filter, with the naedr 3-state model used in the
filter instead of the linearized model, was found to estintlaéestates quite effectively, and
was thus well suited for stabilizing control.

Section 6.2 proved that PID controller were close to optifhapstream pressure mea-
surement, either at the pipeline inlgt€ P;) or at the riser base;(= Pg,), were used as a
primary control variable. Because it is unlikely that a LQGoller will improve perfor-
mance when these measurements are available, we will ongider LQG control based on
the topside measurements= D P (pressure drop over valve) apgg = @ (volumetric flow
out of riser).

6.3.1 Theory
Traditional LQG control is based on a (known) linear processlel with stochastic mea-
surement noise,, and disturbance signais; (process noise) of known variance:
T = Az + Bu+ wy (6.9)
y=Czr+w, (6.10)

If the statesc are known, the optimal solution to the LQR control problem
J, = /0 h (z(t)"Qx(t) 4+ u(t)" Ru(t)) dt (6.11)
were() and R are weighting matrices (design parameters), is a condaetfeedback
u(t) = —K,x(t) (6.12)

The controller gaink, is found by solving an algebraic Ricatti equation.

If the statesr cannot be measured, an estimats obtained from a Kalman filter. The
filter gain K'; can be found from an algebraic Ricatti equation, and deperttdestatistical
properties of the noise signals. The combination of a Kalfiieer and optimal state feed-
back is called a LQG controller. We will in this work us an exded (nonlinear) Kalman
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filter. For this filter, the filter gairk; normally depends on the state estimatéut we will,
for simplicity, use a constant filter gain, computed fromlthear model. The same approach
was used in Trudvang (2003) with good results.

The LQG controller have only proportional action, and toidwieady-state deviations
and safeguard against input saturation, we modify the LQ@robher to include an integrat-
ing loop acting on a subse} of the measurements, as shown in figure 6.7. To compute the
controller gaink, for this controller, the state space matrices are augmeateatiude the
measurement model for the measurements with integralagtio= C;z+ D;u) (Skogestad
and Postlethwaite, 2005):

. A 0 . B
o[ 4 0] e 2] 619

With integral action, only the measurements are weighteg jag. (6.11)). Thusp and
R are given by

Q:HH,R:;{;.[ (6.14)

wherek is used to adjust input usage vs. output performance.

( > Plant l
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Figure 6.7: LQG controller with extended (nonlinear) Kaimfdter, and integral action

6.3.2 LQG controller for the pipeline-riser system

The controller tuning is based on the linear model obtaimechflinearizing the simplified
three-state model around the operating point for a valvaiogeof 30%. The filter gairi,



104 CHAPTER 6. MODEL-BASED ANTI-SLUG CONTROLLERS

is computed using the matlab routikalman.mbased on 2% variance for the process noise
(disturbances) and 2% variance for the measurement noisenehtioned above, we will
use a constant filter gain even though we are using a nonlikearan filter. The controller
gain K. is computed using the matlab rutitgg.m with £ = 806 in the weighting matrices

in (6.14). The high value fok is is used because the statesre not scaled and have a
significantly higher numerical value than the input

The resulting LQG controller performs well for the simpldi¢hree-state model and,
with the same simulated scenario as earlier in this thetadijlizes the operating points
corresponding to both a valve opening of 17.5% and 30%. Ifehedor is introduced
by testing the LQG controller on the two-fluid and OLGA mod&ke controller manages
to stabilize the first operating point (Z=17.5%), but aftee setpoint change, the systems
starts to oscillate. This indicates that the LQG contrakenot robust enough towards the
errors in the simplified three-state models. Also, sincecir@roller manages to stabilize
an operating points with slower instabilities than the dnis designed forZ = 17.5%),
but not the operating point it was designed f@r= 30%), the failure of the extended LQG
controller can indicate that the simplified model prediots $low instabilities for high valve
openings.

By design the controller for a higher valve opening than theirdd operation point we
can get around the robustness problems. It turns out thassitfficient to design the state
feedback gainf(, for a more aggressive operating point, and desigiindgrom the model
linearized around = 40% and retaining the extended Kalman filter designed at 30%,
the LQG controller is able to stabilize all three models usethis thesis. However, the
close loop sensitivity peaks are very high for the resultiegign (S|, and||7'||« both
exceed 10), and the bandwidth is lowg = 0.0004, which equals the bandwidth for the
corresponding cascade controller). Even though the inpage is low, with||KS||., =
0.43, we would not recommend using this controller in practicggesially since thé<.,
controllers designed in the previous section provides nietter performance and are easier
to design.

The OLGA simulation with the LQG controller, shown in figuré8gconfirms the slow
setpoint tracking.

6.4 Conclusions

The 'H,, controllers designed in this chapter stabilize the flow i piipeline-riser system
with little input usage and quick and accurate setpointkiray; and must, both based on
closed loop norms and simulations, be said to be close tmaptiTheH ., controller based
the inlet pressurey(= P;) is very similar to the PID controller designed in chapte3.5,
indicating that using a PID controller based on an upstreggssuire measurement is a very
good control strategy.

TheH,, controllers based on topside measurements (DP Q]")and ¢ = [Z Q]7)
show that good performance with fast setpoint tracking @adhieved even without relying
on an upstream pressure measurement. The setpoint resptngese MISOH controllers
are significantly faster than with the cascade controllessghed in section 5.4.3. The rea-



6.4. CONCLUSIONS 105

E 5
_g Setpoint
o
(@]
a ‘ f
0 1 2 3 4 5 6 7 8
3 005 ‘ ‘ ‘ ‘ ‘ ‘ ‘
o
= m
3 E
E O Il Il Il Il Il Il Il
&) 0
> 0 1 2 3 4 5 6 7 8
g’ 100
c
Q=
g 50 1
('>5 0 I I I I
0 1 2 3 4 5 6 7 8

Time [hrs]

Figure 6.8: LQG control with extended Kalman filtgr,= D P andy, = ), OLGA model,

son for the faster setpoint response with #iig controllers is that their bandwidth is not
limited by RHP-zeros.

An LQG controller with an extended Kalman filter based on ihgpéified 3-state model
can also be used for stabilizing control of the pipelinerrssestem, even if only topside mea-
surements are available. However, due to model errors isithplified 3-state model, the
achieved performance is poor. The LQG controller had to Iseggded for a more aggressive
operating point than it is intended to be used at to achievestostability.

The success of th#/ ., controllers design from the simplified 3-state model introed
in chapter 3 provides the final confirmation of the appliagabof the model. However, the
problems with designing the LQG controller may imply thagtate model predicts too slow

instabilities at higher valve openings.
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Abstract

Control systems that prevent the development of riser ghggig pipeline-riser systems have in recent years
been introduced on several offshore processing facilifié®se anti-slug control systems are based on active
use of the topside choke valve to control a pressure measaredwhere upstream of the riser. Anti-slug
control systems have been a great success, and are emesghgsdaandard method to avoid riser slugging in
multiphase production pipelines.

There are several other multiphase phenomena occurrinipétine-riser systems that can cause opera-
tional problems for the downstream production facilitidsnong these are 1) Surge waves, which are large
liquid waves that can occur when the production rate in acgaslensate pipeline is increased and 2) Start-up
slugs, which can occur when the pipeline is started up froat-shconditions. The start-up slugs are similar
to surge waves but can be even more serious as they potgctaliinitiate riser slugs and thereby cause even
larger peaks in the liquid production.

In this chapter we introduce a novel control structure thd¢reds the scope of pipeline control by in-
cluding suppression of surge waves and start-up slugs. dhiot system combines a stabilizing anti-slug
controller with individual flow controllers for each phassamlessly through a minimum select function. The
flow controllers use the pipeline as a buffer volume to smeéthe flow variations that can not be handled by
the separator. The performance of the control system itifited with simulations of an industrial case study.
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7.1 Introduction

Many remaining offshore oil and gas reserves in the NortheBean small fields. Subsea
installations and long multiphase tie-in lines to existinffastructure are emerging as the
preferred solutions for extracting the reserves in thesallentfields. This development is
made possible by technological advances in the last twegdysy In this chapter we address
some of the challenges associated with multiphase trahspbydrocarbons in these tie-in
lines and introduce a control system to meet these chalkenge

This thesis has so far focused on avoiding riser sluggingpelime-riser systems with
stabilizing anti-slug controllers. Riser slugging has beea of the main operational con-
cerns with these systems, and, over the last few years aewmh anti-slug control systems
that stabilize the flow at operating conditions that uncaigd would yield riser slugging
have been implemented (Courbot, 1996; Havre et al., 2000e-ad Dalsmo, 2002; Skofte-
land and Godhavn, 2003; Kovalev et al., 2003). A typical oardtructure for an anti-slug
controller is shown in figure 7.1. The anti-slug controllashhemoved a major obstacle for
multiphase transport of hydrocarbons, and has also intexithe use of the topside choke
valve for control purposes.

Pressure set point ~~
- =— = PC )— -

|
A

Measured pl’essurefl\

at riser base \P:)

|
|
43 km long |
|

Tyrihans pipeline
wells / /

Subsea choke

Kristin
inlet
separator

Topside choke

S-riser

Figure 7.1: Control structure for a conventional slug cdrdystem

Due to the success of the control systems for avoiding riggygsg, the focus for
pipeline control has recently broadened to include otrmriiesome multiphase flow phe-
nomena as targets for an extended slug controller. The gsalch a controller would be to
handle most, if not all, of the operational challenges cdlyaransient multiphase flow phe-
nomena, thus minimizing the need for operator interveraioth at the same time optimizing
production.

Other types of slug flow, such as hydrodynamic and terrainded slugging, have been
considered in this thesis as disturbances affecting theskugt control system. The small
hydrodynamic and terrain induced slugs are usually not aopgyational problem for the
receiving facilities, and, although some emphasis has peémn reducing the effect of
these smaller slugs (i.e. smoothing them out), the motimafior the disturbance rejection
has been aiding the anti-slug controller (avoid input sdton) rather than suppressing the
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disturbances.

The last of the four types of slug flow defined in the chapter frassient slugging,
where slugs or large waves are caused by changes in opecatidgions. These transient
slugs can be very large and cause significant problems faretteving facilities. We will
in this chapter introduce controllers that suppress thesesient slugs by manipulating the
valve opening of the topside choke valve-£ 7). These controllers are combined with the
anti-slug controller to form an extended slug controller.

In section 7.2, we describe the physical phenomena thateaargirgy the control chal-
lenges and in section 7.3, we introduce the Extended Slugr@temt The case study in
section 7.4 is based on the development of the Tyrihans fidltel North Sea, and illustrates
the actions and benefits of the proposed control structure.

7.2 Challenges for an extended slug controller

7.2.1 Surge waves

The liquid holdup in a pipeline is a function of the fluid veiiies, and therefore a function
of the production rate for the pipeline. Low production imeglhigh liquid holdup and vice
versa, as illustrated in figure 7.2. This means that duringt@& change from low to high
production, the excess volume of liquid relative to the n&@tienary liquid holdup will have
to be transported out of the pipeline during the transitienqal. As a consequence, the peak
liquid production will exceed the new stationary liquid guztion, and possibly also the
liquid processing capacity of the receiving facility. Theal rate will depend on the ramp-
up time from low to high production, and a possible stratemyal/oiding capacity problems
is to slowly ramp up the production during rate transitions.

Liguid holdup in pipeline

Production rate

Figure 7.2: Typical relationship between liquid holdup g@mndduction rate

A slow ramp-up will lead to loss of production in the transitiperiod, and the goal for
an extended slug controller would be to facilitate fastée teansitions whilst keeping the
feed to the processing facility within its operating range.
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7.2.2 Start-up slugs

Startup of pipelines from shut-in condition is a phenomeciosely related to rate increases
resulting in surge waves. The major difference is that the flariations resulting from an
(fast) startup usually are more severe, as the waves inpledine can initiate riser slugs. The
flow variations at the outlet have characteristics as a coatinn of surge waves and riser
slugs, and must be handled either by a slow start-up proeeasiuby an automatic control
system. Again, the goal of such a control system would be tomize the time it takes to
start up the production in a safe manner.

7.2.3 Other possible tasks

Surge waves and start-up slugs are mainly challenging theepsing capacity (in terms of
maximum throughput) of the receiving process, includiregdbparators, the water treatment
facilities and compressor trains. Other types of equipsientld potentially also impose
restriction on the allowed rate out of the pipeline. For eglana condensate heater has only
a limited amount of heating medium available, and if too moohl condensate enters the
process, the temperature controller for the condensatetheauld saturate. In this situation,
it would be wise to limit the production of cold condensatet these types of restrictions
are outside the scope of this work. However, the extendegl gatroller could easily be
extended to include these types of limitations.

Also, we assume fixed, time-invariant limitations on thedlprocessing capacity. As
there are usually more than one pipeline producing to a camseparator and compressor
train, the limitations for one pipeline will depend on the@guction rate from other sources.
A natural extension to the control system would be to conttexavailable capacity in the
processing facility to the extended slug controller to imate the production. To limit the
scope and complexity of the work herein, this is assumed tiobhe manually by an operator.

7.3 Extended Slug controller

The goal of the extended slug controller developed hera iagddition to prevent riser slug-
ging from developing, to keep the flow of all three phases,(gdsand water) within the
capacity limitations imposed by the receiving facility. dchieve this, the controller utilizes
an upstream pressure measurement and flow rate measurdéone@sh phase as illustrated
in figure 7.3. The flow rate measurements can either be olotdioen a multiphase meter
located close to the control valve or estimated from sepaméasurements.

The controller itself is shown in figure 7.4. It consists ofegular anti-slug controller
(in this case controlling the riser base pressure) and flawralbers for each phase. The
minimum select functionality ensures that only the cotgrahat demands the lowest valve
opening is active. This ensures a consistent system and) pidoperly tuned, prioritizes
between the different tasks according to its importance.

Note, however, that the anti-slug controller can only dizbthe flow in the system when
the flow controllers are inactive, as stabilization is bagedontinuously manipulating the
inputu = Z. If one of the flow controllers "take over” while the anti-glwontroller is
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stabilizing the process, the feedback loop for the stabdianti-slug controller is broken
and the controller can no longer keep the process stables, Tinel extended slug controller
can only handle the situation where riser slugging occursdiced flow rates. This is not as
limiting as it may seem since surge waves and startup slegsainly a problem in pipelines
where the GOR (Gas-to-Oil Ratio) is above a certain value,adrtdese GOR values, riser
slugging only occurs at low flow rates.

The flow controllers are selected to be simple P-controllpreportional action only),
possibly with gain scheduling to reduce the controller gaithe pressure drop over the
control valve, and by that also the process gain, gets signifiy higher than its nominal
value. Integral action is not included in the controllersdugse 1) the steady-state gain is
low and 2) we are only interested in the dynamical behavignay.

If the flow rate for a given phase exceeds the setpoint forghase, the flow controller
will close the choke valve and retain more fluid in the pipeliThus, the effect of the flow
controllers is to use of the pipeline volume as a buffer. lkesaperfect sense to do this,
as the pipeline volume far exceeds the available volumeernirttet separator. Therefore,
the main philosophy behind the extended slug controllemigddition to stabilizing any
(desired) unstable flow regimes, to use the choke and thé&m@pmlume to average out the
flow variations that can not be handled by the separator. iStgBnilar to "averaging level
control”.

The flow controllers should be tuned with equal gain relatovéhe maximum allowed
deviation for the given phase. This implies that the flow oaligrs whose nominal rates
are close to their maximal rates (as imposed by the dowmstpeacessing capacity) should
have higher gains than the flow controllers for the phasesevtieere are more leeway in
terms of production rates. If these tuning principles amdyshe extended slug controller
would always limit the production based on the most “critigdnase. The setpoint for the
flow controllers should be at or slightly above the nominduga to give the controllers a
certain working range for the flows.

The pressure- and flow controllers will usually be active iifedent phases of the pro-
duction, except possibly when dealing with start-up slugse switch between the pressure
and flow modes of the controller is done seamlessly by thermim select functionality.

Example 7.1 Toillustrate the tuning of the flow controllers, consider the following simple pi&m
We want to control a pipeline with nominal flow rates and processing dgpas given in table
7.1. As stated above, the gain relative to the maximum allowed deviation sh@atthbtant, which
means that for each phasgthe controller gain should b&; = K/AW;. Setting K = 100 yields the
controller gains for the flow controllers given in table 7.1.

Table 7.1: Data for example 7.1

Oil Water Gas
Nominal rate / Setpoint; [kg/s] | 10 5 20
Processing capacity [kg/s] 13 10 30
Max deviationAW;[kg/s] 3 5 10
Controller gain [s/kg] 33 20 10
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Now assume that, at some point during the operation, the flow rates asumesl to be 12 kg/s
oil, 7 kg/s water and 15 kg/s gas. A P-controller has the simple algorithau + K - (r —y). Here,
u is the controller outputy is the bias (set tag = 100%, corresponding to a fully open valve in this
example),K is the controller gainy is the reference (setpoint) andis the measurement. For this
example, this yields a valve opening of u = 34% from the oil flow controllet (uy + K - (r —y) =
100 + 33 - (10 — 12) = 34%), u = 60% for the water flow controller and u =150% for the gas
flow controller. Because of the minimum select functionality, only the smalhesbf these will be
used, and the controller will set the valve opening to u = 34%. Thus, theowildbntroller limits the
production as the oil flow rate is closest to maximum value (66% of its allowei@tibn).

7.4 Case Study - Tyrihans

The simulation example for this work is based on models fer Tgrihans field, owned
by Statoil, ExxonMobil, Norsk Hydro, Total and Eni, and amtly under development by
Statoil. The Tyrihans field consists of the reservoirs Tgni& Nord and Tyrihans Sgr, and is
located in the Halten area about 35 km southeast ohtuard field and about 35 km east of
the Kristin field. The fields were discovered in 1983 (Sgr) 8984 (Nord) and the sea depth
is about 290 meters. The production from Tyrihans will bd fieto the Kristin production
platform with a scheduled production startup in July 2009.

The Tyrihans pipeline will be about 43 km long, with a 16” dipe (0.4 m inner diam-
eter) along the seabed. The characteristics of the pipgkoenetry is a slight downward
inclination and a hill close to the riser. The riser is a 14is®r (0.36 m inner diameter). The
receiving pressure at Kristin will be about 88 bar, and tgppressures in the pipeline are as
shown later in figures 7.7 and 7.11. Exact values for flow raB3R and water cut cannot
be revealed, but the values are fairly typical for such alpipe

The flow in the Tyrihans pipeline will initially be oil-domated, but the GOR will in-
crease as the field matures, resulting in gas-dominated fldkei pipeline for the later pro-
duction years. Riser slugging can be a problem when the flow dominated, especially
when the production is reduced. Surge waves will primarmdyah issue when the flow is gas
dominated. Start-up slugs need to be handled for all opgyatnditions.

To test the extended slug controller’s ability to handle fibev related challenges de-
scribed in section 7.2, a scenario including start-up slaggximum production, reduced
production with riser slugging and surge waves are invattg) Figure 7.5 shows the inflow
profile for the simulated production scenario. The produc(feed rate) is ramped up from
0 to 100% during the first 4 hours and kept at maximum prododto 8 hours. Problems
with start-up slugs are expected in this phase (A). Then thdyztion in ramped down to
33% over the next 4 hours and kept at reduced production faugsh For oil-dominated
flow, we expect riser slugging in this phase (B). Finally, theduction is ramped back up
to maximum production over 2 hours and kept there for thell@dtours of the simulation.
The last phase (C) of the simulation will produce surge walrasrhay cause problems.

In the simulations, the initial condition is a shut-in, cololw pressure pipeline resulting
from a controlled shutdown. The feed into the pipeline isiassd to be independent of the
pipeline pressure. We have also assumed constant inletaseppressure.
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Figure 7.5: Illustration of simulation scenario represenby inflow to the pipeline

Below we present simulation results for both the oil-domadatiow GOR) and the gas-
dominated (high GOR) production phase. For oil dominatediygpcton we will focus on
suppressing start-up slugs and avoiding riser sluggingcataed rates, whereas for gas dom-
inated flow we will focus on surge waves.

The simulations were preformed with OLGA2000 v.4.10.1, angwrcial multiphase
flow simulator. The controllers were implemented in Matlao gahe link between the two
programs was done with the OLGA-Matlab toolbox availabléhien OLGA distribution.

7.4.1 Oil-Dominated Case

The oil-dominated case will occur during the first years afdurction from Tyrihans. In
figure 7.6 we show the simulated flows of the individual phas&sthe separator and the
choke valve opening for the production profile in figure 7.5heTdashed line is without
control and the solid line is with the Extended Slug ControllEhe pressure profile in the
pipeline for the same simulations is shown in figure 7.7, whbke subscripts I, MP and RB
denotes Inlet, Middle of the Pipe and Riser Base, respectively

At first glance, we observe that the peak flow rates for the-sfaislugs are reduced
significantly and that the riser slugging occurring at restuproduction is removed by the
extended slug controller. We will now focus on the differphases of the production sce-
nario to explain and discuss the actions of the controller.

Startup slug suppression for oil dominated flow

Figure 7.8 shows the start-up slugging part of the simulaitiofigures 7.6 and 7.7. With
control, the peak in the oil production is reduced from alddii% to about 50% above the
nominal rate and the water peak is reduced from 140% to 70%eal®nominal rate. The
gas flow is less affected, the peak is slightly reduced, beiigés phase still needs control
due to the otherwise deteriorating effect the control ofdtieer phases would have on the
gas production.
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Figure 7.6: Simulated flows for oil-dominated case. Solw4 for controlled case, dashed
lines for uncontrolled.
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Figure 7.8: Startup-phase (A) for the oil-dominated caselidSines for controlled case,
dashed lines for uncontrolled.

In the lower plotin figure 7.8, the choke valve action is gitegether with a indication of
the active controller mode selected by the min. select iféi@u4. We see that the pressure
controller takes care of the ramp-up phase. When start-@s slarts to appear around t =
3.3 hours, the flow controllers take over. The major peakquitl production between 3.3
and 4.3 hours consists of both water and oil and the contrellétches between these two
modes to limit the flow of the most critical phase. Also the fia& controller is active in
order to reduce the peak in gas production that follows tn&di peak. As the start-up slugs
dies out, the extended slug controller will slowly and ggmpen the choke valve as the
production rates approach their nominal values.

One concern with using the choke to smooth out the flow dutiag-sip is that the pres-
sure in the pipeline could increase to the extent that it deelerely affect the production.
It can be observed from figure 7.7 that the pipeline inlet sues ;) is only slightly in-
creased by the choking, and the total production would natidpaficantly affected by this
(transient) pressure increase. This argument is furthengthened by remembering that the
alternative to the control is a slower start-up. The reduncth production volume due to
increased pressure in the pipeline for the controlled caéprnobably be significantly lower
than the reduction in production during a slow start-up.sTdould, however, not be tested
in this work since we have assumed that the inflow is indepsnatethe pipeline pressure.
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Stabilization of riser slugging

Figures 7.6 and 7.7 show that there will be riser sluggingésystem at reduced production
for the uncontrolled case. The rates will be well below thipaiats for the flow controller
when the production is reduced, so the flow controllers aaetive. This means that the
extended slug controller will work as a regular anti-slugtecoller during this phase. Figure
7.9 shows the details of the transition to slug flow for theammlled case (dashed line) and
the stabilized operating point for the controlled caseiddoie).

The control system stabilizes the flow in the pipeline andokede riser base pressure
Pg, at its setpoint. The setpoint is chosen to achieve a suifaiglesure drop (around 2
bars) over the choke valve to ensure enough process gaindatabilizing controller to be
effective. Note that feedback control is essential for kegphe flow stable, as a constant
valve opening of 30% (which is the same as average valve ngeniplemented by the
control system) would result in riser slugging.

7.4.2 Gas-Dominated Case

We now repeat the simulations for the gas-dominated casehwtill occur as the Tyrihans
field matures. From the simulations in figures 7.10 and 7.Els@e, as expected, that riser
slugging at reduced rates no longer occurs. The startug slage a similar effect as in the
oil-dominated flow section, but the surge waves arisingrdutihe production increase have
a more serious effect in this case.
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Figure 7.12: Simulated flows for production increase ph@3ddr the gas-dominated case.

The suppression of surge waves, shown in more detail in figur2, is very similar to
the suppression of start-up slugs described in sectiofi.7T4e ramp-up from reduced flow
is handled by the pressure controller and when the wavesahselow controllers take over
and limit the flow. For this case, the water is regarded by twroller (through the tuning
parameters) as the most critical phase. Again the pipebhene is used as a buffer to smear
out the wave(s). After the majority of the liquid wave hasgeksthrough the choke valve,
the gas flow controller takes over to avoid a burst of (cong@ésgas following the liquid
surge wave.

Figure 7.11 shows that the inlet pressids only marginally affected by the choking to
suppress the surge waves. Thus, the total production valiumeg the rate transition would
not be significantly affected (see also discussion in sedtid.1).

7.5 Conclusions

The extended slug controller introduced in this paper isgihesl to avoid riser slugging
and suppress both start-up slugs and surge waves. Riseimgjug@voided by a anti-slug
controller that stabilize the flow based on measuring ther fimse pressure. Start-up slugs
and surge waves are averaged out with individual propatiantion flow controllers for
each phase. The flow controllers reduce the choke valve ogéhihe flow for the given
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phase exceeds its setpoint and will hence use the pipeliaebaffer volume, rather than
letting the waves enter the inlet separator, which has afsigntly lower volume than the
pipeline.

The flow and pressure controller that constitute the exteéstiey controller are combined
through a minimum select functionality. This ensures, tigfothe tuning principles intro-
duced in this paper, that the controller effectively lintie flow based on the most critical
phase (relative to its maximum allowed production as definetthe downstream production
capacity). The minimum select functionality also ensurdmiapless switch between the
pressure and flow modes of the controller.

The actions and benefits of the proposed extended slug dentiee illustrated by sim-
ulations from an industrial case study. The case studylgleaows that the controller effec-
tively eliminates riser slugging, and that the peak ratebeftart-up slugs and surge waves
are significantly reduced by smearing out the waves.



Chapter 8

Conclusions and further work

8.1 Conclusions

Chapter 2

A controllability analysis based on a simplified two-fluid deb finds that an upstream pres-
sure measurement, located either at the pipeline inlet tiveatiser base, is well suited for
stabilizing control. A topside pressure measurement dalp@aised for stabilizing control
due to unstable zeros dynamics. A flow measurement can bdarssdbilizing control, but
due to low steady-state gain, it should only be used in arriloop in a cascade controller
or in combination with another measurement in a MISO (mldtipput single-output) con-
troller. The chapter also concludes that a simpler modehefdystem could be used for
control purposes.

Chapter 3

A simplified, nonlinear model with only 3 dynamic states fopipeline-riser system is in-
troduced. The model fitted it to both experimental data artd ttam a simulated OLGA
test case with good results. The model is further verified byrarollability analysis that
shows the same results as for the two-fluid model used in eh@piThe model is easy to fit
to experimental data, and is well suited for controllapiinalysis and controller design.

Chapter 4

Simple equations are derived for computing the minimum imate required for both stable
and unstable systems. The input rate limitation is combwaigld the input magnitude limi-
tation to form a frequency dependent bound on the input thatoe used in controllability
analysis and controller design. The applicability of thetas are demonstrated on a simple
example and on the simulated OLGA case, where input ratedliimns can be a limiting
factor for stabilizing control.
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Chapter 5

A anti-slug PID controller based on an upstream pressursunement (located either at the
pipeline inlet or at the riser base) is shown to provide goedgsmance, and can possibly
also be extended with an inner flow loop to further improvesl disturbance rejection. A
cascade controller based on only topside measurementso@ioinol in inner loop, pressure
drop over valve or valve position as measurement in outgr)loan also be used to stabilize
the process, but the setpoint tracking is slow due to unstadlos dynamics in the outer
loop.

Chapter 6

A SISO 'H,, controller based on an upstream pressure measurementdstatiantical to a
PID controller, which confirms that a PID controller is a gabubice when this measurement
is used for stabilizing control. MIS®{,, controllers based on only topside measurements
show significantly improved low-frequency performance paned to the cascade controllers
in chapter 5. We were not able to design an LQG controllerdaseopside measurements
that could provide the same performance as the correspptiincontroller.

Chapter 7

An extended slug controller based on an anti-slug controtéenbined with individual flow
controllers for each phase is shown to be effective for bathding riser slugging and sup-
pressing transient slugs (i.e. surge waves and startup)sllige suppression of the transient
slugs are based on using the pipeline as a buffer volume tage®ut the flows, rather that
the (significantly smaller) inlet separator.

8.2 Directions for future work

Model extensions

The simplified model developed in chapter 3 are based on despigeline-riser system with

a regular L-shaped riser. Another limitation is the assummpdf constant liquid holdup in

the pipeline leading into the riser, which prevents thahldogdquency and amplitude of the
oscillations can be fitted simultaneously. The followingessions of the simplified 3-state
model should thus be investigated

e Other pipeline and riser configurations, including S-sllajsers
e Varying liquid holdup in the pipeline
e Extension to three-phase (inclusion of water)

e Gas lift entering at the riser base
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The last point would also mean that the a common model for basing-heading in-
stabilities in gas-lifted systems (Jansen et al., 1999%dfiket al., 2004) and riser slugging
should be developed. A model that combines both these preEmmould also be useful to
study the stabilizing effect that gas lift has on pipelirser systems.

New measurements or combination of measurements for antikgy controllers

When only topside measurements are available, fundameanitdtions in the process (e.g.
unstable zero dynamics, low steady state gain) preventsouos lising SISO (single-input
single-output) anti-slug controllers. There may existeotphysical measurements, or alter-
natively combinations of existing measurements, that atdimited by these fundamental
limitations. For example, the model for the flow out of thesridoes not contain any unsta-
ble zeros, whereas the model for both the topside pressdredearsity both contain unstable
zeros. However, flow measurement is often obtained from aityesind a pressure measure-
ment by using a valve equation (Skofteland and Godhavn,)20@is shows that (nonlinear)
combinations of measurements have different propertastte original measurements and
that it may be possible to find topside measurements or catibns of measurements that
can be used for SISO stabilizing control.
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Appendix A

Two-fluid model for a pipeline-riser
systems

A.1 Modeling details

The PDE-based two-fluid model consist of mass balances (dgad A.2) and momentum
balances (eq. A.3 and A.4) for the liquid and gas phase. Tlanba equations combined
with the summation equation for the phase fraction (eq. wi)give the four statesv; p;,

agpa, arprur andagpaug.

9 (anpr) + 5o (onprud) = 0 (A1)
% (agpa) + %% (agpoucA) =0 (A.2)
% (apprur) + %E% (apprujA) = —aLg—i +arprgs — S—Z”TLW + %Tz’ (A.3)
gt (agpcua) + %% (agpeugA) = —Oécg—]; + acpcgs — %TGM — %Ti (A4)

ap +ag =1 (A.5)

The following assumptions form the basis for the model:

e One-dimensional flow

Constant liquid density,

Constant pressure over a pipe cross-section, implying guaasure in both phases

No mass transfer between the phases

No liquid droplet field in the gas

Isothermal conditions
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Table A.1: Notation used for the two-fluid model

Symbol Description Unit
oy Volume fraction
D Density kg/m?
X Axial distance m
Ug Local phase velocity m/s
A Pipe cross-section m?

G Gravity vector in pipe direction m/s?
Ske  Wetted perim., phase kand wall m

S Wetted interphase perim. m

Tew  Wall friction Nm?
T Inter-phase friction Nm?
€ Wall roughness m

Duy. Hydraulic diameter for phase k m
Rey, Reynolds number -
Db Bubble diameter m

¢ Ideal gas equation of state corrected with a compressiladtor.

The notation used for phases k = L and G are given in table A.1

Since we assume constant liquid dengity we can extract phase fractiong, gas den-
sity p;, and phase velocities, directly from the states. To solve the balance equations,
we need to relate the shear stresses against theryyalthe inter-phase shear stressthe
friction factorsf,, and f; and the wetted perimetefs andS,,, to the state information.
The algebraic relations used for friction correlations are

Ui
Thw = prk? (A6)
2
Ug —u
R (A7)
64 2% 10% 105\
w = —,0.005 {1 A.8
f max (Rek ( + ( Dix + Rek) (A.8)
1
fi = 0.02- 20 f"“ (A.9)
The wetted perimeters are implicit in phase fraction, amdsqproximated by polynomials:
Si(stratified) = (of — ar) (—4D) (A.10)
S;(annular) = 7Dy/ag (A.11)
D2
S;(bubble) = ”O]‘DGb (A.12)

Skw = magD (A.13)
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A.1.1 Discretization of the PDEs

In order to solve the system of PDEs, we discretize in spadesaive the resulting set
of Ordinary Differential Equations (ODES). A staggereddgapproach is used, where the
momentum equations is solved on a grid that are displace@lbnlcell relative to the grid
used for the mass conservation equation. This is requiratimeric stability of the solution
with standard ODE solvers (in this work we use the built-inthdp solver ODE23tb). We
used 13 grid points for the mass conservations equationd2uigdid points the momentum
equations, resulting in a set of 50 ODEs. The grids pointeweaequally distributed, with
highest density of grid points around the bottom of risete $patial derivatives are computed
using a backward difference scheme (Patankar, 1980). 8wecdirection of the flow can
change in this system, care has to be taken when allocatiagaléhe ODEs. For forward
flow, the data for the spatial derivatives is collected wgzstn the control volume, when the
flow reverses, the data is collected downstream.

A.1.2 Dealing with different flow regimes

Multiphase flow may change between different flow regimeswhHlegime maps, showing
the stability region of the various flow patterns as funciwdmiquid and gas velocity, have
been developed based on experimental data. Baker (1954)ngasf the first to investigate
the stability of the different flow regimes, the resultingpriar horizontal flow of oil and gas
is shown in figure A.1.
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Figure A.1: Flow regime map for horizontal flow of oil and gas
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The parameters used on the axis in figure A.1 are

971/3
= [(5) @) =2 [ ()] e

More recent work can be found in Schmidt et al. (18)79%riction, phase distribution and
other system properties which depends on flow regimes arpuiaah either by algebraic cor-
relations or interpolated from experimental data basederptedicted flow regime. Com-
mercial multiphase flow simulators use flow regime maps aack#perimental data behind
these maps to determine the flow regime and the suitablelabores for the problem at
hand. However, the flow regime maps are, as already mentidrased oropen loopex-
perimental data. In this work, where we are concerned witratpon in open-loop unstable
operating points, the maps do not apply. Because of this, wetase flow regime depen-
dent correlations (except for the possibility for annulad dubbly flow in the riser, where
we only consider this change to be a function of phase fragtio




Appendix B

Simplified model for a pipeline-riser
systems

This

appendix contains the set of equations that conddittlie simplified model of a

pipeline-riser system at riser slugging conditions thad developed in chapter 3. The model
is implemented in Matlab and the model files are availableetteb (Storkaas, 2003)

B.1 Model Assumpions

Al

A2

A3

A4

A5

A6

A7

A8

The liquid dynamics in the feed pipeline are neglected $yuaning constant
liquid velocity.

Constant gas volumgy; in the feed pipeline. This follows from assumption
Al if we also neglect the liquid volume variations due to &tdns in the liquid
level b, at the low-point.

Only one dynamical state for liquid holdup (the controlurae V;, with holdup
my, includes both the riser and the part of the feed pipeline ftioenlow-point
to the levelh,)

Two dynamical states for gas holdupg; and mge, occupying the volumes
Va1 and Ve, respectively. The gas volumes are separated by the low, @oid
connected through a pressure-flow relationship.

Ideal gas behavior
Stationary pressure balance over the riser (betweesymes”, and P,)

Simplified valve equation for gas and liquid leaving thetsyn at the top of the
riser

Constant temperature
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B.2 Model Equations

Conservation equations

%mL = WL in — WL,out
d
d_tmGl = Wqgin — Wa1
d

EmGZ = Wag1 — WaG,out

Calculation of state-dependent internal variables

T
P1 _ mai R
Va1 Mg
mai
Ve

=
PL

hAi +Vir =V,
Vi = Ay (Hy + Ls)

PG1 =

Ve =Vr — Vir
pPG2 = e
g = —22
Vo
N
L V
T
P, = meaa R
Vaa Mg
__ mga + VLrOL
Vr
* w" *
arr = (VLR > HQAQ) arr + 1+ wn (OéL — (VLR > HQAQ) aLT)
o Vir — AsHo
LT A2L3
_ K3PG1U?;1
PL — PG1
pr = arrpr + (1 — apr) pae
m aLTpPL

Oé =
Y aprpr + (1= apr) pas

(B.1)
(B.2)

(B.3)

(B.4)
(B.5)

(B.6)

(B.7)
(B.8)
(B.9)
(B.10)

(B.11)
(B.12)

(B.13)
(B.14)

(B.15)

(B.16)

(B.17)

(B.18)
(B.19)
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Flow equations
Hy — P — P — H.
ver = (hy < Hy) K 1H h1\/ 1 » — prgapHy (B.20)
1 PG1
wag1 = UG’lPGlA (B.21)
mmix,out - Klz \V PT (P2 - PO) (822)
WG, out = (1 - azn) Mmiz,out (823)
Wr, out = C(zlmmix,out (824)
Geometric equations
2r
H, =
' cos (0)
Ay
Ay = ——=
" sin (6)
H1—hl 0
<;5:(7T—acos(1—( )COS())>
r
A=1*(mr—¢—cos(m —¢)sin(m — ¢)) (B.25)
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B.3 Notation
Symbol Description Unit Remarks
mei Mass of gas in volume i Kg State variable
mp, Mass of liquid Ky State variable
Ve Gas volume i m3 Va1 = const
1% Volume occupied by liquid m?
Vir  Volume of liquid in riser m3
Vr Total volume in riser m3
P, Pressure in volume i N
PGi Gas density in volume i ﬁ%
PL Liquid density =9 Constant
P Average density in riser =4
T Density upstream valve %
Va1 Gas velocity at lowpoint =
Umiz,out  LiQuid velocity through choke valve 77
wgir  Internal gas mass flowrate ~g
wa,out  Gas mass flowrate through choke valveis
wr.out  Lig. mass flowrate through choke valve?g
ar, Average lig. frac. in riser, volume basis -
arr Lig. frac. upstream valve, volume basis -
aft Lig. frac. upstream valve, mass basis -
ajp  Lig. frac. upstream valve without entr. -
hy Liquid Level upstream the dip m
H; Critical liquid level m Constant
Hy Height of riser m Constant
r Radius of pipe m Constant
Ay Area in horizontal planégy; m? Constant
Ao Cross section are®, m? Constant
A Gas flow area at lowpoint m?
Ls Length of horizontal top section m Constant
0 Feed pipe inclination rad Constant
R Gas Constant 83144—,— Constant
g Spesific gravity 9.81%% Constant
T System Temperature K Constant
Mga Molecular weight of Gas Klfri]ol Constant
wa,in ~ Mass rate of gas into system % Disturbance
wr;,  Mass rate of liquid into system % Disturbance
Py Pressure after choke valve % Disturbance
z Valve Position - Input
K Choke valve constant - Tuning param.
Ky Gas Flow constant - Tuning param.
K Friction parameter - Tuning param.

n w'™ in the friction expression - Tuning param.



Appendix C

Simulations

This appendix contains all the simulations with the comgrsl designed in chapters 5 and
6 with all three models used in this thesis (the three-staidaihfrom chapter 3, the two-

fluid model from chapter 2 and OLGA). The controller paranmesend closed loop norms,

calculated based on the three-state model, are given faraeatroller.

C.1 SISO PID-controllers

Table C.1: Tuning parameter and achieved closed loop nom& 8D PID control

y Minimized K, mls] 1ols] 7#[8] | 1STee 1TTee 1K S]oe
P; | IS, 1KS[? | -0.098ar " 600 142 6.9 1.26 191  0.29
P, [eglpe -0.20ar~' 600 143 12.3] 1.60 1.44  0.50
Py | 1S]oos 1KS" | -0.16ar* 600 0 09| 1.03 152 0.30
Pr, [eglpe -0.30ar~' 600 0 20| 1.11 125 045
Q 15| o® 120725 oo 0 145|100 134 031
Q 17|50 27055 oo 0 135|100 116 0.63
Q 1K S|oo 555 oo 0 135|135 202 0.15

aThe controller that minimize§K S||~ is not unique; these parameters minimjZd| . whilst achieving
min ([| K5 o)
bDesign not unique, these parameters achigh#gls, = 1 with minimal input usage
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C.2 Cascade controllers

Table C.2: Tuning parameter and achieved closed loop nom& S0 PID control

y Ko Tnls] 7er=Tr2ls] Kals/m’] | [Slee [Tl 15 S]
[P Q] -0.0010;;;?_82 600 135 55 1 1.9 029
[DP Q] | -0.00015;2 600 135 55 | 142 21  0.16
ZQ] | -0.0027" 600 135 90 | 1.14 154 142
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C.3 Model based controllers

Table C.3: Closed loop norms and bandwidth for model-basettaitars

[Slloe [ Tflsc [KSloo  ws
H, controller,y = P, 1.48 1.35 0.43
H controller,y = [DP Q] | 1.27  0.94 0.37  0.0025
H., controller,y = [Z Q] 1.16 091 0.91  0.0010
LQG controllery = [DP Q] | 14 13 0.43  0.0004
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