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ABSTRACT In this paper, the delay and delay-constrained throughput performance of a point-to-point
wireless-powered communication system is investigated. In this system, the wireless-powered node, e.g.,
a user equipment (UE), receives data at the same time when powered from the other node, e.g., an access
point (AP), and uses the harvested wireless energy to send data to the other node. The investigation focuses
on the delay performance of sending data in the downlink (DL) from the AP node to the UE node and that
in the uplink (UL) from the UE node to the AP node, based on which the throughput performance on both
directions when delay constraints are enforced is also studied. To this aim, the cumulative service capacity
of the service process is first analyzed for both DL and UL, taking into consideration the delay caused by
the nontransmission phase for the AP or UE in each charging cycle. Thereafter, a general upper bound on
the delay distribution for stochastic traffic arrivals is obtained for both DL and UL, based on which the
delay-constrained throughput performance is further studied. In addition, to ensure the delay performance,
the required energy storage capacity and wireless charging rate are investigated. The obtained results are
exemplified with two specific traffic types, and the accuracy of the analysis is validated by comparison with
extensive simulation results. The analysis and results shed new light on the performance of wireless-powered
communication systems.

INDEX TERMS Wireless powered communication system, performance analysis, delay performance, delay-
constrained throughput.

I. INTRODUCTION
With the advance of wireless energy transfer technology,
a newly emerging topic is wireless powered communica-
tion (WPC) [1], [2], which has recently attracted growing
interest from both academia and industry. WPC has a great
potential for use in a wide range of applications particu-
larly in wireless sensor networks (WSNs) and Internet of
Things/Everything (IoT/IoE) [2]. In a WPC system, a node,
e.g. a user equipment (UE), harvests energy and may simul-
taneously also receive data from the ambient radio signal that
may be purposely radiated by another node, e.g. an access
point (AP), in its downlink (DL) to the UE node, and the UE
node may use the harvested energy to transmit data in the
uplink (UL) to the AP node, as shown in Fig. 1.

Typically, in a WPC system, the UL and the DL share the
same frequency band, which implies that the system works in
half-duplex mode. A fundamental issue of the WPC system
is to decide how frequently the energy transfer should be con-
ducted and how long each time the energy transfer should last.
To provide answers to these questions, one has to investigate
howmuch data needs to be sent by the AP node in the DL and
how much by the UE node in the UL, or equivalently what
data throughput or capacity the system is intended to achieve
for the AP and UE respectively. In addition to throughput,
delay guarantee is sometimes also required by delay-critical
IoT devices [3]- [5]. For instance, in a traffic control system,
the monitor sensors should upload the traffic information
through high resolution images to the traffic control center
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within a small latency, especially when the traffic is heavy.
As a consequence, if there is delay requirement on the data,
the investigation of a WPC system should also take it into
account. These constitute the objective of this paper.

In the literature, a number of studies on the throughput
performance of WPC systems can be found. Usually, these
studies only focus on either UL or DL transmission. On UL
transmission, Ju and Zhang [6] studied two types of through-
put under a harvest-then-transmit protocol, which are the
maximum system capacity and the throughput guaranteed
for all devices at the same time. In [7], the focus was on
spatial UL throughput maximization of a WPC network,
by finding the optimal tradeoff between the energy transfer
and information transfer. In [8], an optimization algorithm
was proposed to maximize the system UL throughput in a
multiuser multi-input-multi-output (MIMO) system through
jointly optimizing the energy beamforming, receive beam-
forming and time slot allocation. In [9], under the require-
ment of a minimum UL throughput, the focus was on the
energy efficiency through performing power control and time
allocation jointly. On DL transmission, the studies usually
take the technology of simultaneous wireless information and
power transfer (SWIPT) into account. In [10], the relationship
between the channel capacity and energy harvesting rate
was studied for different power splitting schemes. It was
found that the receiver architecture should be optimized for
wireless power transfer since wireless information transmis-
sion operated with quite low power sensitivity. In [11], the
rate-energy region was further studying for a MIMO broad-
casting channel under the nonlinear radio frequency energy
harvesting model. Yan and Liu [12] investigated opportunis-
tic relaying and studied the maximum capacity of the sec-
ondary transmitter in a cooperative cognitive radio network.
Differently, work [13] studied direct relaying and proposed
a relay selection scheme to minimize the outage probability.
In summary, all these existing works [6]- [13] focus mostly
on throughput studies with fluid traffic, where, delay, though
a key performance metric, receives little attention.

To the best of our knowledge, the state-of-the-art study
of delay performance in WPC systems is rather limited.
Weakly related, in [14], a method to control the power-
delay performance on demand in a WPC system was pro-
posed to minimize the time-averaged power consumption.
In addition, work [15] proposed an adaptive harvest-then-
cooperate protocol to minimize the average delay of UE
by simulation method. However, the aims of [14] and [15]
are both with little touch on maximizing the throughput or
capacity performance as in [6]–[13]. Due to the limitation of
hardware and energy transfer loss, the amount of harvested
energy in a WPC system may be highly limited compared
with the conventional systems powered through circuit [16].
Consequently, it is crucial to study the delay and through-
put performance together for WPC systems. In our early
work [17], we focused on the scenario with static channel, and
the delay and delay-constrained throughput performance was
analyzed for the UL transmission. In brief, a comprehensive,

joint delay and throughput performance study for both DL
and UL with the more general setting of stochastic channel is
absent.

In this paper, we investigate the delay and delay-
constrained throughput performance of a point-to-pointWPC
system. Specifically, our focus is on the delay performance
of sending data in the DL from the AP to UE and that
in the UL from the UE to the AP, and on their maximum
throughput performance when delay constraints are enforced.
In our investigation, finite energy storage capacity and gen-
eral stochastic channel are taken into account. To this aim,
the cumulative service capacity of the service process is first
analyzed for both DL and UL, taking into consideration the
delay caused by the non-transmission phase for the AP or
UE in each charging cycle. Thereafter, two general upper
bounds on the delay distribution for stochastic traffic arrivals
are obtained for both DL and UL: While one is tight with
high calculation complexity, the other may be generally not as
tight but is much simple in expression and for small charging
cycle cases is also accurate. Based on the delay analysis, the
delay-constrained throughput performance is further studied.
In addition, the minimum energy storage capacity and the
minimum DL transmission power to ensure the UL delay
performance are also studied. The obtained results are exem-
plified with two specific traffic types. Moreover, the accuracy
of the analysis is validated by comparison with extensive
simulation results.

The contributions of this paper are as follows.
(1) A tractable framework is presented to study the delay
and throughput performance together for both DL and UL
transmissions in a WPC system, where finite energy storage
capacity, stochastic channel and stochastic traffic arrivals
are all taken into account. (2) More specifically, two useful
upper bounds on delay distribution for both DL and UL
transmissions are derived. The tight bound is verified to be
accurate for all tested settings while the simplified bound
is reasonably good and can hence be used to simplify the
analysis when the charging cycle is small. It is worth high-
lighting that even the simplified bound for the UL transmis-
sion is more accurate than the bound obtained in [17] with
identical conditions. (3) The delay-constrained throughput
performance is studied, together with the minimum energy
storage capacity and the minimum DL transmission power
to ensure the UL delay performance. (4) The analysis and
the simulation results explicitly reveal the impact of traffic
and the impact of time allocation between UL and DL on the
throughput performance when different delay requirements
are enforced. They shed new light on the performance of
WPC systems.

The remainder is organized as follows. In Section II, the
system model is presented. In Section III, general analysis
of the WPC system is conducted. In Section IV, the obtained
results are exemplified with two specific traffic types, namely
constant fluid traffic and stochastic traffic. In Section V,
analytical and simulation results are presented, compared and
discussed. Finally, we conclude the paper in Section VI.
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II. SYSTEM MODEL
A. NOTATION
Throughout this paper, the following notation is adopted.
The cumulative amount of arrival traffic and that of the data
transmission capacity of the AP or the UE are both expressed
in the form of Y (t) during time [0, t) and Y (s, t) during time
[s, t) respectively, i.e., Y (s, t) = Y (t) − Y (s). A variable
with subscript ’D’ means it is used in the DL while one with
subscript ’U ’ means it is used in the UL. For a variable x,
function [x]+ means max{x, 0}. Besides, dxe and bxc denote
the ceiling function and the floor function of x respectively.

FIGURE 1. System model with wireless energy transfer in the downlink
and wireless information transmission in both uplink and downlink.

B. SYSTEM MODEL
As shown in Fig. 1, we consider a point to point wireless
powered communication system with an AP and a UE. It is
assumed that the AP and UE are equipped with one single
antenna each. In the DL, the AP transmits radio signal to
the UE. The energy from the received signal is divided into
two parts by the UE, where one part is used to recover the
information and the other part is stored into a battery. In the
UL, the stored energy is used to send data from the UE to the
AP. The DL and UL are assumed to share the same frequency
band, i.e., the system works in half-duplex mode.

We focus on the data transmission performance of the AP
in the DL and that of the UE in the UL. The data traffic may
arrive at the AP or the UE randomly and is FIFO-served. Both
AP and UE are equipped with a buffer to store the data that
cannot be served immediately. The buffer capacity of the AP
and that of the UE are assumed to be sufficiently large such
that no buffer overflow would happen.

FIGURE 2. The time (allocation) model.

The time model consists of multiple consecutive time
blocks (TBs) which are indexed by 1, 2, · · · . Each TB con-
sists of a DL phase and a UL phase. The duration of each TB
is fixed as T time units. The system adopts a DL-then-UL
transmission protocol, as depicted in Fig. 2. The time alloca-
tion for the DL andUL in a TB is determined by a parameter τ

(0 ≤ τ ≤ 1). Specifically, in each TB, the first τT time units
are assigned to theAP to transfer wireless energy and possibly
also data to the UE in the DL. A fixed amount of the harvested
energy is used by the UE to recover the information while the
remaining energy is stored into the battery to support data
transmission in the UL. Thereafter, the remaining (1 − τ )T
time units are assigned to the UE to send data to the AP as
long as the UE has data to send. As used in the literature,
we assume that the complex flat-fading channel gain denoted
by h̃ is invariant within a TB while it is independent and
identically distributed (i.i.d) over different TBs.

C. ENERGY HARVESTING AND DATA TRANSMISSION
The transmission power of the AP, denoted by pA, holds
as pA = E[|xA|2], where E[·] is the expectation func-
tion and xA is the radio signal sent by the AP. During the
DL phase of the ith TB, the transmission rate of the AP
holds as

RD,i = W log2(1+
pAhi
N0W

), (1)

where N0 denotes the power spectral density of background
noise andW denotes the bandwidth. Besides, hi is the power
gain in the ith TB and hi = |h̃i|2 where h̃i is the corresponding
channel gain. Here, the UE is assumed to be close to the AP
such that the path loss is neglected.

It is assumed that pA is constant and sufficiently large,
such that the wireless energy harvested from the background
noise and the energy loss due to DL information recovery
can be negligible. Note that this assumption is reasonable
since the power level of the background noise and that of
information recovery are both lower than 10−2 milliwatt
while pA is usually higher than 10 milliwatt [10]. Thus, the
amount of energy harvested by the UE in the ith TB can be
expressed as

Pi = ζpAhiτT , (2)

where ζ ∈ (0, 1] is the energy harvesting efficiency.
Further, since the traffic may arrive randomly over time,

the energy may not be depleted at the end of some TBs.
Let b denote the energy storage capacity of the battery and
Ei denote the amount of energy left at the beginning of the
ith TB. There holds

Ei+1 = min{Ei + Pi, b} − piui, (3)

where pi and ui denote the transmission power of the UE
and the total UL transmission time in the ith TB respectively.
Here, we assume, at the UE, its harvested energy is mainly
consumed by its data transmission, ignoring the other part of
its functionalities. Additionally, the transmission power of the
UE in the ith TB is determined as

pi =
min{Ei + Pi, b}

(1− τ )T
. (4)

The intuition behind the power allocation scheme to the UE is
to maximize the transmission power to use up the remaining

21622 VOLUME 5, 2017



Z. Li et al.: Delay and Delay-Constrained Throughput Performance of a Wireless-Powered Communication System

energy and the harvested energy at the end of each TB, such
that the data transmission capacity in each TB is maximized.

During the UL phase of the ith TB, the transmission rate of
the UE holds as

RU ,i = W log2(1+
pihi
N0W

). (5)

D. PERFORMANCE METRICS OF INTEREST
For ease of defining variables for the DL and UL trans-
missions simultaneously, we use subscript ’X ’ to denote the
subscript of DL ’D’ or that of UL ’U ’. We assume the amount
of traffic arrivals to the AP is i.i.d over time and so is to
the UE. We use AX (s, t) to denote the cumulative amount of
the traffic arrivals during time [s, t) and use AX (t) to represent
AX (0, t) for short as notated in Sec-II-A. Then, AX (t) has
independent and stationary increments [18], i.e.,
• For ∀0 ≤ s ≤ t , ∀e ≥ 0, AX (s, t) and AX (s + e, t + e).
have identical distribution.

• For ∀0 ≤ t1 ≤ · · · ≤ tn, AX (t1, t2), · · ·,AX (tn−1, tn) are
independent of each other.

The corresponding departure process of AX (t) is denoted by
A∗X (t). It is easily verified that, for a system with input AX (t)
and output A∗X (t), there holds [19]

A∗X (t) = inf
0≤s≤t
{AX (s)+ CX (s, t)}, (6)

where CX (s, t) represents the cumulative service capacity
within time [s, t).
The objective of this paper is to study the delay and delay-

constrained throughput performance for sending data from
the AP to UE in the DL and that from the UE to AP in the
UL. The delay DX (t) is defined as [19]

DX (t) = inf{dX : AX (t) ≤ A∗X (t + dX )}. (7)

The delay-constrained throughput is defined as the maxi-
mum traffic rate that the system can sustain to meet the delay
constraint [20]:

rmax
X = sup{rX : Pr{DX (t) > dX } ≤ εX }, (8)

where rX denotes the traffic arrival rate, and Pr{DX (t) >
dX } ≤ εX denotes the delay constraint which means the
probability for violating a given delay threshold dX should
be controlled within εX . Note that the delay constraints for
the DL and UL may be different and may impact with each
other through the time allocation parameter τ .

E. REMARKS
In the system model described above, several assumptions
have been made in order to simplify the analysis and the
representation of the analytical results. They include: the
harvested energy is mainly consumed by data transmission,
the Shannon capacity is used as the (maximum achievable)
data transmission rate where there is no data loss, and the
energy harvesting efficiency is constant. Note that many
of these assumptions have been commonly adopted in the

literature (see [6]– [9]). In addition, though these assump-
tions have led to simplified results, the fundamental essence
of the analytical approach is not affected. In other words,
the analysis can be extended when these assumptions are
relaxed. Furthermore, the most appealing phenomenon, i.e.
the delay-constrained throughput may significantly differ
from the throughput without delay consideration, is suffi-
ciently revealed by the obtained results, as later clearly seen
from Fig. 4.

III. PERFORMANCE ANALYSIS
A. SYSTEM SERVICE CHARACTERIZATION
For the AP or UE, a TB always consists of a transmission
phase and a non-transmission phase. The latter part will
result in packet backlog and packet delay if there are packets
requesting to be served. In general, the packet backlog is
usually aggravated in the non-transmission phase while it
is alleviated in the transmission phase for a long-term data
transmission since the average service rate should be higher
than the traffic arrival rate for a stable system. In what fol-
lows, we study the cumulative service capacity CX (t) with
consideration of stochastic traffic arrivals.

Without losing generality in a long-term transmission of
DL, we focus on a TBwhich satisfies two points: 1) before the
non-transmission phase of this TB, the backlogged packets
have all been served; 2) the backlog occurs during the non-
transmission phase of this TB. We let the backlog start time
as time 0. Note that the backlog start time can be anytime
during the non-transmission period since the traffic arrival
process is stochastic. Let (1− σDn (1−τ ))T denotes the backlog
start time from the beginning of this TB, where σD ∈ Z,
n ∈ Z+, Z and Z+ are the set of integers and that of
positive integers respectively, with σD uniformly distributed
within [0, n]. Based on the new start time, the cumulative data
transmission capacity from time 0 to time t holds as

CD(t) =
b
t
T c∑
i=1

RD,iτT + RD,d tT emin{(t − b
t
T
cT

−
σD

n
(1− τ )T )+, τT }. (9)

Similarly, in the UL, let (1 − σU
n )τT denotes the backlog

start time from the beginning of this TB, where σU ∈ Z,
n ∈ Z+, and σU is uniformly distributed within [0, n].
Based on the new start time, the cumulative data transmission
capacity from time 0 to time t holds as

CU (t) =
b
t
T c∑
i=1

RU ,i(1− τ )T + RU ,d tT emin{(t − b
t
T
cT

−
σU

n
τT )+, (1− τ )T }. (10)

Note that the expression of CX (t) also applies to the case
of deterministic traffic arrivals by choosing a suitable σX to
characterize the maximum delay caused due to the existence
of non-transmission phase for the AP or the UE.
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B. DELAY PERFORMANCE
The following lemma provides a general expression for the
delay violation probability to meet a given delay requirement.
Lemma 1: Consider a stable WPC system as depicted in

Fig. 1, where the data transmission capacity of the node is
characterized as CX (t) and the traffic arrival process is as
AX (t). If CX (t) and AX (t) are independent and both have
independent and stationary increments, then for a given delay
requirement dX , the corresponding delay violation probabil-
ity is bounded by

Pr{DX (t) > dX } ≤ E[e−θXCX (dX )],

for some θX > 0 which meets E[eθXAX (1)]E[e−θXCX (1)] ≤ 1.
Proof: Please see Appendix A.

In Lemma 1, the condition E[eθXAX (1)]E[e−θXCX (1)] ≤ 1
implies a sufficient stability condition for a system [19]

logE[eθXAX (1)]
θX

≤ −
logE[e−θXCX (1)]

θX
m

lim
t→∞

logE[eθXAX (t)]
θX t

≤ − lim
t→∞

logE[e−θXCX (t)]
θX t

, (11)

where logE[eθX AX (t)]
θX

and − logE[e−θXCX (t)]
θX

are the statistical
envelops of processesAX (t) andCX (t) respectively [19], [21].

And, αθX , logE[eθX AX (1)]
θX

and βθX , − logE[e−θXCX (1)]
θX

denote
the corresponding envelop rates respectively.

According to (9) and (10), for a time varying channel,
CX (t) is i.i.d over different TBs but it may not be identically
distributed over time. However, the length of a TB (i.e., T )
should be small for a practical system since otherwise the
packet delay which is caused due to the existence of non-
transmission phase would be high. Thus, the cumulative
transmission capacityCX (t) can be approximately considered
to be i.i.d [18]. And we let βθX ≈ limt→∞−

logE[e−θXCX (t)]
θX t

in
this paper, i.e., there holds

βθD ≈ −
logE[e−θDRDτ ]

θD

βθU ≈ −
logE[e−θURU (1−τ )]

θU
. (12)

We highlight that later in Section V, this approximation is
validated to be reasonable by comparing with the simulation
results even when T is set to be as large as 10 time units.
Additionally, according to Lemma 1, the delay violation

probability bound decreases as θX increases, which means a
tighter bound would be achieved with a larger θX . However,
θX is constrained by (11), i.e.,

αθX ≤ βθX (13)

for both DL and UL data transmissions. Hence, the optimal
θX can be found out according to the following expression,

θ
opt
X = max{θX : αθX ≤ βθX }. (14)

With Lemma 1, the delay performance of theDL and that of
the UL can be analyzed specifically. The following theorems
summarize the obtained bounds.
Theorem 1: For the DL transmission of the AP, the delay

violation probability is upper bounded by

Pr{DD(t) > dD} ≤ lim
n→∞

∑n
σD=0E[e

−θDRDτ (dD−
σD
n (1−τ )T )+ ]

n+ 1
and a simplified bound is as:

Pr{DD(t) > dD} ≤ E[e−θDRDτ (dD−(1−τ )T )
+

].

Proof: Please see Appendix B.
Theorem 2: For the UL transmission of the UE, the delay

violation probability is upper bounded by

Pr{DU (t) > dU } ≤ lim
n→∞

∑n
σU=0 E[e

−θURU (1−τ )(dU−
σU
n τT )

+

]

n+ 1
and a simplified bound is as:

Pr{DU (t) > dU } ≤ E[e−θURU (1−τ )(dU−τT )
+

]

Proof: Please see Appendix C.

C. DELAY-CONSTRAINED THROUGHPUT
With the information of the delay constraint including the
delay requirement dX and the delay violation probability εX ,
the maximum sustained throughput of a traffic type can be
derived. According to Theorems 1 and 2, the delay violation
probability is actually a function of θX , which can be denoted
as fX (θX ) = εX . If the delay constraint is given, the corre-
sponding parameter θX holds as

θX = f −1X (εX ), (15)

where f −1X (·) is the inverse function of fX (·).
Replacing the obtained θX into (13), the maximum traffic

envelop rate denoted by αmax
θX

is obtained. Furthermore, αθX is
a function in traffic arrival rate rX , which can be denoted
as g(rX ) = αθX [19]. Therefore, the maximum sustained
throughput to meet the given delay constraint can be repre-
sented as:

rmax
X = g−1(αmax

θX
), (16)

where g−1(·) is the inverse function of g(·).

D. ENERGY STORAGE CAPACITY AND
DL TRANSMISSION POWER
While small energy storage capacity restricts the UL perfor-
mance, large capacity may lead to high economic cost. It is
consequently worth finding out an energy storage capacity as
small as possible to ensure the UL performance requirement.

Suppose the traffic arrival process is characterized by
envelop rate αθU and the delay constraint is given as (dU , εU ).
According to (12) and Theorem 2, the envelop rate of CU
and the delay violation probability are both functions related
to the UL transmission rate RU and the parameter θU , which
can be denoted by βθU (RU , θU ) and f (RU , θU ) respectively.
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Besides, the amount of the energy stored before the UL
transmission is upper bounded by the energy storage capacity
b according to (3). Thus, further according to expression (5)
and the stability condition (13), there holds

βθU (RU , θU ) ≥ αθU
f (RU , θU ) = εU

W log2(1+
bh
N0W

) ≥ RU , (17)

Solving equation set (17) with expression (12) and
Theorem 2, the minimum required energy storage capacity
bmin and the corresponding θU are obtained.
When the energy storage capacity is sufficiently large, the

energy stored before the UL transmission in a TB, which is
Ei + Pi, according to (3) can be simplified as

Ei + Pi = Ei + ζpAhiτT .

According to (2), the amount of harvested energy depends
on the DL transmission power pA and the time allocation
parameter τ . For guaranteeing theUL performance, it is better
to adjust pA rather than τ since τ also has effect on the DL
performance. Therefore, we can find the required minimum
DL transmission power pmin

A to ensure the UL performance in
average, i.e.,

E[Ei + ζpAhiτT ] ≥ bmin

m

pA ≥
bmin
− E[E]

ζ τTE[h]
⇓

pmin
A =

bmin

ζ τTE[h]
. (18)

Here, we have removed E from the expression, i.e., let E = 0.
The reason is that the probability distribution ofE is generally
difficult to obtain from (2), (3) and (5). In addition, lessening
E to 0 gives a conservative estimation on both pmin

A and
the UL performance. Moreover, the analytical results are
still accurately enough while comparing with the simulation
results to be shown in Section V.

IV. EXAMPLES
As indicated in Theorems 1 and 2, the delay performance
depends on both the cumulative capacity of the DL and UL
and the traffic characteristics. In order to further understand
the analysis and the results, we exemplify with two specific
traffic types. One is constant fluid traffic and the other is a
stochastic traffic type, as defined in the following.
Traffic 1 (Fluid Traffic): The packet size is infinitesimal

and the arrival rate is fixed as rX ,1 = λXLX . In this case,
the statistical envelop rate of Traffic 1 holds as

αθX ,1 = rX ,1. (19)

Traffic 2 (Stochastic Traffic): The arrival interval between
two packets are exponentially distributed with parameter
1/λX . The packet size LX is assumed to be constant.

The statistical envelop rate, as introduced in (11), of Traffic 2
can be calculate as

αθX ,2 =
λX

θX
(eθXLX − 1). (20)

In addition, for ease of expression, we present below
the simplified delay bounds obtained in Theorem 1 and
Theorem 2 and assume constant power gain that implies
constant data transmission rate RX . The analysis with time-
varying channel and the tight bound can also be performed
through a similar way but without closed form expression of
the results.

A. ANALYSIS FOR FLUID TRAFFIC
For Traffic 1, the arrival process and service process are both
deterministic, based on which, the delay is always determin-
istically bounded as

DD,1(t) ≤ (1− τ )T

DU ,1(t) ≤ τT ,

on the condition that rD,1 ≤ RDτ and rU ,1 ≤ RU (1 − τ ) for
system stability.

According to (13), the delay-constrained throughput of
Traffic 1 holds as

rmax
D,1 = RDτ

rmax
U ,1 = RU (1− τ ), (21)

as long as the delay requirement dD ≥ (1 − τ )T and
dU ≥ τT . Interestingly, if the requirement is dD < (1− τ )T
and dU < τT , then the delay-constrained throughput is zero,
i.e., the requirement cannot be met.

In addition, according to (12) and (19), the equation
set (17) holds as

RU (1− τ ) ≥ λULU ,

i.e., we have Rmin
U ,1 =

λULU
1−τ . Thus, the minimum energy

storage capacity needed is:

bmin
1 =

(2
Rmin
U ,1
W − 1)N0W (1− τ )T

h
. (22)

Furthermore, the required minimum DL transmission power
is obtained according to (18), i.e.,

pmin
A,1 =

bmin
1

ζ τTh
. (23)

B. ANALYSIS FOR STOCHASTIC TRAFFIC
Applying Theorem 1 and Theorem 2, the delay violation
probability for Traffic 2 holds as

Pr{DD,2(t) > dD} ≤ e−θ
opt
D RDτ (dD−(1−τ )T )

Pr{DU ,2(t) > dU } ≤ e−θ
opt
U RU (1−τ )(dU−τT ), (24)

where θoptD = max{θD :
λD
θD
(eθDLD − 1) ≤ RDτ } and θ

opt
U =

max{θU :
λU
θU

(eθULU − 1) ≤ RU (1− τ )} according to (14).
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Conversely, for a given delay violation probability εX , the
corresponding delay is bounded as

DD,2(t) ≤ −
ln εD
θ
opt
D RDτ

+ (1− τ )T

DU ,2(t) ≤ −
ln εU

θ
opt
U RU (1− τ )

+ τT . (25)

In what follows, we derive the delay-constrained through-
put under a given delay constraint which is represented by
two parameters: the delay requirement dX , and the violation
probability εX .
Firstly, we ascertain parameter θX according to (15) and (24):

θD = −
ln εD

RDτ (dD − (1− τ )T )

θU = −
ln εU

RU (1− τ )(dD − τT )
.

Then, combining (13), (16) and (20), the delay-constrained
throughputs become:

rmax
D,2 = λ

max
D LD =

RDτθDLD
eθDLD − 1

rmax
U ,2 = λ

max
U LU =

RU (1− τ )θULU
eθULU − 1

. (26)

Next, when the traffic throughput and the delay constraint
in the UL are enforced to the system, the required mini-
mum energy storage capacity and minimum DL transmission
power are derived in the following.

According to (12), (20) and (24), the equation set (17) now
holds as

RU (1− τ ) ≥
λU

θU
(eθULU − 1)

e−θURU (1−τ )(dU−τT ) = εU

W log2(1+
bh
N0W

) ≥ RU

with which, we have

Rmin
U ,2 =

λU

θU (1− τ )
(eθULU − 1),

where θU = ln(1− ln εU
λU (dU−τT )

)/LU . Then, the energy storage

capacity to sustain Rmin
U ,2 can be calculated:

b ≥
(2

Rmin
U ,2
W − 1)N0W (1− τ )T

h
.

Thus, the minimum energy storage capacity needed becomes

bmin
2 =

(2
Rmin
U ,2
W − 1)N0W (1− τ )T

h
. (27)

Furthermore, the required minimum DL transmission power
is obtained according to (18), i.e.,

pmin
A,2 =

bmin
2

ζ τTh
. (28)

C. DISCUSSION
It is worth highlighting that the performance for stochastic
traffic is different from that for fluid traffic according to their
analytical expressions. However, it is easily verified that the
performance of the stochastic traffic converges to that of the
fluid traffic by loosening the delay constraint, i.e.,

lim
εX→1 and dX→∞

rmax
X ,2 = rmax

X ,1

lim
εU→1 and dU→∞

bmin
2 = bmin

1

lim
εU→1 and dU→∞

pmin
A,2 = pmin

A,1 . (29)

Note that rmax
X ,1 is equivalent to the mean channel capacity

according to (21), which implies that the throughput of the
stochastic traffic also converges to the mean channel capacity.

V. RESULTS
In this section, we present numerical results from the analysis
and compare with simulation results to discuss the perfor-
mance of the WPC system.

If not otherwise highlighted, the various involved param-
eters and the adopted analysis scenarios are as follows. We
set the bandwidth W = 100kHz, the power spectral density
of the background noise N0 = −160dBm, the transmission
power of AP pA = 0.01J per time unit, the duration of a TB
T = 1 time unit and the energy harvesting efficiency ζ=1.
The energy storage capacity is assumed to be always suffi-
cient, i.e., no energy overflow would happen. Additionally,
in order to study the performance for the stochastic traffic
which is served on stochastic channel, we employ Traffic 2
with mean arrival rate λ = 10 packets per time unit and
constant packet size L = 100kbits and Rayleigh fading
channel with mean channel power gain h = 1 to perform
analysis. The analytical results are based on the tight bounds
in Theorems 1 and 2.

Fig. 3 depicts the delay violation probability varying with
the delay requirement for the DL and UL transmissions
respectively. Static channel and stochastic channel are both
considered. Fig. 3 shows that the delay performance of data
transmission on static channel is better than that on stochastic
channel. In addition, a longer TB block leads to a higher delay
since the duration of the no-transmission phase of a TB tends
to be longer. Comparing Fig. 3(a) with Fig. 3(b), it can be
found that the delay performance of the DL is better than that
of the UL especially for stochastic channel even though the
duration of the transmission period is identical (e.g., 0.9 time
units per TB) for both DL andUL. This is due to that themean
transmission capacity of the UE is lower than that of the AP
for the stochastic channel, which will be further confirmed in
Figs. 4 – 6 which depict the throughput performance in detail.

In addition, the accuracy of the analytical results is also
checked with simulation results in Fig. 3. Fig. 3 indicates
that the analytical results are accurate in both DL and UL.
In addition, the accuracy increases as T decreases. Note that
the phenomenon (i.e., the dash lines) seems to be opposite
visually when d = 2.5 time units. Actually, the gap is
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FIGURE 3. Delay violation probability varying with delay requirement
(time units) for different configurations of T (time units), where the solid
lines represent the static channel while the dashed lines represent the
stochastic channel. (a) DL, τ = 0.9. (b) UL, τ = 0.1.

FIGURE 4. Delay-constrained throughput (Mbits per time unit) varying
with delay requirement (time units) for the DL and UL transmissions.
(a) DL, τ = 0.9, static channel. (b) DL, τ = 0.9, stochastic channel.
(c) UL, τ = 0.1, static channel. (d) UL, τ = 0.1, stochastic channel.

still smaller for the case where T = 1, since the order of
magnitude for T = 1 is 10−3 while that for T = 10 is 10−2.
As expected, the simplified analytical bound is looser than

FIGURE 5. Delay-constrained throughput (Mbits per time unit) for
stochastic traffic varying with delay requirement (time units) and violation
probability. (a) DL, τ = 0.1. (b) DL, τ = 0.9. (c) UL, τ = 0.1. (d) UL, τ = 0.9.

the corresponding tight analytical bound. However, the gap
between the tight bound and the simplified bound decreases
as T decreases. Therefore, when T is small enough (i.e., T =
1 time unit), using the simplified bound may be a good
compromise between accuracy and computation complexity.

In Fig. 4, the delay-constrained throughput performance is
depicted. Fig. 4 shows that the maximum sustained through-
put of the stochastic traffic is different from that of the
fluid traffic. Specifically, in Fig. 4(a) and Fig. 4(c), the
delay-constrained throughput of the fluid traffic is always
equal to the static channel capacity. Differently, the maxi-
mum sustained throughput of the stochastic traffic is highly
affected by the delay constraint (i.e., the delay requirement
and violation probability) and is always lower than that of
the fluid traffic. Similar phenomenon can also be observed
in Fig. 4(b) and Fig. 4(d) under the stochastic channel sce-
nario. The only difference is that the maximum throughput
of the fluid traffic also depends on the delay constraint under
the stochastic channel scenario. Implied by Fig. 4, if delay
constraint is required in data transmission, using the mean
channel capacity or the capacity (i.e., throughput) found from
fluid traffic model would both easily lead to overestima-
tion due to obvious gaps among these capacities. Never-
theless, when the delay constraint is loosened sufficiently
(e.g., d = 10 time units, ε = 0.1), the delay-constrained
throughput even with stochastic traffic converges to the mean
channel capacity, as having been discussed in (29).

To further show the impact of delay constraint on the
maximum sustained throughput, Fig. 5 is presented. Fig. 5
shows that the looser the delay constraint, which is the higher
delay or the larger delay violation probability the system can
tolerate, the higher the throughput that the traffic can acquire
without violating the delay constraint. In addition, the time
allocation parameter τ also can have significant effect on
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FIGURE 6. Delay-constrained throughput (Mbits per time unit) for
stochastic traffic with different τ , where dX =1 time unit. (a) εD = 10−3.
(b) εD = 10−2.

the delay-constrained throughput in both DL and UL. This
is further shown in Fig. 6.

Fig. 6 illustrates the impact of the time allocation param-
eter τ on the delay-constrained throughput, where the power
gain and energy utilization efficiency are also considered.
The figure shows that the power gain has a positive effect
on the delay-constrained throughput in both DL and UL.
Differently, the energy utilization efficiency only affects the
delay-constrained throughput in the UL. Interestingly, the
sustained throughput is approximately directly proportional
to τ in the DL. This is because a larger τ implies more time
being allocated to the AP to transmit the DL data during a TB.
Differently, there exits an optimal τ to maximize the delay-
constrained throughput in the UL. This is because the delay-
constrained throughput is related to both UL transmission
period and UL transmission rate according to (5) and (26).
As τ increases, the transmission period decreases but the
the transmission rate increases. Therefore, there is a tradeoff
between the transmission period and the transmission rate
to maximize the UL throughput. Furthermore, the optimal
τ depends on the delay constraint while observing Fig. 6(a)
and Fig. 6(b). In general, increasing τ can ensure higher
total throughput for the system, which may sacrifice the
UL transmission performance. Thus, care should be taken

FIGURE 7. Minimum energy storage capacity (J) varying with delay
violation probability and delay requirement (time units).

FIGURE 8. Delay violation probability varying with delay requirement
(time units) and energy storage capacity (J), where pA = 0.01J per
time unit.

in choosing proper τ in order to balance the perfor-
mance requirements from the AP, the UE and the overall
system.

The minimum energy storage capacity required to ensure
the UL transmission performance is depicted in Fig. 7. The
figure shows that the required energy storage capacity is
sensitive to the delay constraint. In particular, the stricter
delay constraint required by the traffic, the larger energy
storage capacity is needed. This is because stricter delay con-
straint implies higher delay-constrained throughput needed,
which further demands larger amount of minimum energy
stored before the UL transmission phase. When loosen-
ing the delay constraint enough (e.g., εU ≥ 10−3 and
dU ≥ 1 time unit), the required energy storage capac-
ity may turn to a low value that could be easily equipped
into a UE.

In Fig. 8, the delay performance is depicted with differ-
ent configurations of energy storage capacity. In general,
a UE with larger energy storage capacity can guaran-
tee better delay performance. However, the delay perfor-
mance under finite energy storage capacity converges to
the infinite capacity case quickly even when b is as small
as 0.01J.
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FIGURE 9. Required minimum DL transmission power (J per time unit)
varying with delay violation probability and delay requirement
(time units).

Finally in Fig. 9, the analytical transmission power is
illustrated, which is calculated according to (18) under the
given delay constraint. Fig. 9 shows that in low power region
(e.g., pA ≤ 0.02J per time unit), the power evaluation is
reasonably accurate. However, the power evaluation seems
to be conservative as pA increases. This is because the ana-
lytical pA does not consider the impact of parameter E which
also increases with pA according to (18). Nevertheless, the
analytical pA shows the same trend as the simulation results.
In addition, though seemly a large gap visually, the analytical
conservative estimation is indeed in the same order in mag-
nitude as the simulation results, which as a first try for such
analysis satisfies the intention.

VI. CONCLUSION
In this paper we presented an analytical approach to study
the delay and delay-constrained throughput performance of a
wireless powered communication system with consideration
of finite energy storage, stochastic channel and stochastic
traffic arrivals. Specifically, cumulative data transmission
capacity was first derived for the DL and UL transmissions
respectively. Then, based on the cumulative capacity analysis,
two upper bounds on the delay distribution were derived for
both DL and UL. In addition, the delay-constrained through-
put was obtained. Furthermore, the minimum energy storage
capacity and minimum DL transmission power were studied
to ensure the UL delay constraint. To elaborate the analyt-
ical results, two specific types of traffic were considered
and more explicit expressions of the analytical results were
provided. The simulation results conform the validity and
accuracy of the analytical results. We believe, the analysis
and the results shed new insights on the performance of
WPC systems.

APPENDIX A
PROOF OF LEMMA 1

Proof: Since event {DX (t) > dX } implies event
{AX (t) > A∗X (t + dX )}, we have {DX (t) > dX } ⊆ {AX (t) >

A∗X (t + dX )}. Therefore, we have

Pr{DX (t) > dX }

≤ Pr{AX (t)− A∗X (t + dX ) > 0}
(a)
= Pr{AX (t)− inf

0≤s≤t+dX
{AX (s)+ CX (s, t + dX )} > 0}

(b)
= Pr{ sup

0≤s≤t
{AX (s, t)− CX (s, t + dX )} > 0}

= Pr{ sup
0≤s≤t
{AX (s, t)− CX (s, t)} > CX (dX )}

Here, step (a) is according to (6). In step (b), we adopt the
time range 0 ≤ s ≤ t instead of 0 ≤ s ≤ t+dX since if s > t ,
there will hold as AX (s, t)− CX (s, t + dX ) < 0.
Let Vs = eθX (AX (t−s,t)−CX (t−s,t)), Yk = AX (k − 1, k) and

Zk = CX (k − 1, k). There holds

Vs+1 = eθX (AX (t−s−1,t)−CX (t−s−1,t))

= eθX
∑t

k=t−s(Yk−Zk )

= VseθX (Yt−s−Zt−s).

Since AX (t) andCX (t) have independent and stationary incre-
ments, we have

E[Vs+1|V1,V2, . . .Vs]
= E[Vs+1|Yt ,Yt−1, . . .Yt−s+1,Zt ,Zt−1, . . .Zt−s+1]
= E[VseθX (Yt−s−Zt−s)|Yt , . . .Yt−s+1,Zt , . . .Zt−s+1]
(a)
= E[Vs|Yt , . . .Yt−s+1,Zt , . . .Zt−s+1]E[eθXYt−s ]E[e−θXZt−s ]
(b)
= VsE[eθXAX (1)]E[e−θXCX (1)]
≤ Vs.

Here, step (a) is due to Yt−s and Zt−s are independent of
each other and also independent of {Yt ,Yt−1, . . .Yt−s+1,Zt ,
Zt−1, . . .Zt−s+1}. Step (b) holds since processes AX (t) and
CX (t) both have stationary increments, i.e.,

E[eθXYt−s ] = E[eθXAX (t−s−1,t−s)] = E[eθXAX (1)],
E[e−θXZt−s ] = E[e−θXCX (t−s−1,t−s)] = E[e−θXCX (1)].

Hence, V1,V2, . . . ,Vt form a non-negative supermartin-
gale [18]. Then, according to the property of the supermartin-
gale. the delay distribution holds as [18], [22]

Pr{DX (t) > dX }

= Pr{ sup
0≤s≤t
{eAX (s,t)−CX (s,t)} > eCX (dX )}

≤ Pr{ sup
1≤s≤t
{Vt−s} > eCX (dX )}

= Pr{ sup
1≤m≤t

{Vm} > eCX (dX )}

≤ Pr{V1 > eCX (dX )}
(a)
≤ E[e−θXCX (dX )]E[eθXAX (1)]E[e−θXCX (1)]
≤ E[e−θXCX (dX )].

Step (a) is based on the Chernoff bound and the indepen-
dence between AX (t) and CX (t). Therefore, Lemma 1 is
proved.
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APPENDIX B
PROOF OF THEOREM 1

Proof: According to Lemma 1, we have

Pr{DD(t) > dD}

≤ E[e−θDCD(dD)]

= E[exp{−θD
b
dD
T c∑
i=1

RD,iτT

+R
D,d dDT e

min{(dD − b
dD
T
cT −

σD

n
(1− τ )T )+, τT }}]

(a)
= E[e−θDRD(b

dD
T cτT+min{(dD−b

dD
T cT−

σD
n (1−τ )T )+,τT })]

(b)
≤ E[e−θDRDτ (dD−

σD
n (1−τ )T )+ ]

(c)
= lim

n→∞

1
n+ 1

n∑
σD=0

E[e−θDRDτ (dD−
σD
n (1−τ )T )+ ]

≤ E[e−θDRDτ (dD−(1−τ )T )
+

].

Here, step (a) holds due to the reason that RD is i.i.d over
time and independent of σD. Step (b) is in terms of Lemma
2 in Appendix D. Besides, in step (c), it is easy to prove that
for two independent variables A and B,

E[e−θAB] = E[E[e−θAb|B = b]].

APPENDIX C
PROOF OF THEOREM 2

Proof: According to Lemma 1, we have

Pr{DU (t) > dU }

≤ E[e−θUCD(dU )]

= E[exp{−θU
b
dU
T c∑
i=1

RU ,i(1− τ )T

+R
U ,d dUT e

min{(dU − b
dU
T
cT −

σU

n
τT )+, (1− τ )T }}]

(a)
= E[e−θURU (b

dU
T c(1−τ )T+min{(dU−b

dU
T cT−

σU
n τT )

+,(1−τ )T })]
(b)
≤ E[e−θURU (1−τ )(dU−

σU
n τT )

+

]

(c)
= lim

n→∞

1
n+ 1

n∑
σU=0

E[e−θURU (1−τ )(dU−
σU
n τT )

+

]

≤ E[e−θURU (1−τ )(dU−τT )
+

].

Here, step (a) holds due to the reason that RU is i.i.d over
time and independent of σD. Step (b) is in terms of Lemma 3
in Appendix E.

APPENDIX D
Lemma 2: For non-negative variables, there always holds

b
dD
T
cT τ +min{(dD − b

dD
T
cT −

σD

n
(1− τ )T )+, τT }

≥ τ (dD −
σD

n
(1− τ )T )+.

Proof: Since the left hand side term of the above
inequality is always non-negative, we just need to prove that

b
dD
T
cT τ +min{(dD − b

dD
T
cT −

σD

n
(1− τ )T )+, τT }

≥ τ (dD −
σD

n
(1− τ )T ).

Firstly, it is apparent that

b
dD
T
cT τ + τT − τ (dD −

σD

n
(1− τ )T )

≥ (
dD
T
− 1)T τ + τT − τ (dD −

σD

n
(1− τ )T )

≥
σD

n
(1− τ )T ≥ 0.

Therefore, b dDT cT τ + τT ≥ τ (dD −
σD
n (1− τ )T )+

Secondly, if dD − b
dD
T cT ≥

σD
n (1− τ )T , we have

b
dD
T
cT τ + (dD − b

dD
T
cT −

σD

n
(1− τ )T )+

− τ (dD −
σD

n
(1− τ )T )

= (dD − b
dD
T
cT −

σD

n
(1− τ )T )(1− τ ) ≥ 0.

On the other hand, if dD − b
dD
T cT ≤

σD
n (1− τ )T , we have

b
dD
T
cT τ + (dD − b

dD
T
cT −

σD

n
(1− τ )T )+

− τ (dD −
σD

n
(1− τ )T )

= b
dD
T
cT τ − τ (dD −

σD

n
(1− τ )T )

= (
σD

n
(1− τ )T − dD − b

dD
T
cT )τ ≥ 0.

Hence, the Lemma 2 is proved.

APPENDIX E
Lemma 3: For non-negative variables, there always holds

b
dU
T
cT (1− τ )+min{(dU − b

dU
T
cT −

σU

n
T )+, (1− τ )T }

≥ (1− τ )(dU −
σU

n
τT )+.

Proof: The proof of Lemma 3 is similar with that
of Lemma 2, which is consequently omitted for saving
space.
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