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Abstract

By utilizing the buoyancy of the water in a crossing, floating bridges may provide permanent road
links where other bridge types would be impossible or too costly to build. Still, floating bridges
are not wide-spread in modern road infrastructure. One major issue in this regard is the lack
of available information about the performance of existing floating bridges, and consequently,
how well the numerical prediction methodology enables an accurate description of their real-life
behaviour. The fluid-structure interaction combined with dynamic and stochastic excitation
makes numerical prediction of floating bridges a complex problem.

A better understanding of the dynamic behaviour of floating bridges would be highly valuable
for the design of new floating bridges. The accuracy of the numerical prediction methodology is
a crucial consideration for both the general trust in the numerical models, but also for reducing
the required safety margins in designs.

This dissertation concerns the issues listed above by means of numerical modelling using state-
of-the-art methodology and a comprehensive monitoring system installed on the Bergsøysund
Bridge, an existing floating pontoon bridge. The dynamic response of the Bergsøysund Bridge is
predicted within the framework of the finite element method and compared with the measured
response. Furthermore, by applying operational modal analysis, the modal parameters are
determined experimentally from the recorded data, and compared with the modal parameters
resulting from the solution of the eigenvalue problem of the numerical model.

For realistic sea states, the case study reveals that the response is only weakly dependent
on the directional spreading of the wave field. Furthermore, the correlation between the wave
excitation at the different pontoons is very low, such that the wave spectral density matrix may be
approximated to be block-diagonal without significant effects to the resulting response spectral
density. The predicted and measured lateral response quantities are for most cases in good
agreement. Predictions of the vertical response is not accurate when considering how the energy
is distributed over relevant frequencies, but standard deviations are normally accurately predicted.
Torsional response is not predicted with a satisfactory accuracy. The operational modal analysis
does prove to be challenging. Large damping, closely spaced modes, and an arc-shaped design
prone to coupled motion are factors that complicate the task. Modal damping ratios as high as
12–14% are observed both numerically and experimentally. Some of the experimental mode
shapes are comprised of a mix of multiple of the predicted mode shapes, where the amount and
fashion of the mixing is varying from recording to recording. This may indicate a modal coupling
of the mode shapes, which implies that energy is transferred between modes. The variability
of the identified natural frequencies drops as the significant wave height, which characterize
the excitation level, increases. Furthermore, the damping levels are increasing for increasing
excitation level.

Floating bridges are structures prone to complex dynamic behaviour. The importance of
verification of numerical models should therefore be emphasized. Due to this, the current work
is considered to be relevant for the future development of floating bridges.
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1 Introduction

1.1 Background

Floating bridges have existed for four millennia [1], but have only been used as road links in
modern infrastructure since around 1940. A list of the longest modern floating bridges for road
vehicle traffic is given in Table 1. By utilizing the water in the crossing, the structure may benefit
from large stiffness originating from the buoyancy and added damping from the fluid-structure
interaction, which in most cases will be beneficial for the dynamic behaviour. It does, however,
come at the cost of potentially large forces due to the currents and waves, and a more complex
dynamic behaviour.

The Norwegian Public Roads Administration (NPRA) is currently planning a new Coastal High-
way, E39, along the Norwegian west-coast, where existing ferry connections will be exchanged
with permanent road links. Close to half of the traditional Norwegian export is generated in
the areas surrounding the planned highway [2], and saved time in transportation will result in
significant benefits to the industry. The fjord-dense geography dominating the route poses a
big challenge for the bridge designs; the straits are deep and wide, and will require significant
extension of the current bridge technology. For several of the crossings, floating bridges are
deemed among the most feasible and economic alternatives.

1.1.1 Dynamic behaviour of floating bridges

The first floating bridges built were not designed with emphasis on their dynamic behaviour. Two
research groups were simultaneously exploring the dynamics of floating bridges in the 70s and 80s:
the research group at the University of Washington in the United States, led by Hartz [3–7]; and the
research group at NTNU and SINTEF in Norway, led by Holand and Langen [8–10]. Borgman [11]
systematized the methodology for conducting time simulations of waves. Furthermore, Langen
and Sigbjörnsson [12, 13] elaborated and exemplified the methodology for dynamic analysis
of floating bridges, with case studies on the Nordhordland Bridge (referred to as the Salhus
Bridge at the time); and researchers at NTNU and SINTEF [14,15] made further developments
in cooperation with the NPRA. The early history of floating bridges in the State of Washington
played a key role to set the agenda for the research conducted in the United States, whereas the
experience drawn from the Norwegian oil adventures on the Norwegian Continental Shelf was
defining in the development of and research on floating bridges in Norway. While the floating
bridges in Washington are relying on a straight single-pontoon girder with side-anchoring to
the seabed, the floating bridges in Norway are horizontally curved structures with discretely
distributed pontoons and no side-anchoring. Even though the two types of structures have a lot
in common, they are principally very different. A design without side-mooring would have to be

1



2 CHAPTER 1. INTRODUCTION

Tab. 1: Floating road bridges used as part of modern infrastructure. Bridges no longer in operation are not
listed unless they have been replaced by newer versions.

Name Length+ Location In
operation

Design

Lacey V. Murrow Memorial Bridge1 2020 m Washington,
United States

1940–† Horizontally straight
side-anchored continuous
pontoon deck

Kelowna Floating Bridge (Okanagan
Lake Bridge)

650 m British
Columbia,
Canada

1958–
2008

Horizontally straight
side-anchored continuous
pontoon deck

William R. Bennett Bridge
(Okanagan Lake Bridge)*

690 m British
Columbia,
Canada

2008– Horizontally straight
side-anchored continuous
pontoon deck and
elevated end-section

Governor Albert D. Rosellini Bridge
(Evergreen Point Floating Bridge)2

2310 m Washington,
United States

1963–
2016

Horizontally straight
side-anchored continuous
pontoon deck

New Governor Albert D. Rosellini
Bridge (Evergreen Point Floating
Bridge)*

2350 m Washington,
United States

2016– Horizontally straight
side-anchored continuous
pontoon deck

William A. Bugge Bridge (Hood
Canal Bridge)

1988 m Washington,
United States

1961–‡ Horizontally straight
side-anchored continuous
pontoon deck

Demerara Harbour Bridgeo 1851 m Georgetown,
Guyana

1978– Horizontally straight with
discrete steel pontoons
and side-anchoring

Homer M. Hadley Memorial Bridge3 1772 m Washington,
United States

1989– Horizontally straight
side-anchored continous
pontoon deck

Bergsøysund Bridge 840 m Møre og
Romsdal,
Norway

1992– Horizontally curved with
discrete pontoons and no
side-anchoring

Nordhordland Bridge (Salhus
Bridge)

1246 m Hordaland,
Norway

1994– Horizontally curved with
discrete pontoons, no
side-anchoring and a
cable-stayed fixed section

Yumemai Bridge
(Yumeshima-Maishima Bridge)

410 m Osaka, Japan 2000– Horiozontally straight
swing arch bridge, with
two pontoons

+ Length of floating section
1 Commonly referred to as 1st Lake Washington Bridge
† Collapsed in 1990, but repaired and reopened
* Replaced the bridge listed above
2 Commonly referred to as 2nd Lake Washington Bridge
‡ Collapsed in 1979, but repaired and reopened
o Originally intended for temporary use
3 Commonly referred to as 3rd Lake Washington Bridge
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based on a philosophy of high flexibility, in contrast to side-anchored designs that as a result are
much stiffer.

Due to the experiences drawn from the design of the Bergsøysund and Nordhordland Bridges,
Norwegian consultant companies were engaged when the old Kelowna Floating Bridge in British
Columbia, Canada, was planned to be replaced by a new, modern floating bridge. The project
resulted in new research on the dynamics of floating bridges, in Canada, led by Isaacson [16–18].

In the late 90s, a massive research project named the Mega-Float [19, 20] was initiated.
Following this, research in regard with the plans of a new swing-type floating bridge, the Yumemai
Bridge, emerged [21,22].

The above-listed references are mainly concerning the simulation and modelling of floating
structures, and do only in a few selected cases involve measurement of their true behaviour.
Peterson [23] compared the measured and predicted response of the Evergreen Point Floating
Bridge, later renamed to Governor Albert D. Rosellini Bridge; however, with emphasis on the
performance of the mooring cables. A preliminary comparison between the measured and
predicted response of the Hood Canal Bridge was conducted by Georgiadis [6], as a consequence
of its collapse during a storm in 1979. There exist substantial amounts of research concerning
testing of dynamic behaviour of various structures. Studies comparing predicted and experimental
response of floating bridges are, however, close to non-existing. This is explained by the small
amount of existing test subjects compared to, e.g., suspension bridges. The uncertainties of the
methods used to estimate dynamic behaviour of floating bridges are therefore not well-known,
which leads to a high conservatism in design and unnecessarily high construction costs, in the
best case.

1.1.2 Studying the Bergsøysund Bridge

The Bergsøysund Bridge is a 930-metre-long pontoon bridge located in Møre og Romsdal county
on the western coast of Norway. It provides a permanent road link between the islands Bergsøya
and Aspøya. Seven floating concrete pontoons are supporting the steel truss, which are providing
additional stiffness, damping and mass to the system. The arc-shaped design of the bridge is
ensuring that axial forces at the abutments are supporting the bridge laterally. Therefore, a steel
rod is placed on each of the ends, for the absorption of axial forces. Furthermore, rubber bearings
are providing vertical and lateral support. A photograph of the bridge is given in Figure 1, and
the bridge location is depicted in the map shown in Figure 2. The bridge has no side-mooring and
relies solely on the support provided at its ends, and thus the design philosophy is based on a high
flexibility. This makes the structure susceptible to large displacements and dynamic behaviour.
It was completed in 1992 and is the first long-span floating bridge without side-mooring in
existence.

The current study investigates the behaviour of the Bergsøysund Bridge by means of an
extensive monitoring system, which enables a precise description of the dynamic behaviour of the
structure. The recorded response is compared with numerical predictions to assess the accuracy
of the applied methodology.

Furthermore, operational modal analysis is applied to the recorded acceleration data to
estimate the modal parameters of the bridge. The field of modal analysis has seen numerous ap-
plications in civil structures, as in, e.g., [24–28]. Larssen [29] presented methodology to estimate
the structural parameters from response measurements only, with emphasis on applications to
submerged floating tunnels. Because no vibration data from real-life structures were available at
the time of that study, simulated response and measurements from a scale model in a wave basin
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Fig. 1: The Bergsøysund Bridge. Photograph by NTNU/K. A. Kvåle.

Norway

Bridge site

Fig. 2: Map section depicting the surrounding geography and location of the Bergsøysund Bridge. Map
sections: © Kartverket.
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were used. As to the author’s knowledge, operational modal analysis has not been systematically
applied to data from floating bridges, prior to the work presented in the current study.

1.2 Objectives and limitations

The objectives of the thesis can be summarized as follows:

• To study and quantify the uncertainty of the dynamic response of floating bridges subjected
to wave excitation

• To apply, and compare the accuracy of, state-of-the-art operational modal analysis methods
on a floating bridge case study

• To contribute to a better understanding of the dynamic behaviour of floating bridges

Nonlinearities and wind excitation are topics not directly treated herein.

1.3 Structure of the thesis

Chapters 2 and 3 present theory and results that are either very important to the problem or
to supplement the content of the appended papers. Chapter 4 reviews the contributions and
main findings in the appended papers, and some summarizing conclusions are given in Chapter
5. Thereafter, the appended papers, consisting of three published journal papers, one conference
paper, and one submitted manuscript, follow. The papers represent the main work of the PhD
study. The study may be sub-divided into the following three topics:

1. Numerical predictions (paper 1 and 5)

2. Measurement of real-life behaviour (paper 2 and 3)

3. Predictions versus measurements (paper 3 and 4)





2 Floating bridge dynamics

To describe and simulate the dynamic behaviour of a floating bridge, a numerical simulation
framework must be established. The hydrodynamics, describing both the wave excitation and
the fluid-structure interaction have to be considered. The dynamics of the elastic structure are
modelled by relying on a finite element method (FEM) framework, and in turn combined with the
hydrodynamics. The random nature of the excitation makes a stochastic approach fundamental.
These aspects are described in the current chapter.

2.1 Water waves and fluid-structure interaction

The appropriate selection of relevant wave forces acting on a structure is a choice that is highly
dependent on the shape and size of the bodies interacting with the water. The following main
forces are acting on a wave-exposed structure [30,31]:

• Froude-Krylov force from the incident waves

• Diffraction force from the disturbance of the wave field due to the body

• Radiation force from the generation of radiating waves, due to the relative motion of the
body

• Viscous force from the pressure drops resulting from flow separation around the body; also
a consequence of the relative motion of the body

For slender bodies, the viscous drag force is more important than the radiation forces, and vice
versa for bulky bodies. Because the size of the pontoons on the case study structure is relatively
large compared to the relevant wave lengths, the viscous drag force is not considered in the
current study.

The following is mainly based on Newman [32]. Other relevant sources on this subject are,
e.g., [30,33,34].

A regular wave is a single sine wave, or monochromatic wave, and is the basis for more
complex waves, through the superposition principle and Fourier analysis. The regular and plane
wave is assumed to be expressed mathematically as follows:

η(x ′, t) = a cos(κx ′ −ωt + ε) (1)

where η is the sea surface elevation function; x ′ is the distance along the wave direction, as
depicted in Figure 3; t is the time; a is the amplitude of the wave; κ is the angular wavenumber,

7



8 CHAPTER 2. FLOATING BRIDGE DYNAMICS

Wave crests

κ= 2.5 · 2π
1 m

x ′

x

y
Propagation direction

Fig. 3: Regular wave along axis x ′.

defined as radians per unit distance; ω is the circular frequency; and ε is a random phase shift,
which also indicate that any sinusoidal function may be used.

A flow is irrotational if the following holds true everywhere in the fluid:

∇× v= 0 (2)

where v is the fluid velocity; and ∇ is the del operator, which is defined in Cartesian coordinates
(x , y, z) as follows:

∇≡
�
∂

∂ x
,
∂

∂ y
,
∂

∂ z

�
(3)

Here, x and y are describing the position in the horizontal plane and z is the vertical position. One
big advantage of modelling a fluid as irrotational is that its velocity can be defined mathematically
by means of a scalar velocity potential φ, as follows:

v=∇φ (4)

By assuming that the fluid is incompressible, the conservation of mass can be expressed as follows,
i.e., by the continuity equation:

∇ · v= 0 (5)

When Equations 4 and 5 are combined, Laplace’s equation is obtained:

∇2φ ≡ ∂
2φ

∂ x2
+
∂ 2φ

∂ y2
+
∂ 2φ

∂ z2
= 0 (6)

This is the main differential equation describing all potential flows. For φ to describe specific
situations, boundary conditions have to be imposed. For a floating body, the total velocity potential
may be decomposed into three contributions:

φ = φw +φd +φr (7)

where the three terms are described as follows:
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• φw is the contribution from the undisturbed incident wave

• φd is the contribution from the diffraction of the incident wave, caused by the body

• φr is the contribution from the motion of the body, which produces radiating waves that
originate from the body, and may be described as the sum of contributions from all six rigid
degrees of freedom: φr =

∑6
j=1φr, j

Thus, for a fixed body, the last term vanishes. Also, this decomposition implies that the radiation
term may be considered to be a separate problem, i.e., the problem can be considered as a fixed
body subject to incident waves plus a moving body in still water.

2.1.1 Boundary conditions

A kinematic boundary condition (KBC) may be specified from the fact that all particles on the
free surface stays on the free surface. Mathematically, this reads out as follows:

D
Dt
(z −η)

���
z=η
=
�
∂ φ

∂ z
− ∂ η
∂ t
− ∂ φ
∂ x

∂ η

∂ x
− ∂ φ
∂ y

∂ η

∂ y

����
z=η
= 0 (8)

where D
Dt is the substantial derivative.

Furthermore, the pressure is assumed atmospheric (p = patm) everywhere on the surface
z = η. This forms the dynamic boundary condition (DBC) from Bernoulli’s equation, as follows:

η= −1
g

�
∂ φ

∂ t
+

1
2
∇φ · ∇φ

�
(9)

where g is the acceleration of gravity. Equations 8 and 9 form the total free-surface boundary
condition.

The bottom of the seabed is also providing a boundary condition, from the fact that it cannot
be penetrated, as follows:

∂ φ

∂ z

���
z=−d

= 0 (10)

Here, d is the depth of the water. This implies that the potential is constant along the bottom,
and thus, that it will not cause any flow across the seabed.

An impenetrability boundary condition is also required for the floating body:

∂ φ

∂ n
= v, on Sb (11)

where Sb is the wetted surface of the floating body, the directional derivative ∂ φ
∂ n is equivalent to

∇φ ·n, and n = n(x , y, z) is the normal vector field corresponding to the surface. If the diffraction
problem is to be considered separately, the velocity potential φw +φd may be solved for v = 0 on
Sb, i.e., with the body being fixed, and the radiation problem solved afterwards, by assuming still
water.

It is reasonable to assume that the potential contributions are harmonic functions, due to the
harmonic nature of the sought-after wave elevation and body motion, which implies:

φr, j(x , y, z, t) = Re
�
a jφ̂r, j(x , y, z)eiωt

�
(12)

φw(x , y, z, t) +φd(x , y, z, t) = Re
�
A[φ̂w(x , y, z) + φ̂d(x , y, z)]eiωt

�
(13)
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Thus, the following is obtained:

φ(x , y, z, t) = Re



 

6∑
j=1

a jφ̂r, j(x , y, z) + A[φ̂w(x , y, z) + φ̂d(x , y, z)]

!
eiωt


 (14)

Still, the boundary problem is not unique, and a radiation condition at infinity is required. The
radiation potential is assumed to give waves far away due to the motion of the body, which must
be on the following form:

φr, j ∝ Re
�
a j(x

2 + y2)exp(−iκ
Æ

x2 + y2))
�

, for x2 + y2→∞ (15)

2.1.2 Linearized boundary conditions

When the wave height η is small, the free-surface boundary conditions simplify drastically:

• Free-surface KBC (linearization of Equation 8): ∂ η
∂ t =

∂ φ
∂ z

• Free-surface DBC (linearization of Equation 9): η= − 1
g
∂ φ
∂ t

To study the effect of the nonlinearities, the potential function can be expanded as a Taylor
series, about the plane z = 0, as follows:

φ(x , y,η, t) = φ(x , y, 0, t) +η
�
∂ φ

∂ z

�
z=0
+

1
2
η2

�
∂ 2φ

∂ z2

�

z=0

+ . . . (16)

By retaining the second order term, two important implications follow. Firstly, the excitation
will include a mean drift force, which is a result of the net mass transport of water past the
pontoon. Secondly, the excitation frequency components will also include sums and differences
of the frequency components present in the sea surface elevation.

2.1.3 Panel methods

The potentials φd and φr are both dependent on the surface of the body. Except for very simple
geometries, it is not feasible to obtain the potentials analytically. Therefore, panel methods
represent a very useful tool to enable such calculations for almost any reasonable surface. Panel
methods may therefore represent complex flow situations from the superposition of known
solutions to simple potential flows.

2.1.4 Hydrodynamic forces

By retaining only the linear terms in Bernoulli’s equation, the following equation is obtained for
the pressure p:

p = −ρ
�
∂ φ

∂ t
+ gz

�
(17)
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where ρ is the mass density of the water. The sum of all external forces and moments (3 forces
and 3 moments) acting on the floating body may therefore be written as:

{ph}(t) =−ρg

∫

Sb

§
n

r× n

ª
zdS

︸ ︷︷ ︸
hydrostatic forces

+
§

FG
FG × rG

ª

︸ ︷︷ ︸
gravitational forces

−ρRe




6∑
j=1

iωa je
iωt

∫

Sb

§
n

r× n

ª
φ jdS




︸ ︷︷ ︸
added mass and damping

−ρRe

�
iωAeiωt

∫

Sb

§
n

r× n

ª
(φw +φd)dS

�

︸ ︷︷ ︸
wave excitation

(18)

where n is the normal vector on the surface of the body, with positive direction inwards; r is the
position vector to the surface; FG = [0, 0,−mg] is the gravitational force of the body with mass
m; and rG is the position vector to the centre of gravity (CG) of the body.

The first and second terms correspond to the hydrostatic component, and the forces and
moments due to the weight of the floating body, respectively. Together, they form the total static
forces. By only retaining the terms that are dependent on the displacement of the floating body,
the stiffness coefficients may be established as follows, for a body in its equilibrium position [32]:

K33 = ρgS (19)

K44 = ρgV∆h1 (20)

K55 = ρgV∆h2 (21)

where V is the displaced volume, S is the waterplane area, and ρV equals the mass of the body
m. Finally, ∆hi = zM ,i−zG is introduced as the metacentric height corresponding to stability along
axis i, where zM ,i is the corresponding metacentre, and zG is the vertical coordinate of the CG.
The metacentre can furthermore be written as follows:

zM ,i = Iii/V + zB, i = 1, 2 (22)

where zB is the vertical location of the centre of buoyancy; and Iii is the waterplane moment,
analogous to the first area moment, defined as Iii =

∫ ∫
S0

x2
i dS and S0 is the waterplane area in

the static condition. The concept of metacentric height and hydrostatic stability is illustrated in
Figure 4.

The third term in Equation 18 is originating from the radiation potential, and results in
complex values, which implies both mass and damping contributions.

Finally, the fourth term describes the wave excitation resulting from the incident wave and
the diffraction effects caused by the body.

The total hydrodynamic excitation in Equation 18, due to a small monochromatic wave
proportional to eiωt , can be written as follows:

{ph(t)}= {P(ω)}eiωt − [Mh(ω)]{ü(t)} − [Ch(ω)]{u̇(t)} − [Kh]{u(t)} (23)
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where [Mh(ω)], [Ch(ω)] and [Kh] are the added hydrodynamic mass, potential hydrodynamic
damping and restoring stiffness, respectively; and {P(ω)} is the frequency domain wave excitation.
No further attention is devoted to the description of the forces, as the topic is well described in
text books (e.g. [32]).

A note on stability and restoring forces

The hydrostatic term in Equation 18 is expressing the buoyancy forces acting on the body. Together
with the gravitational force of the body, the hydrostatic forces give rise to restoring forces and
moments to restore the body to its equilibrium position. By assuming small displacements and
rotations, this is interpreted as a stiffness contribution to the FE model. The reasoning behind
the restoring roll moment due to a small angle of a free-floating pontoon is illustrated in Figure
4a. Note that by adding a superstructure on top of the pontoon, the centre of gravity is shifted,
and thus, the restoring moment affected (Figure 4b). Also, the gravitational and buoyancy forces,
which are equal, are increased. The weight of the structure resting on top of the pontoons must
therefore be considered to establish the appropriate rotational hydrostatic stiffness contributions.
When the metacentre, denoted M in Figure 4b, is located above the gravitational centre, the body
is considered stable, and will return to its original equilibrium position. When the metacentre
is located below, however, the body is unstable, which implies that it has a negative stiffness
contribution to the system.

2.2 Stochastic water waves

The sea surface elevation is a scalar function of position {r} and time t, and may be expressed as
follows [30,35]:

η({r}, t) =

∫

κx ,κy ,ω

ei{κ}·{r}−iωt dZη({κ},ω) (24)

where Zη denotes the spectral process that describes the sea surface elevation and {κ} is the wave
number vector, the two-dimensional extension of the wave number, which is defined as follows:

{κ}=
§
κx
κy

ª
= κ

§
cosθ
sinθ

ª
(25)

Here, θ is defined as the angle relative to the global x-axis. For wave fields assumed to be
stationary and homogeneous, the spectral process of the sea surface elevation is related to the
cross-spectral density as follows:

E
�
dZηp

({κ},ω)dZηq
({κ},ω)∗

�
= Sηp ,ηq

({κ},ω)dκx dκy dω (26)

where the indices p and q denote two arbitrary points on the xy-plane, Sηp ,ηq
({κ},ω) is the 3D

cross-spectral density corresponding to the wave elevations at the two points, ∗ is the complex
conjugation operator, and the expectation operator is denoted E(·). In linear wave theory, the
dispersion relation specifies the relation between wave number and frequency, as follows:

ω2 = gκ tanh(κd) (27)

where d is the water depth. For d →∞, i.e., deep water, this reduces to:

ω2 = gκ (28)
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G Waterline

GB

M

Z Waterline

∆hi

(a) Without superstructure.

G Waterline
B

G
WaterlineB

M

Z

∆hi

(b) With superstructure. The addition of the superstructure raises the centre of gravity such that the restoring arm, and
thus, the restoring moment is reduced.

Fig. 4: Stability of a floating pontoon. G is the gravitational force acting from the CG, M denotes metacentre,
Z is the point along the vertical line from the buoyancy force B on the same vertical level as the CG.

The dispersion relation makes it possible to express the two components of the wave number
vector with frequency and angle. Thus, the three-dimensional cross-spectral density can be
expressed as a two-dimensional cross-spectral density, as follows:

E
�
dZηp

(θ ,ω)dZηq
(θ ,ω)∗

�
= Sηp ,ηq

(θ ,ω)dθdω (29)

The power spectral density at a single point (p = q) then becomes:

Sη(ω,θ ) = Sηp ,ηp
(ω,θ ) = Sηq ,ηq

(ω,θ ) (30)
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which is decomposed into one-dimensional wave spectral density Sη(ω) and directional distribu-
tion D(ω,θ ), as follows:

Sη(ω,θ ) = Sη(ω)D(ω,θ ) (31)

This is constructed such that
∫ 2π

0 D(ω,θ)dθ = 1 for all ω. The vector distance between points
p and q is denoted as {∆r}, such that the cross-spectral density between the wave elevation at
points p and q may be given as:

Sηp ,ηq
(ω) =

∫ 2π

0

Sη(ω)D(ω,θ )ei{κ}·{∆r}dθ (32)

The hydrodynamic transfer function {qp(ω,θ)}, which is directly related to the fourth term in
Equation 18, gives 3 forces and 3 moments from the wave elevation, for the floating body located
on point p. This is mathematically expressed as follows:

{dZpp
(ω,θ )}= {qp(ω,θ )}dZηp

(ω,θ ) (33)

This gives the following cross-spectral density matrix corresponding to the wave excitation:

[Spp ,pq
(ω)] =

∫ 2π

0

{qp(ω,θ )}Sηp ,ηq
(ω,θ ){qq(ω,θ )}∗T dθ (34)

where T is the matrix transpose operator. This results in a 6×6 large matrix for each combination
of p and q. The global wave excitation cross-spectral density matrix may thereafter be constructed
by arranging these matrices as submatrices in a (6N)× (6N) large matrix, where N is the number
of floating bodies.

2.3 Numerical model set-up

The model of a floating structure can be set up within a FEM framework, as follows:

[Ms]{ü(t)}+ [Cs]{u̇(t)}+ [Ks]{u(t)}= {ph(t)} (35)

where [Ms], [Cs], and [Ks] are the structure’s mass, damping and stiffness matrices, respectively;
{u(t)} is the displacement vector describing the displacements for all degrees of freedom (DOFs),
and is a function of time t; {ph(t)} is the total hydrodynamic action, which is the total force acting
on the structure, including both the wave excitation and the fluid-structure interaction; and the
dot notation indicates time differentiation. The total hydrodynamic action can be expressed as
follows:

{ph(t)}= −
�∫ ∞

−∞
[mh(t −τ)]{ü(τ)}+ [ch(t −τ)]{u̇(τ)}dτ+ [Kh]{u(t)}

�
+ {p(t)} (36)

where [Kh] is the stiffness contribution resulting from the gravitational and buoyancy forces of
the floating part, cf. term one and two in Equation 18; [mh(t)] and [ch(t)] are the time-domain
descriptions of the added hydrodynamic mass and added hydrodynamic damping, which is a
consequence of the fluid-structure interaction between the floating pontoons and the water, cf.
term three in Equation 18; and {p(t)} is the wave excitation, cf. term four in Equation 18. By
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using the following convolution integral notation: f ∗ h =
∫∞
−∞ f (t − τ)h(τ)dτ, Equations 35

and 36 may be combined to yield the following equation of motion:

[Ms]{ü(t)}+[mh(t)]∗{ü(t)}+[Cs]{u̇(t)}+[ch(t)]∗{u̇(t)}+([Ks] + [Kh]) {u(t)}= {p(t)} (37)

From the fact that convolution in the time domain is equivalent to multiplication in the frequency
domain, the following simple frequency domain expression is established:

[M(ω)]{d Z̈u(ω)}+ [C(ω)]{d Żu(ω)}+ [K]{dZu(ω)}= {dZp(ω)} (38)�−ω2[M(ω)] + iω[C(ω)] + [K]
� {dZu(ω)}= {dZp(ω)} (39)

where {Zu(ω)} is the spectral process corresponding to the displacement, {Zp(ω)} is the spectral
process corresponding to the wave excitation, {d Żu(ω)}= iω{dZu(ω)}, and the following full
frequency-domain system matrices are introduced:

[M(ω)] = [Ms] + [Mh(ω)] (40)

[C(ω)] = [Cs] + [Ch(ω)] (41)

[K] = [Ks] + [Kh] (42)

Note that [mh(t)] and [ch(t)] simply are the Fourier transforms of [M(ω)] and [C(ω)], respec-
tively.

2.3.1 Sub-structuring of problem

In the current study, a slight modification of the approach given above is made. The total system
matrices are obtained from division into two sub-structures: (i) an FEM model including all the
structural components, inertia of the pontoons and the stiffness contribution from the buoyancy
and self-weight of the pontoons; and (ii) a hydrodynamic model providing the added mass and
added damping. The first sub-structure is used to construct a modal space, such that the number
of DOFs are reduced, and to avoid using all the free DOFs of the FEM model. The mode shapes
are defined by the displacements and rotations at the pontoon locations. Then, the contributions
from the second sub-structure are transformed to the modal space given by these mode shapes.
It is important to realize that this therefore cannot be considered a true modal transformation,
but rather a convenient change of coordinate basis: the matrices will not become diagonal. This
approach is thoroughly described in the first appended paper [36].

2.4 Modal analysis

There are two important special characteristics of this type of problem:

1. The arc-shape of the bridge gives mode shapes with both vertical and horizontal components.

2. The large, non-classical, damping contributions resulting from the fluid-structure interaction
results in complex modes. This implies that the maximum displacement of the DOFs
included in a mode is not reaching their maximum at the same instance, but rather with
relative phase shifts to each other.
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Furthermore, as an effect of the coordinate basis transformation, represented by the mode
shapes resulting from the first sub-structure, the final eigenvalue problem can be considered as a
two-step procedure as follows:

{u}= [Φ]{y} (43)

{y}= [Ψ]{g} (44)

where {u} represents the chosen physical DOFs, [Φ] is the modal transformation matrix related to
the first substructure only and {y} represents the corresponding generalized coordinates, [Ψ] is
the modal transformation matrix resulting from the eigenvalue solution of the reduced problem
and {g} the corresponding generalized coordinates. A column in [Ψ], i.e., a mode shape, is
therefore in practice describing a weighted combination of various mode shapes originating from
the first sub-structure. This implies the following:

{u}= [Φ][Ψ]{g} (45)

{u}= [Γ ]{g} (46)

As seen here, the full modal transformation matrix, representing the mode shapes of the structure,
can be obtained through: [Γ ] = [Φ][Ψ].

2.5 Response prediction

The procedure highlighted above presents a way to establish the frequency-dependent system
matrices, and from this the frequency domain transfer function, which relate the force exerted to
the system with the response that follows.

When the assumption of linearity is reasonable, as for the prediction of the response in the
serviceability state, a frequency domain approach stands out as the best approach due to its
efficiency combined with better interpretability. However, for harsher conditions, as for response
prediction in the ultimate state, the nonlinearities may render the linear frequency domain
approach unsuitable. Therefore, such situations call for a time-domain approach. Both are
described in the following.

2.5.1 Frequency-domain solution: the power spectral density method

The equation of motion given in Equation 38 may be reformulated with the frequency domain
transfer function, as follows:

{dZu(ω)}= [H(ω)]{dZp(ω)} (47)

The following definitions of spectral densities are introduced:

[Su(ω)]dω= E
�{dZu(ω)}{dZu(ω)}∗T

�
(48)

[Sp(ω)]dω= E
�{dZp(ω)}{dZp(ω)}∗T

�
(49)

Equations 47–49 are combined to give the equation representing the power spectral density method,
as follows:

[Su(ω)] = [H(ω)][Sp(ω)][H(ω)]
∗T (50)
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Handling nonlinearities

The Kryloff-Bogoliuboff method [37] and the perturbation technique [38] are two well-known
linearization approaches, that may reduce the errors caused by handling the nonlinear problem
as a linear one. The Kryloff-Bogoliuboff method is based on introducing and minimizing an error
term on the right-hand side of the equation of motion, which is the error from the linearization.
Furthermore, by assuming that the nonlinearities originating from the damping and the stiffness
forces are independent and additive, coefficients representing the linearized system may be
determined. The result is that the nonlinear system and the equivalent linearized system have
the same work per cycle [39]. The perturbation technique is based on separating the response
into linear and nonlinear contributions of increasing order, and similarly splitting the equation of
motion into multiple equations. In effect, this results in more terms being introduced in Equation
50. When the nonlinear effects are severe, the linearization methods will not provide sufficient
accuracy.

Certain nonlinearities may be handled in a bi-spectral analysis [40], using Volterra-series.
General nonlinearities, however, should be treated directly in a full nonlinear time-domain
simulation approach.

It is referred to the cited literature for more details.

2.5.2 Time-domain solution: Monte Carlo simulation

The equation of motion given in Equation 37 represents a direct simulation approach for the
response, given a specified time history of the wave excitation. The numerical solution of the
convolution integral is very demanding computationally. In practice, the convolution integrals are
often avoided. The alternative approaches to accomplish this are reviewed in [41]. To represent
the stochastic nature of the excitation, samples from its spectral density is drawn based on a
specified random selection scheme, and multiple simulations are run. All the resulting response
time histories are thereafter averaged, which forms a stochastic description of the response. This
procedure is referred to as Monte Carlo simulation [42]. No further details are given about this
topic herein, and it is referred to the cited paper. Time simulation from amplitude sampling is
also discussed in the fifth appended paper [43].





3 Structural monitoring

3.1 Monitoring system

A comprehensive monitoring system was installed on the Bergsøysund Bridge, such that valuable
data on its behaviour could be obtained. The layout of the sensor network is depicted in Figure 5
and the data transfer and synchronization set-up illustrated in Figure 6. Digital sensors connected
to logger nodes are communicating through Wi-Fi with a main logger unit. Synchronization
of the data retrieved from all the digital sensors is achieved by acquiring time stamps from
Global Positioning System (GPS) sensors. The monitoring system consists of 14 (2×7) triaxial
accelerometers, five anemometers, six wave radars and one Global Navigation Satellite System
(GNSS) sensor for displacement measurement. The monitoring system is described in detail in
the second appended paper [44].

3.1.1 Time integration of accelerations

Time integration from accelerations to displacements may be performed in the frequency domain,
when assuming zero-mean motion, as follows:

{u(t)}=F−1
�
(iω)−2F ({ü(t)})� (51)

Here, F (·) is the Fourier transform and F−1(·) is the inverse Fourier transform. Numerically,
these transformations are efficiently performed by applying the fast Fourier transform (FFT).
To avoid false drift originating from low-frequency noise, a high-pass filter should be applied.
The resulting displacements obtained from transforming and integrating the accelerations of the
midmost pontoon are compared with the displacements recorded by the GNSS sensor in Figure
7. The data shown is obtained from the recording with the largest significant wave height and
displacement observed in the survey to date. The figure is supplementing a similar comparison in
the frequency domain, i.e., with spectral densities, that was conducted in the second appended
paper. A very good agreement is observed for the lateral component. Longitudinal motion is not
accurately described, due to the low amplitude. Furthermore, the agreement between the vertical
displacements is suffering, probably due to the known issues regarding the vertical accuracy of
the GNSS technology.

3.1.2 Reconfiguration of the wave radar layout

Based on the findings in the fifth appended paper [43], a modification of the original wave
radar layout shown in Figure 5 was made. The layout changes are indicated in Figure 8. To
fully characterize the sea state, under the assumption of homogeneity, the two-dimensional

19
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Fig. 5: Monitoring system. Reproduced from [44] with permission from Elsevier.
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Fig. 6: Communication and structure of monitoring system. Reproduced from [44] with permission from
Elsevier.
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Fig. 7: Comparison between recorded displacements from GNSS sensor and numerically integrated
accelerations from accelerometers on the midmost pontoon.
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Fig. 8: Original and new configuration of the wave radar layout.

wave spectral density is sufficient, cf. Equation 31. Based on a defined reference sea state, time
simulation of the wave elevation at the locations of the wave radars was performed. The defined
sea state was set to a low excitation level (Hs = 0.3m) and was otherwise specified with realistic
values for both the directional distribution (cos2s with s = 17 and head sea, i.e., with a mean
wave direction hitting the structure laterally) and the one-dimensional wave spectral density
(JONSWAP spectrum with γ = 2.5 and Tp = 3s). To assess the sensor layout, the two-dimensional
wave spectral density was estimated from the time simulations by applying the implementation
of the enhanced maximum entropy principle (EMEP) found in the DIWASP toolbox [45] for
MATLAB. The resulting two-dimensional wave spectral densities are shown in Figure 9 for both
the original and updated sensor layout, together with the reference spectral density (Figure 9a).
It is apparent that the layout modification theoretically enables the characterization of relevant
sea states. More details about the simulation procedure and modelling approach is given in the
appended paper.

3.2 Operational modal analysis

Traditionally, dynamic testing relies on the estimation of terms in the frequency response function
matrix, which requires measurement of both excitation forces and selected response quantities.
For operating structures, such as bridges exposed to both traffic loads and environmental action,
this is not always practically viable. Therefore, modal analysis based on ambient vibrations,
often referred to as operational modal analysis, provides the most cost-efficient and convenient
basis for modal testing. In the current study, operational modal analysis is used to estimate
the modal properties of the Bergsøysund Bridge. Self-implemented code for the algorithms
covariance-driven stochastic subspace identification (Cov-SSI), data-driven stochastic subspace
identification (Data-SSI) and frequency domain decomposition (FDD), are used to estimate the
modal parameters of the bridge. More details on this is provided in the third appended paper [46].
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(a) Reference. (b) Original layout.

(c) New layout.

Fig. 9: 2D wave spectral densities.





4 Summary of appended papers

Paper 1: Simulation of stochastic behaviour

K. A. Kvåle, R. Sigbjörnsson, and O. Øiseth, “Modelling the stochastic dynamic behaviour of a pontoon
bridge: A case study”, Computers & Structures, vol. 165, pp. 123–135, Mar. 2016.

This paper presents a comprehensive model set-up for pontoon bridges, with the Bergsøysund
Bridge as a case study example. The numerical model set-up is based on a finite element model
of the structural components, which is combined with hydrodynamic models of the pontoons.
By using a state-space representation, the complex eigenvalue problem is solved. The frequency
dependency from the fluid-structure interaction contributions, that in turn results in a quadratic
eigenvalue problem, is overcome by iteration. The paper investigates the effects the spreading of
the waves and the significant wave height have on the resulting response, by parameter studies.
It is concluded that the effect of wave spreading is very small, and that it in practical cases can
be disregarded. A two-dimensional map of the sea surface correlation in space is presented for
various sea states, which proves to be a useful tool in the interpretation of the excitation situation.
For the case study, it is concluded that realistic sea states are not able to excite the pontoons in
a correlated manner, which implies that a block-diagonal spectral density matrix representing
the load excitation is sufficient. Finally, the paper presents and discusses the results obtained by
approximating the frequency-dependent coefficients to be constant. The best agreement with the
full model is found when using the values of the frequency-dependent matrices at the weighted
frequency of the maximum of the response spectral densities.

Paper 2: Structural monitoring

K. A. Kvåle and O. Øiseth, “Structural monitoring of an end-supported pontoon bridge”, Marine
Structures, vol. 52, pp. 188–207, Mar. 2017.

A comprehensive monitoring system is installed on the Bergsøysund Bridge, and is described
in detail in this paper. The effects that the environmental parameters have on the response is
investigated, and as expected, it is concluded that the significant wave height has the largest effect
on the response. It is noted that the observed wave energy is normally located at frequencies
above the frequencies of the first ten fundamental vibration modes of the structure. This is
considered to be beneficial with regard to displacements and stress levels, but at the same time
the response following such an excitation is much more difficult to predict accurately due to
the high number of modes required. A distinct relation between significant wave height and
acceleration is observed, as expected. Relatively large variability in the relation between mean
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wind speed and significant wave height is also observed, which is explained by two factors:
(i) the complexity of the surrounding geography and (ii) the large inertia in the wave process
resulting in a slow energy transfer. The displacements recorded from a global navigation satellite
system (GNSS) sensor are compared with the double time-integrated accelerations of the midmost
pontoon, to assess the performance of the sensor. For large motion, the sensor performs good, in
particular for the lateral displacements.

Paper 3: Operational modal analysis

K. A. Kvåle, O. Øiseth, and A. Rønnquist, “Operational modal analysis of an end-supported pontoon
bridge”, Engineering Structures, vol. 148, pp. 410–423, Oct. 2017.

In this paper, operational modal analysis methods are applied to acceleration recordings of the
Bergsøysund Bridge, yielding estimates of natural frequencies, damping ratios and mode shapes.
Frequency domain decomposition (FDD), data-driven stochastic subspace identification (Data-
SSI) and covariance-driven stochastic subspace identification (Cov-SSI) are applied to the data,
and the methods’ capabilities to capture the modal parameters on the case study discussed. It is
concluded that the Cov-SSI method gives the best results, also regarding robustness and speed.
The resulting modal parameters are compared with those obtained from an updated version of
the numerical prediction model. A very good agreement is found between the predicted and
measured natural frequencies and mode shapes. However, the damping ratios deviate significantly.
If the damping of all modes are considered under one, the damping levels may be considered to
be near-consistent with the prediction. The large damping levels, the closely spaced modes and
the arc-shaped design makes the overall motion patterns complicated, and thus the identification
challenging. In agreement with the theoretical model, the fact that the mode shapes are complex-
valued gives rise to a phase shift between the maximum displacements at the different degrees of
freedom under consideration. The mode shapes obtained from the eigenvalue solution of the
model are used as reference to enable an automatic extraction of modal parameters of several
recordings, and the relationship between parameters characterizing the excitation and the modal
parameters resulting from Cov-SSI analyses is studied. It is shown that increasing significant
wave height results in a lower variability in the natural frequency estimates, and a larger mean
damping.

Paper 4: Response prediction and comparison with measurements

K. A. Kvåle and O. Øiseth, “Dynamic response of an end-supported pontoon bridge due to wave
excitation: numerical predictions versus measurements”, Submitted for journal publication, 2017.

This paper combines the efforts in the first paper on the stochastic modelling and the second paper
on the structural monitoring, to investigate the accuracy of the numerical response predictions.
Firstly, response spectral densities predicted from a selected measured high-excitation case, was
compared with the measured response. Secondly, by fitting JONSWAP spectra to the wave
spectral densities of a large pool of recordings, the standard deviations resulting from predictions
were compared globally with corresponding response measurements. In this way, coefficients
of determination could be calculated for all the degrees of freedom, to evaluate the overall fit.
Thirdly, linear functions were fitted to numerical probability density functions obtained from
measurements, to describe how peak period and spectrum-peakedness relate to the significant
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wave height. By doing so, it was possible to estimate the response merely by the significant
wave height, which matched well with the mean of the predictions obtained when retaining all
parameters. With all the approaches, it was shown that the lateral response is generally well
estimated, whereas the vertical response is predicted in a decent manner. The torsional response
is not predicted with a sufficient accuracy.

Paper 5: Characterizing the wave field from simulated sea surface elevation

K. A. Kvåle and O. Øiseth, “Characterization of the wave field around an existing end-supported
pontoon bridge from simulated data”, in Proceedings of the International Conference on Earthquake
engineering and Structural Dynamics, Reykjavik, Iceland, 2017.

The wave excitation is one of the main concerns in regard to the dynamic analysis of floating
bridges, and an appropriate sea state description is therefore an essential requirement. The
monitoring system on the Bergsøysund Bridge, described in the second paper, involves the
monitoring of the sea surface elevation at six single points by means of wave radars. The sensor
layout of these wave radars is the topic under investigation in this paper. By conducting time
simulation of the wave elevations at the six points of the wave radars, from a two-dimensional
wave spectral density chosen to be a reference case, the simulated sea state is attempted to be
identified. This is performed by applying the methods Fourier Expansion Method and Extended
Maximum Entropy Principle. The latter method is shown to be superior in the identification of
the reference sea state. More importantly, it is shown that the original wave radar layout is not
appropriate for the identification of realistic sea states on site, and consequently, a new layout is
suggested.





5 Concluding remarks

In this doctoral dissertation, the behaviour of floating bridges has been studied through five
papers. The main scientific contributions from the study can be summarized as follows:

• A database of recordings from the Bergsøysund Bridge monitoring program, eventually to
be made openly available to other researchers

• Insight into the dynamic behaviour of the Bergsøysund Bridge, which to a variable extent
may be extended to other floating bridges

• New experience on the application of operational modal analysis methods on floating
bridge response data; including both the description of case-specific challenges, and how
to overcome them

The main conclusions are listed more specifically in the following. Note that the conclusions are
based on the case study on the Bergsøysund Bridge, and are not necessarily extendable to other
floating bridges.

Directional spreading
The numerical prediction model is used to conduct parameter studies with varying directional
spreading. The results indicate that for realistic excitation levels, the directional spreading of the
waves is not affecting the resulting response significantly. This conclusion is valid for all the sea
states considered.

Modal parameters
A state-space approach combined with iteration is effectively applied to solve for the modal
parameters of the numerical model. Cov-SSI is successfully applied to the acceleration data to
give the experimental modal parameters. The combination of closely spaced modes and large
damping makes less sophisticated operational modal analysis methods unsuitable. The arc-shape
of the bridge combined with the anisotropic stiffness contribution from the buoyancy, gives mode
shapes including both vertical and horizontal component, which is observed both numerically and
experimentally. The large damping contributions from the fluid-structure interaction yield vertical
modes with critical damping ratios up to the range 12–14%, which is confirmed experimentally. It
is observed that the mode shapes obtained experimentally are varying significantly from recording
to recording. This is particularly valid for the modes with the largest damping ratios. Furthermore,
to a variable extent, they are observed to mix with each other in different manners. This may
indicate a coupling effect between these modes, i.e., that the modes are feeding each other with
energy. Because the nonclassical damping contribution from the fluid-structure interaction gives
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rise to complex-valued mode shapes, the displacements due to a vibration mode is not reaching
their maximum at the same time instance, but are separated in time by phase shifts; something
also observed experimentally.

Correlation of wave excitation
Due to the arc-shaped design combined with the relatively large distance between the pontoons,
the pontoons are excited in a close-to uncorrelated manner when exposed to realistic excita-
tion conditions. Therefore, the wave excitation spectral density matrix may in most cases be
approximated to be block-diagonal, without any cross-terms describing the relation between the
excitation of the different pontoons.

Wind-to-wave energy transfer
Results are indicating that wind and wave directions are differing significantly in some cases.
High complexity of the geography surrounding the Bergsøysund Bridge and large inertia of the
wind-generated waves are the main explanations for this observation.

Effects of increasing excitation level
The increase of significant wave height, characterizing the excitation level, results in a reduction
of the variability in the identified natural frequencies. Furthermore, the mean values of the
critical damping ratios are increased due to increased significant wave height.

Response predictions
The lateral, vertical and torsional response is considered the most critical. The numerical
predictions of the response are shown to be reasonably accurate for the lateral motion. Vertical
response is predicted adequately in most practical cases, when not considering the frequency
content of the response, but rather merely the standard deviations. Response in rotation about
the bridge’s longitudinal axis, i.e., torsional response, is not predicted sufficiently accurate. The
analyses performed with the full parameter sets yielded the following coefficients of determination
for the standard deviations of lateral, vertical and torsional acceleration, respectively: R2 > 0.83,
0.52< R2 < 0.77, and 0.39< R2 < 0.62; which supports the above conclusions.

Characterization of the wave field
The original wave radar layout, presented in the second appended paper, is not deemed suitable
for characterizing the directional properties of the wave field. Consequently, they are moved, and
the EMEP method is applied successfully to reconstruct a realistic reference sea state from the
simulated time data of the sea surface elevations at six new locations.

The study demonstrates that floating bridges are prone to complex dynamic behaviour. The
linear prediction model was able to predict the response level of the floating bridge under
investigation rather accurately, when exposed to first-order wave excitation corresponding to the
sea states measured during the monitoring survey. The detailed characteristics of the behaviour
was shown to be accurately described only for the lateral motion.
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5.1 Future work

The investigation of the following aspects is suggested as a continuation of the current study:

• An investigation of the errors observed between the measured and predicted torsional
response

• The use of more sophisticated techniques for the automated operational modal analysis

• The application of input-based operational modal analysis to mitigate or reduce the potential
influence from the non-white-noise wave excitation

• The characterization of the wave field from measured sea surface elevation
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Herein, a study on the hydrodynamic modelling of pontoon bridges is presented, with the Bergsøysund
Bridge as a representative example. The model relies on the finite element method and linearized poten-
tial theory. The primary emphasis is placed on the stochastic response analysis within the framework of
the power spectral density method. The quadratic eigenvalue problem is solved using a state-space rep-
resentation and an iterative algorithm. The contribution of the fluid–structure interaction to the overall
modal damping is investigated. Response effects due to changes in the sea state are studied. A frequency-
independent approximation of the hydrodynamic coefficients is presented and discussed.
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1. Introduction

Although the history of floating bridges may be traced back as
far as 2000 BC [1], only in recent decades have floating bridges
begun to be developed to a sufficient degree of sophistication such
that they can be applied as critical components of modern
infrastructure. Compared with land-based bridges, including
cable-stayed bridges, only limited information on floating bridges
is currently available, particularly regarding construction records,
environmental conditions, durability, operations and performance.
This is clear from the fact that only approximately twenty long
floating bridges currently exist throughout the world. The major
trends in the development of floating bridges and other very large
floating structures (commonly abbreviated VLFSs) have been
presented by Wang et al. [2] and Wang and Wang [3].

The state-of-the-art design philosophy for floating bridges in
1997 was outlined by Moe [4]. It was remarked that standard
engineering practices were not directly applicable to floating
bridges. A verified design code for floating bridge design would
drastically reduce the effort required during the planning stage
and would thus increase the potential economic advantages of
floating bridges over many alternative bridge concepts. From a
broader perspective, a unifying, efficient, and reliable method for
simulating the behaviour of floating bridges is the primary goal.

The Norwegian Public Roads Administration (NPRA) is currently
investigating possible technological solutions for a ferry-free
Coastal Highway Route E39 along the western coast of Norway.
This route stretches 1100 km between the cities of Kristiansand

and Trondheim and requires multiple crossings of deep and wide
fjords. The ferry-free crossings of these deep fjords represent con-
siderable engineering challenges that are difficult or impossible to
solve using existing bridge technology; pontoon-type floating
bridges have been proposed as feasible options.

Of all existing floating bridges, only a few rely on discretely dis-
tributed pontoons, whereas the remainder are based on continuous
pontoon girders. The majority of these bridges are also provided
with additional stiffness through side-mooring. Only two long-
span end-supported floating bridges exist in the world: the
Bergsøysund Bridge and the Nordhordland Bridge, both relying
on discretely distributed pontoons and both located in Norway.
In connection with the planning of these structures, interest in
the stochastic dynamic behaviour of floating bridges flourished in
certain research communities, who combined the knowledge from
the highly developed Norwegian offshore industry with knowledge
gained during the construction of the floating bridges found in the
State of Washington, USA, and in British Columbia, Canada. Much
of this pioneering work can be credited to the research groups of
Holand and Hartz (see, e.g., [5–11]) and Borgman [12]. The
methodology was further developed, elaborated and exemplified
by Sigbjörnsson [13] and by Langen and Sigbjörnsson [14].

Since the remarkable efforts contributed to the methodology in
the 70s and early 80s, few case studies have been performed on
real floating bridges. The effects of the flexibility of the superstruc-
ture of a pontoon bridge were studied by Kumamoto and
Maruyama [15], who emphasized the relevance of such a study
in regard to the design of the Yumeshima–Maishima (Yumemai)
Bridge in Osaka, Japan, around the year 2000. This unique bridge
is described in [16] and is the successor to the previous massive
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research project concerning VLFSs in Japan: the Mega-Float. Seif
and Inoue [17] performed a conceptual case study of the
Bergsøysund Bridge, in which the response of the bridge was
simulated in the time domain for various wave directions and
spreading indices for a specified crest length.

Morris et al. [18] performed a frequency-domain analysis of the
planned William R. Bennett Floating Bridge in British Columbia.
Among other relevant contributions of more recent vintage are
[19,20].

Floating bridges play a modest role in modern infrastructure,
partly because of the limited knowledge of the uncertainties that
arise with increased spans. The longest existing floating bridges
are moored to the seabed and rely on continuous pontoon solu-
tions. However, individual pontoons are beneficial in many cases,
and for deep straits such as fjords, it is not practically feasible to
incorporate anchoring. From this kind of design follows a greater
importance of the correlation of the wave action field.

An intermediate study concerning the stochastic modelling of
the dynamic behaviour of the Bergsøysund Bridge was performed
by Kvåle et al. [21]. The cited paper presents a similar study of
the Bergsøysund Bridge; however, the current paper is far more
elaborate and extensive, with respect to both the model and the
interpretation of the analyses. The current paper presents a two-
part combined model of the Bergsøysund Bridge, in which the
fluid–structure interaction is considered using linear potential the-
ory and the superstructure is represented by a finite element (FE)
model consisting of beams and shells. The presented model serves
as a basis for evaluating and discussing the damping contribution
from the fluid–structure interaction. The effects of changes in the
sea state, as represented by the crest length and the significant
wave height, are studied in terms of both the wave excitation
and the global response of the bridge. Because of the discretely dis-
tributed pontoons used in the bridge design, the wave excitation
acts at only a few well-separated points. Thus, the correlation of
the wave action on the bridge is an important issue and a vital
aspect of this paper. With time-domain analyses in mind, the
memory effect in the contribution from the fluid–structure interac-
tion is avoided by applying two different frequency-independent
approximations, and the resulting errors are discussed.

2. Outline of the theoretical model

A floating bridge is a complex structure, requiring theories from
multiple scientific fields for the establishment of a complete
numerical model. This section serves to outline the theoretical
and mathematical framework needed for such a model. The
frequency-domain equations of motion are established in Sec-
tion 2.1. To solve these equations of motion with regard to the
response, the power spectral density method is introduced in Sec-
tion 2.2. The load acting on the structure is established through a
random, Gaussian representation of the sea surface, which is estab-
lished in Section 2.3 in the form of spectral densities. Furthermore,
the load spectral densities are computed based on the sea surface
spectral densities, as discussed in Section 2.4. To obtain a useful
interpretation of the global system, a modal study is beneficial.
Because of the self-exciting nature of a floating bridge, particular
attention must be paid to the eigenvalue solution, as shown in
Section 2.5.

2.1. Equations of motion

Within the framework of a finite element method (FEM) formu-
lation, the equations of motion for a floating structure can be writ-
ten as follows (see, e.g., Naess and Moan [22]):

½Ms�f€uðtÞg þ ½Cs�f _uðtÞg þ ½Ks�fuðtÞg ¼ fphðtÞg ð1Þ

where t is the time; ½Ms�; ½Cs� and ½Ks� are the structural mass,
damping and stiffness matrices, respectively; fuðtÞg is the displace-
ment vector; and fphðtÞg is the total hydrodynamic action, including
both the fluid–structure interaction and the wave action. The float-
ing elements contribute via forces from the interaction between the
water and the structure. The total hydrodynamic action can be for-
mally expressed as follows:

fphðtÞg ¼
Z 1

�1
½mhðt � sÞ�f€uðtÞgdsþ

Z 1

�1
½chðt � sÞ�f _uðtÞgds

þ ½Kh�fuðtÞg þ fpðtÞg ð2Þ

Here, ½mhðtÞ� and ½chðtÞ� are the time-domain representations of the
added hydrodynamic mass and the added hydrodynamic damping,
respectively; and fpðtÞg represents the wave excitation forces. The
first three terms on the right-hand side are models of the fluid–
structure interaction forces. The time-domain representation of
the added mass, ½mhðtÞ�, is related to the frequency-dependent
hydrodynamic mass, ½MhðxÞ�, as follows:

½mhðtÞ� ¼ 1
2p

Z 1

�1
½MhðxÞ�eixtdx ð3Þ

Similarly, for the hydrodynamic damping, the following holds:

½chðtÞ� ¼ 1
2p

Z 1

�1
½ChðxÞ�eixtdx ð4Þ

The restoring forces, however, are assumed to be independent
of frequency. This implies that the frequency-domain and time-
domain representations are identical. Here, the angular frequency
is denoted by x, and i �

ffiffiffiffiffiffiffi
�1

p
.

The wave excitation force, fpðtÞg, is modelled herein as a homo-
geneous, stochastic, Gaussian process. The literature supports the
validity of this assumption for the case of deep water andmoderate
wave heights (see, e.g., [23]). It follows that the response process
inherits the properties of Gaussianity and homogeneity. It is
assumed that the displacement and force processes can be
expressed using generalized harmonic decomposition [24] as
follows:

fuðtÞg ¼
Z 1

�1
eixtfdZuðxÞg ð5Þ

fpðtÞg ¼
Z 1

�1
eixtfdZpðxÞg ð6Þ

where fZuðxÞg and fZpðxÞg are the spectral processes correspond-
ing to the response vector and the wave excitation force vector,
respectively. The equations of motion can now be re-written in
the frequency domain as follows:

�x2½MðxÞ� þ ix½CðxÞ� þ ½K�� �fdZuðxÞg ¼ fdZpðxÞg ð7Þ
The fluid–structure interaction gives rise to inertia, damping

and restoring forces. Hence, the system mass, damping and
restoration (stiffness) are expressed as follows:

½MðxÞ� ¼ ½Ms� þ ½MhðxÞ� ð8Þ
½CðxÞ� ¼ ½Cs� þ ½ChðxÞ� ð9Þ
½KðxÞ� ¼ ½Ks� þ ½Kh� ð10Þ

By applying linearized potential theory, numerical values can be
established for the wave excitation process, the hydrodynamic
restoration matrix, the frequency-dependent added damping
matrix and the frequency-dependent added mass matrix. This will
be further discussed in Section 2.4. For further details regarding the
establishment of the equations of motion, the reader is referred to
[22].
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2.2. Solution technique – the power spectral density method

The probabilistic properties of the response and wave excitation
processes can be fully described in terms of the cross-spectral
density, provided that the mean value is zero. The cross-spectral
densities of the displacement response, fuðtÞg, and the wave action
process, fpðtÞg, can be expressed as follows [25,13,26]:

½SuðxÞ�dx ¼ E fdZuðxÞg � fdZuðxÞgH
� �

ð11Þ

½SpðxÞ�dx ¼ E fdZpðxÞg � fdZpðxÞgH
� �

ð12Þ

where the Hermitian operator ðÞH is introduced to represent the
complex conjugate and matrix transpose and EðÞ is the expectation
operator. Combining Eqs. (11) and (12) with Eq. (7) results in the
following well-known expression:

½SuðxÞ� ¼ ½HðxÞ�½SpðxÞ�½HðxÞ�H ð13Þ
This represents the power spectral density method and enables

the computation of the response spectral densities given the spec-
tral densities of the applied wave action.

2.3. Modelling the sea surface

The sea surface elevation is modelled as a scalar quantity given
as a function of the location in space fxg and time t, and it is an
inherently random process. This is discussed in detail in Kinsman’s
book [27]. A thorough review of the stochastic modelling of direc-
tional seas can be found in [28]. The sea surface can be expressed
mathematically in terms of the following integral:

gðfxg; tÞ ¼
Z

exp ifjg � fxg � ixtð ÞdZgðfjg;xÞ ð14Þ

where fjg ¼ fjx jyg is the wave number vector, x is the
frequency, and Zg is the spectral process corresponding to the sea
surface elevation. For stationary and homogeneous random fields,
the spectral process is related to the wave spectral density as
follows:

E dZgr ðfjg;xÞdZgs ðfjg;xÞH
� �

¼ dGgrgs ðfjg;xÞ ð15Þ
¼ Sgsgr ðfjg;xÞdjxdjydx

where the indices r and s correspond to two points in space (and
generally also time), Ggrgs ðfjg;xÞ denotes the spectral distribution,
and Sgrgs ðfjg;xÞ is the corresponding spectral density. In polar
coordinates, the wave number vector can be expressed as follows:

fjg ¼ cos h
sin h

� �
j ð16Þ

Here, h refers to the wave direction and j is the modulus of the
wave number vector. Within the framework of Airy wave theory,
the wave number and wave frequency are related through the dis-
persion relation:

x2 ¼ gj tanhðjhÞ ð17Þ

where g is the acceleration of gravity and h is the water depth. For
deep-water waves, tanhðjhÞ � 1. Hence, the cross-spectral density
can be expressed as a function of the wave frequency and wave
direction. The two-dimensional auto-spectral density is obtained
from the cross-spectral density by merging the points r and s. For
a homogeneous stochastic wave field, the two-dimensional wave
spectral density is a function that is independent of the considered
point in space:

Sgrgr ðx; hÞ ¼ Sgsgs ðx; hÞ ð18Þ

This implies that the auto-spectral density can be expressed as a
function of frequency and direction, i.e., Sgðx; hÞ; this quantity is
commonly referred to as the directional wave spectral density
and is traditionally written as follows:

Sgðx; hÞ ¼ SgðxÞDðx; hÞ ð19Þ

where SgðxÞ is the so-called one-dimensional wave spectral density
and Dðx; hÞ is the directional distribution. The cross-spectral den-
sity of the water elevation can then be expressed as follows for
deep-water waves, under the assumption that the directional func-
tion is independent of the frequency [13]:

Sgrgs ðxÞ ¼ SgðxÞ
Z p

�p
DðhÞ exp �i

jxjx
g

ðDx cos hþ Dy sin hÞ
	 


dh

ð20Þ

Here, Dx and Dy represent the distance between the points r and s
and the mean wave direction is taken to be zero. The integral term
expresses the coherency between the wave heights at the two
points.

2.4. Fluid–structure interaction

The hydrodynamic forces acting on a submerged body due to a
stochastic sea wave can be expressed using the following equation:

fdZhðxÞg ¼ fdZpðxÞg � �x2½MhðxÞ� þ ix½ChðxÞ� þ ½Kh�
� �fdZuðxÞg

ð21Þ
The vector fdZpðx; hÞg denotes the wave-induced process,

which can be related to the wave process dZgðx; hÞ as follows:

fdZpðx; hÞg ¼ fQrðx; hÞgdZgðx; hÞ ð22Þ

Here, fQrðx; hÞg denotes the hydrodynamic transfer function that
relates the wave-induced force process and the wave amplitude
process, where r refers to the spatial location of an element, i.e., a
pontoon. The total hydrodynamic action process fdZhðxÞg describes
the fluid–structure interaction and the wave action induced by the
prescribed sea state. Hydrodynamic transfer functions and fluid–
structure interaction contributions are commonly established based
on potential theory or experiments in wave basins. Panel methods
are used to simulate the flow field around a body based on the
superposition of known potential flow solutions. In this manner,
simulations of the submerged body exposed to a wave of unit
height with varying frequency and direction can yield both the
hydrodynamic transfer functions and the hydrodynamic coeffi-
cients (mass, damping, and stiffness). The reader is referred to
[29] for a thorough description of the application of potential theory
to obtain these quantities. It is important to note that under the
assumption of potential flow, all viscous effects are disregarded.
Furthermore, potential flow methods are fundamentally based on
superposition, making them linear by nature.

Finally, the cross-spectral density matrix corresponding to the
wave excitation acting between two selected points can be written
as follows:

½Sprps ðxÞ� ¼
Z
h
fQrðx; hÞgSgrgs ðx; hÞfQsðx; hÞgHdh ð23Þ

Here, fQrðx; hÞg is the directional wave excitation transfer function
for element r and fQsðx; hÞg is the directional wave excitation
transfer function for element s. The matrix in Eq. (23) corresponds
to the six local degrees of freedom (DOFs) of points r and s and is
included as a sub-matrix within the full cross-spectral density
matrix corresponding to the wave excitation of all points of interest.
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2.5. Eigenvalue solution

When damping is not neglected, the eigenvalues and eigenvec-
tors become complex. The eigenvalue problem then reads as
follows:

k2½MðxÞ� þ k½CðxÞ� þ ½K�� �fug ¼ f0g ð24Þ
Because the mass and damping matrices are non-linear

functions of frequency, the eigenvalue problem is, in general,
non-linear and must be solved in an iterative manner. First, the fre-
quency dependence is disregarded. Then, Eq. (24) can be re-written
in state-space as follows:

f _ug
f€ug

� �
þ ½0� �½I�

½M��1½K� ½M��1½C�

" #
fug
f _ug

� �
¼ f0g

½M��1fpg

( )
ð25Þ

In condensed form, this reads as follows:

f _zg þ ½A�fzg ¼ fQg ð26Þ
This results in the following solution for the state-space

variable:

fzg ¼
X2N
r¼1

fqrgekr t ð27Þ

where fqrg and kr are the eigenvector and eigenvalue, respectively,
corresponding to solution r of Eq. (26). It is assumed that the eigen-
values are sorted such that fqrþNg and krþN are complex conjugates
of fqrg and kr , respectively. This can further be re-written in this
compact manner, representing the displacements only:

fug ¼ ½W�fgg ð28Þ
where ½W� is the modal transformation matrix that contains the
complex mode shapes and fgg represents the generalized DOFs.

Because of the frequency dependency of the matrices that form
the eigenvalue problem, it is a non-linear problem, which, in this
case, is solved by iteration. The iterative procedure used for this
purpose is illustrated by the pseudocode presented in Table 1.
The main workings of this algorithm are identical to those of the
algorithms used to solve similar problems related to the wind
loads on suspension bridges, as described by Agar [30].

The eigenvalues for an under-critically damped and frequency-
independent SDOF problem are as follows:

kr ¼ �nrxr �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2r

q
xri ð29Þ

This results in the following well-known relations:

xr ¼ jkrj ð30Þ

nr ¼ �RðkrÞ
jkr j ð31Þ

where xr and nr are the undamped natural frequency and the crit-
ical damping ratio, respectively, of mode r.

3. Case study: The Bergsøysund Bridge

The Bergsøysund Bridge is a 931 m long floating bridge that
crosses the strait between Aspøya and Bergsøya, located on the
northwestern coast of Norway. This bridge consists of a steel truss
supported by 7 discretely distributed light-weight concrete pon-
toons, as shown in Figs. 1 and 2. The geography surrounding the
bridge is depicted in the map shown in Fig. 3. As indicated in
Fig. 4, the depth of the strait at all pontoon locations except one
is approximately equal to or greater than 100 m; therefore, it is
reasonable to model the problem using deep-water waves. No
mooring is present, which makes this bridge a very interesting case
study: the Bergsøysund Bridge is one of the longest end-supported
floating bridges in the world.

3.1. Two-part combined model

In the computational set-up, which is illustrated in Fig. 5, the
problem is divided into two sub-structures: (i) an Abaqus FE model
representing all structural contributions, including the inertia of
the pontoons themselves and the constant buoyancy provided by
the pontoons, and (ii) a DNV HydroD WADAM hydrodynamic
model, excluding static contributions due to gravity and
hydrostatics.

The FE model consists of the steel frame and the tension rods at
both abutments, both represented by linear beam elements, as well
as the bridge deck, represented by shell elements. A rendering of
this model is shown in Fig. 6. The neoprene bearings at the ends
of the bridge are modelled as linear springs.

The hydrodynamic contributions are considered separately for
each pontoon. The pontoons are modelled with their natural
waterlines near those indicated in the design plans for the bridge.

The set-up of the model is described step by step below, corre-
sponding to the numbering indicated in Fig. 5:

1. The beams and shells in the FE model define the structural
system matrices ½Ms� and ½Ks�. Additionally, the inertia of
the mass of the pontoons themselves, ½Mh0�, and the
frequency-independent buoyancy (stiffness) from the
hydrodynamic model, ½Kh�, are included. Note that the stiff-
ness contributions corresponding to each pontoon, ½Kh;i�,
must be transformed and summed; both of these tasks are
performed in the FE software.

2. A modal analysis of the FE model is performed, yielding the
modal transformation matrix, ½UI�, and the natural frequen-
cies, xI

n.
3. The modal quantities are used to establish the modal system

matrices, ½ eMI� and ½eKI�, corresponding to a preselected num-
ber of vibration modes. Rayleigh damping is enforced to

establish the modal damping matrix, ½eCI�, with mass and
stiffness proportionality constants of a ¼ b ¼ 5 � 10�3. The
assumed values of these parameters correspond to a very
lightly damped steel structure, i.e., with damping in the
range of 0.5–1.0% of critical damping.

4. The seven pontoons of the bridge can be classified into three
types (1 and 7; 2 and 6; 3, 4 and 5) based on the physical
properties arising from their geometries and ballasting;
thus, three different pontoon models are needed. The hydro-
dynamic stiffness contributions from each pontoon are not
included here because they are considered as part of the
FE model. The hydrodynamic mass and damping matrices
representing the contributions of the individual pontoons

Table 1
Pseudocode of the iterative algorithm used to solve the eigenvalue problem.

INPUT N; tolerance
FOR n = 1 to 2N

x ¼ 0
diff ¼ toleranceþ 1
WHILE diff > tolerance

Solve eigenvalue problem for chosen x) kr and fqrg
Sort kr , and correspondingly sort fqrg
x0 ¼ x
x ¼ jkn j ðn ¼ rÞ
diff ¼ jx0 �xj

END
Store eigenvalue kn ¼ kr and eigenvector fqng ¼ fqrg

END
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Fig. 1. The Bergsøysund Bridge. Photograph: K.A. Kvåle.
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Fig. 2. Overhead view of the Bergsøysund Bridge, including the chosen pontoon numbering.

Fig. 3. Map section showing the geography surrounding the bridge. � Kartverket (www.kartverket.no). Two map sections from Kartverket are combined in this figure.
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are therefore the only contributions that are considered as
part of sub-structure II. The discretization used for the
hydrodynamic system matrices is provided in Table 2.

5. To form the total mass and damping contributions, the
pontoon-wise matrices corresponding to sub-structure II
are transformed into the global DOFs and summed.

6. The global mass and damping from sub-structure II are
transformed into the modal space defined by sub-structure
I using the modal transformation matrix ½UI�.

7. The total modal system matrices are established by sum-
ming the contributions from sub-structures I and II. These
matrices are used to establish the modal frequency-

domain transfer function, ½eHðxÞ�.
8. The numerical functions for the one-dimensional wave spec-

tral density and the spreading function are established based
on the chosen models (in this case, the one-parameter Pier-
son–Moskowitz spectrum for the one-dimensional wave

spectral density and cos-2s for the spreading function). The
numerical two-dimensional wave spectral density is
established.

9. Based on the same three hydrodynamic analyses as those
used to establish the hydrodynamic mass, damping and stiff-
ness, the hydrodynamic transfer function, fQrðx; hÞg, is
established. The discretization used for the hydrodynamic
transfer function is provided in Table 2.

10. Eq. (23) is solved numerically for all combinations of pon-
toons (72). At this point, the hydrodynamic transfer function
is transformed into the global coordinate system.

11. The sub-matrices are stacked to form the total load spectral
density matrix.

12. The load spectral density matrix is transformed into the
modal space defined by sub-structure I.

13. The power spectral density method (Eq. (13)) is used to
establish the displacement spectral densities.

14. Finally, the response spectral density is transformed from
modal into physical DOFs.

3.2. Modal parameters

By employing the algorithm introduced in Table 1, the
frequency-dependent eigenvalue problem was solved, yielding
the natural frequencies, damping estimates and mode shapes.
The natural frequencies presented are the undamped ones. The
resulting mode shapes were used to sort the modes according to
their displacement type into horizontally transversal (H), vertically
transversal (V), torsional (T), and combinational (C) modes. The
natural frequencies and critical damping ratios for 10 selected
modes are presented in Table 3, and the corresponding mode
shapes are presented in Fig. 7.

100 m

200 m

300 m

1 2 3 4 5 6 7
0 m

250 m

150 m

50 m

Rock Rock

Soil

Water

Fig. 4. Water depth profile across the strait, with annotations indicating pontoon
locations.

Sub-structure II: Hydrodynamic modelSub-structure I: FE model Load model

13

14

Fig. 5. Basic structure of the calculation set-up. The sub-index h0 corresponds to the frequency-independent contributions from the hydrodynamic model; the superindices I

and II correspond to sub-structures I and II, respectively; and � indicates modal quantities.
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The critical damping ratios of modes near 1 rad/s are found to
be close to 12%. Compared with land-based steel structures, this
ratio is very high. In the context of systems with significant hydro-
dynamic contributions, however, these damping values are not
abnormally high. The high damping will affect the response spec-
tral densities and result in blunt peaks at frequencies correspond-
ing to these modes.

Additionally, the critical damping ratios and natural frequencies
for all eigenvalues between 0 and 3 rad/s are presented in Fig. 8,
along with the assessed Rayleigh damping mentioned above. From
this figure, it is evident that hydrodynamic frequency-dependent
damping contributes strongly to the overall damping of the struc-
ture. Upon investigation, Fig. 8 also shows that the damping ratios
are clearly dependent on the type of mode. Notably, mode 9 has a
significantly higher frequency than mode 6, despite their similar-
ity. This is explained by the fact that mode 9 also includes a trans-
lational movement, resulting in a higher strain energy and,
consequently, a higher frequency.

3.3. Load modelling

The hydrodynamic analysis yielded the discretized directional
wave excitation transfer function fqrðx; hÞg, introduced in Eq.
(23). Fig. 9 shows the transfer function vector for the middle pon-

toon in the model. The discretization used for the hydrodynamic
transfer function is presented in Table 2.

The one-parameter Pierson–Moskowitz wave spectral density
suggested in [31] was used as the one-dimensional wave spectral
density in the current case study. In this spectral density, the
parameters of the generalized Pierson–Moskowitz spectral density
are represented in terms of the significant wave height Hs as
follows:

SgðxÞ ¼ A
x4 � exp

�B
x5

	 

ð32Þ

Fig. 6. Rendering of the FE model.

Table 2
Properties of the discretization used in the hydrodynamic analysis. The angle is
defined as the angle between the positive local x axis of the pontoon and the wave
direction.

Variable Range Increment Affected quantities

Freq. [rad/s] ½7:5 � 10�2;4� 7:5 � 10�2 fQrðx; hÞg; ½MhðxÞ�; ½ChðxÞ�
Angle [�] [0,350] 10 fQrðx; hÞg

Table 3
Undamped natural frequencies (and periods) and damping ratios obtained from the
eigenvalue solution.

Mode no. Period Frequency Damping Type

T [s] x [rad/s] f [Hz] n [%]

1 10.7498 .5845 0.0930 1.792 H
2 7.1048 .8844 0.1408 1.298 C
3 6.1071 1.029 0.1637 11.80 V
4 5.9411 1.058 0.1683 10.66 V
5 5.2002 1.208 0.1923 7.418 C
6 5.1062 1.231 0.1958 9.234 H
7 4.3032 1.460 0.2324 3.155 V
8 3.8206 1.645 0.2617 1.115 T
9 3.3254 1.890 0.3007 6.696 H

10 3.3201 1.893 0.3012 1.078 V

Fig. 7. Mode shapes obtained from the eigenvalue problem, corresponding to the
natural frequencies and critical damping ratios presented in Table 3 and Fig. 8.
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where A ¼ ag2; B ¼ 3:11=H2
s ; a ¼ 0:0081, and g is the acceleration

of gravity. The significant wave height Hs is defined as the mean
wave height of the highest third of the waves (in a time series),
which is often denoted by H1=3. Furthermore, the significant wave
height is related to the variance of the wave height process as fol-
lows: Hs ¼ 4rg. The relationship between the peak wave period
and the significant wave height in this spectral density model is
plotted in Fig. 17 together with the measured data from a report
by Veritec [32] regarding the sea state at the bridge site. This figure
supports the assertion that this spectral density formulation is
appropriate for the current case study.

The cos-2s distribution [33] was selected as the directional dis-
tribution DðhÞ:

DðhÞ ¼ C cos2s
h� h0

2

	 

ð33Þ

where C is a normalization constant to ensure that
R
DðhÞdh ¼ 1; s is

the spreading parameter, which characterizes the crest length of the
waves; h0 is the angle of the mean wave direction; and h is assumed
to lie within the range corresponding to valid states of the modelled
sea state, i.e., �p=2 < h� h0 < p=2. The mean wave angle, defined
as the angle between the global x axis and the local y axis of the
midmost pontoon, was chosen such that the bridge was symmetri-
cally loaded, i.e., 90�.

The resulting directional distributions, for a mean angle of 90�
and various spreading parameters, are shown in Fig. 11.

3.4. Sea-state effects

Changes in the spreading parameter s, the significant wave
height Hs and the mean wave heading angle h0 directly affect the
excitation of the structure. The effects on the response, particularly

the correlation between response quantities, are more complex.
Parameter studies based on simulations were performed to assess
the effect of the parameters that characterize the sea state on the
response.

3.4.1. Significant wave height
For the one-dimensional Pierson–Moskowitz spectral density

used in this study, an increase in the significant wave height results
in a lower peak frequency of the spectral density. This will, in turn,
result in a higher excitation level and a lower peak frequency of the
wave action. This effect is illustrated in Fig. 10 for significant wave
heights corresponding to 1-year, 10-year and 100-year sea states,
as reported in [32], together with the modal damping ratios and
natural frequencies from the eigenvalue solution. From this figure,
it is clear that the peak frequency of the wave action and the modes
with the highest damping correspond better for higher significant
wave heights. This means that for higher significant wave heights,
the more highly damped modes are more strongly excited and
therefore contribute more significantly to the overall response
than in the case of lower significant wave heights. The high damp-
ing plays a crucial role in limiting the response of the structure, but
high damping levels should not be regarded as strictly beneficial;
high damping affects the correlations between the responses at
different locations in the structure, potentially leading to larger
local stress variations. During the design of a floating bridge, this
effect should be taken into consideration.

The response was simulated for various significant wave
heights. The resulting standard deviations of the heave motion
and horizontally transversal motion of pontoons 4 and 6 are shown
in Fig. 12. This figure reveals a significant increase in the horizon-
tally transversal response of pontoon 6 as the significant wave
height increases. This increase in response originates from the
excitation of the first mode of vibration, the mode shape of which
is presented in Fig. 7a. As the significant wave height increases, the
frequency content of the wave excitation process will shift down-
wards, as shown in Figs. 10 and 17. This shift in frequency content
excites the first vibrational mode, which is otherwise located in the
low-level tail of the one-dimensional wave spectral density, and, in
turn, significantly affects the response.

3.4.2. Crest length
The crest length is controlled by the spreading parameter s that

appears in the directional distribution. In the current case study,
the spreading parameter s was selected based on quantitative
judgement and site observations. To obtain a more accurate mea-
sure of this quantity, wave recordings would be needed; however,
such an effort is considered to be outside the scope of this study.
The three values used for s in this survey (3, 30 and 1000) are con-
sidered to represent short-crested, fairly long-crested and long-
crested sea conditions. Particular attention is focused on the value
of s ¼ 3, as on-site observations imply that a short-crested repre-
sentation is the most realistic. To more clearly illustrate the effect
of the spreading parameter on the sea surface, representations of
the sea surface for s ¼ 3; s ¼ 30, and s ¼ 1000 are shown in
Figs. 13–15. The correlations between the wave height at the mid-
most pontoon and those along the rest of the bridge are shown in
the same figures for the corresponding sea states.

These figures show that the correlations between the wave
heights are very low; only when the waves are long-crested is
there a non-zero wave-height correlation between neighbouring
pontoons. As a result of the low correlation between the wave
heights, the cross-spectral densities between the wave excitations
of the different pontoons are very small and can be neglected for
the types of sea states assumed at the bridge location. Note that
the correlation plots are also highly dependent on the chosen
one-dimensional wave spectral density. As the significant wave
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height, which controls the form of the wave spectral density,
increases, the highly correlated region expands dramatically in
the directions both parallel and normal to the wave propagation.

The significant wave heights in the locations of other potential
floating bridges may be far larger than those measured around the
Bergsøysund Bridge, and therefore, it is important to understand
the correlations between wave actions on different pontoons.

By simulating the responses for various spreading parameters,
the statistics of the responses in various DOFs of the model were
established. The standard deviations of the heave motion and hor-
izontally transversal motion of pontoons 4 and 6 for varying s are

shown in Fig. 16. This plot reveals a decrease in the response in
terms of the horizontally transversal motion and an increase in
the vertical motion. As the sea surface becomes more long-
crested, the wave-excitation correlation increases; the pontoons
are excited more simultaneously. This will, in turn, increase the
response of the symmetric modes; however, it may also reduce
the intensity of the antisymmetric modes of vibration. This is the
cause of the somewhat unexpected behaviour in response to an
increased crest length observed in the figure.

3.5. Bridge response due to typical sea state

The one-year sea state reported by Veritec, represented by a sig-
nificant wave height of Hs ¼ 0:90 m, is considered in the following.
Furthermore, the crest length is chosen to be characterized by a
spreading parameter of s ¼ 3.

Figs. 18 and 19 present the resulting power spectral densities
and coherences of the responses in the vertical and horizontal
directions, respectively, for pontoons 3, 4 and 5; the corresponding
statistics are summarized in Tables 4 and 5. The response spectral
densities are represented with respect to the local DOFs of pontoon
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4. The vertical displacement responses are found to have low
correlation values in general, a finding that is supported by the
low coherence values between the vertical responses at the natural
frequencies of the vertical modes of the bridge. The spectra that
show the horizontal displacement responses do not share this ten-
dency: high coherence is observed at and around the peaks repre-
senting the natural frequencies of the horizontal modes of the
structures, and the horizontal response variables exhibit high

correlations. The inconsistencies in the damping ratios between
the horizontal and vertical modes, as shown in Fig. 8, are likely
the cause of this result.

3.6. Simplified frequency-independent hydrodynamic model

When general non-linearities are added to the problem, a time-
domain representation is close to inevitable. To properly include

Fig. 13. Sea surface representation and correlation with the wave height at the midmost pontoon for a sea state characterized by Hs ¼ 0:9 m, h0 ¼ 90
	
and s ¼ 3.

Fig. 14. Sea surface representation and correlation with the wave height at the midmost pontoon for a sea state characterized by Hs ¼ 0:9 m, h0 ¼ 90
	
and s ¼ 30.
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the fluid–structure interaction, convolution integrals must be
solved, which is considered to be a computationally expensive pro-
cedure. For this reason, approximations of the frequency-
dependent coefficients as constant have received some attention
in the literature. The success of simplifying the frequency-
dependent hydrodynamic coefficients as independent of frequency
is highly dependent on the wave action process; a narrow-banded
process with a long characteristic period is much more likely to be
amenable to this type of simplification. Several procedures for this
purpose have been suggested, but the emphasis here is placed on
approximating the frequency-dependent coefficients as constant
based on their values at (i) the peak frequency corresponding to
the one-dimensional wave spectral density and (ii) the weighted
average frequency corresponding to the maximum peaks of the
auto-spectral densities of the response, based on an exact

frequency-domain solution. The weighted average of approxima-
tion (ii) is computed as follows:

xtot ¼ 1PN
i¼1Wi

XN
i¼1

Wi �xi ð34Þ

Here, the frequency corresponding to the largest value of the auto-
spectral density Si;iðxÞ is denoted by xi;N is the total number of
DOFs, and the weighting coefficients Wi are defined as follows:

Wi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
max Si;iðxÞ� �q

ð35Þ

A comparison of the standard deviations and correlation coeffi-
cients corresponding to the heave and horizontally transversal
responses of pontoons 3 and 4 is presented in Table 6. To comple-
ment this table, the corresponding spectral densities are presented
in Fig. 20. Both the figure and the table show that the second

Fig. 15. Sea surface representation and correlation with the wave height at the midmost pontoon for a sea state characterized by Hs ¼ 0:9 m, h0 ¼ 90
	
and s ¼ 1000.
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approach generally outperforms the first. However, the results
obtained using both procedures are rather crude, their greatest
shortcoming being that they both underestimate and overestimate
the response and the correlations.

4. Concluding remarks

The potential of floating bridges for application as part of mod-
ern infrastructure is not fully utilized today, primarily due to the
limited knowledge of their dynamic behaviours as their lengths
are increased. Linear frequency-domain simulations were per-
formed in a case study of the 23-year-old Bergsøysund Bridge in
Norway, with emphasis on the response spectral densities deter-
mined using the power spectral density method and the modal
parameters resulting from the complex and non-linear eigenvalue
problem. The effects of different sea states and how they affect the
response of the bridge were discussed.

The high damping contribution from the fluid–structure inter-
action results in low coherence and correlation between the heave
response quantities along the bridge span. With damping levels as
high as 12% for lateral modes, this result is as expected.

For a realistic 1-year sea state, a low correlation between the
wave heights at the locations of the different pontoons was found;
the action on each pontoon can therefore be considered indepen-
dent. When the significant wave height increases to higher levels,
however, the pontoons are exposed to correlated wave excitation.
The correlation of the wave action amplifies the response of the
modes with symmetric properties but may reduce the response
of the antisymmetric modes. The geometry of the bridge also plays
a crucial role in how strongly correlated the pontoon action
becomes. Because the first mode of vibration has a frequency
located in the tail of the one-dimensional wave spectral density
for low and medium significant wave heights, its contribution to
the global behaviour requires a rather large significant wave
height.

The approximation of the fluid–structure interaction contribu-
tions as constant for a frequency corresponding to the weighted
average frequency of the peak auto-spectral densities obtained
from an exact frequency-domain solution, termed approximation
(ii), performed decently for a realistic 1-year sea state. The perfor-
mance of this approximation is expected to be significantly
enhanced when the wave excitation process is less broadband in
nature. The constant approximation of the frequency-dependent
fluid–structure interaction contributions lacks consistency; it both
underestimates and overestimates the response and must there-
fore be used with caution.

Verification of the calculation models used for floating bridges
is important to ensure reliable analyses. To verify the model and
quantify its uncertainties, experimental data regarding the beha-
viour of the bridge should be recorded and analyzed.
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Table 4
Covariances [mm2] and correlation coefficients (above the diagonal) for the heave
responses of the three midmost pontoons. The statistics correspond to Fig. 18.

Pontoon 3 Pontoon 4 Pontoon 5

Pontoon 3 1959 0.640 0.0825
Pontoon 4 1373 2345 0.640
Pontoon 5 161.5 1373 1959

Table 5
Covariances [mm2] and correlation coefficients (above the diagonal) for the horizon-
tally transverse responses of the three midmost pontoons. The statistics correspond to
Fig. 19.

Pontoon 3 Pontoon 4 Pontoon 5

Pontoon 3 3919 0.897 0.702
Pontoon 4 5225 8662 0.897
Pontoon 5 2752 5224 3919
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Comparison of the standard deviations determined through exact computation with the standard deviations obtained using two different constant approximations of the
frequency-dependent mass and damping matrices corresponding to the fluid–structure interaction. Approximation (i) uses the values of the matrices at the frequency
corresponding to the peak of the one-dimensional wave spectral density, whereas approximation (ii) utilizes the matrix values at the average of the square-root-weighted
frequencies corresponding to the peaks of the response spectral density obtained from an exact frequency-domain solution.

Component Pontoon Standard deviation [mm] Correlation coefficient

Exact Approx. (i) Approx. (ii) Exact Approx. (i) Approx. (ii)

Heave No. 3 44.26 56.42 42.76 0.640 0.716 0.700
No. 4 48.43 61.34 46.75

Horizontal No. 3 62.60 58.15 61.81 0.897 0.876 0.883
No. 4 93.07 84.46 91.31

Fig. 20. Comparison of spectral densities obtained from exact and approximate
solutions.

K.A. Kvåle et al. / Computers and Structures 165 (2016) 123–135 135





Paper 2

Knut Andreas Kvåle, Ole Øiseth

“Structural monitoring of an end-supported pontoon bridge”

Marine Structures, vol. 52, pp. 188–207, Mar. 2017.

53





Structural monitoring of an end-supported pontoon bridge

Knut Andreas Kvåle*, Ole Øiseth
Department of Structural Engineering, Faculty of Engineering Science and Technology, NTNU, Norwegian University of Science and
Technology, Trondheim, Norway

a r t i c l e i n f o

Article history:
Received 13 April 2016
Received in revised form 27 September 2016
Accepted 16 December 2016

Keywords:
The Bergsøysund Bridge
Floating bridge
Long-term extreme response

a b s t r a c t

A comprehensive monitoring system is designed and installed on the Bergsøysund Bridge.
The system is thoroughly described, including descriptions of all exact sensor positions
and the fundamental workings of the system. Acceleration, displacement and excitation
sources, such as wind and waves, are monitored. The effects on the response of the
characterizing environmental parameters, namely, mean wind speed, mean wind direc-
tion, significant wave height, and wave peak period, are investigated, with long-term
extreme response analyses in mind.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The first concept of a floating bridge is believed to have appeared around 2000 BCE [1], but it was first applied as part of
critical infrastructure during the last half of the 20th century. There is a constant strive to achieve longer spans, and thus, a
good understanding of the current floating bridges is crucial.

The developments in the field of floating bridges and other very large floating structures (VLFSs) were reviewed by Wang
et al. [2] andWang andWang [3]. In an international context, the continuous pontoon girder is by far the most common type
of floating bridge. These bridges are generally side supported by anchoring to the seabed, which drastically reduces their
flexibility. For some crossings, these two widespread characteristics are not feasible or beneficial. The crossings planned for
the ferry-free Coastal Highway E39, on the northwestern coast of Norway, are examples of this case. The deep fjords make
side anchoring to the seabed practically impossible. Furthermore, the requirement that ships should be able to pass through
makes a discretely distributed pontoon solution more obvious. Only two long-span end-supported pontoon bridges exist
worldwide: the Bergsøysund Bridge and the Nordhordland Bridge.

A structural monitoring system enables capturing of highly valuable recordings, describing both the environment and the
bridge response. First, statistical data representing the relationships between environmental factors and the response can be
established. Furthermore, the measurements will serve as a starting point for establishing the modal parameters, which
characterize the bridge behaviour in an easily interpretable manner. By also monitoring the environment, the effect of
changing environment on the modal parameters can be quantified. It is also possible, although challenging, to use the
continuous recordings for structural health monitoring [4,5]. Numerous land-based civil structures have previously been
instrumented for measuring response and environmental excitation (see, e.g., [6e8]). Similar surveys have been conducted
for offshore structures (see, e.g., [9]). However, structural monitoring surveys of floating bridges are not widespread.
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Ultimate limit state (ULS) design checks are vital for all engineering structures, but these checks are far less straightfor-
ward for structures exposed to environmental excitations, such as floating bridges. Several approaches are commonly used for
establishing the extreme load effects, and their appropriateness depends on how dynamic the structure is in both behaviour
and excitation. The most accurate approach is the full long-term approach [10,11], but due to practical limitations, the
traditional approach for offshore installations is to apply a simplified procedure, for example, as described in the NORSOK
Standard (N-003) [12]. To perform a full long-term design evaluation, a joint probability density function (PDF) between all
the characterizable environmental parameters is, in theory, required. Successfully establishing a close-to-exact PDF is
cumbersome and unlikely. To assess the validity of the simplified approaches, a qualitative description of how the different
environmental parameters are related to each other and the response is needed. This task is one of the main objectives of this
paper. In other words, the answer to the following question is sought: what environmental parameters are the most crucial
for the response of floating bridges?

The relationship between environmental factors and the response of the Bergsøysund Bridge is studied using a
comprehensive measurement system. The correlations between several of the most common environmental parameters and
the response of the bridge are studied in an attempt to describe the causalities between them. All important aspects of the
measurement system are presented in detail, including accurate positions of all sensors. The performance of the real-time
kinematic global navigation satellite system (RTK-GNSS) displacement sensor is also assessed by comparison, in the fre-
quency domain, with accelerometer readings. Due to the vast amount of information gathered in the database with re-
cordings from the monitoring system, some selected quantities have been chosen for analysis at the sacrifice of others. For
instance, an investigation of the spreading of the wave field is not performed. According to previous studies, the spreading of
thewave field does not considerably influence the response of this bridgewhen exposed to realistic sea states due to the small
wave heights combined with the curved geometry of the structure [13]. Furthermore, response predictions or response
checks are not conducted in the current paper because these topics deserve more attention for them to be beneficial to
include.

2. Monitoring system

The Bergsøysund Bridge, a 931 m long, arch-shaped floating bridge, bridges the gap between Aspøya and Bergsøya on the
northwestern coast of Norway. The steel superstructure rests on 7 separate light-weight concrete pontoons, as shown in the
photograph in Fig. 1. The geography surrounding the bridge is shown in Fig. 2. The abutments consist of rubber bearings that
support the bridge vertically and horizontally, and a steel rod on each of the ends absorbs all the axial forces. The bridge has
nomooring, thus making it a particularly interesting case study: the Bergsøysund Bridge is the second-longest end-supported
floating bridge in the world.

The monitoring system installed on the bridge is extensive. Sensors for environmental monitoring, consisting of 5 ane-
mometers distributed in lampposts on top of the bridge deck and 6 wave radars distributed close to the centre of the bridge,
and sensors for measuring the global response, consisting of two triaxial accelerometers on each pontoon supplementedwith
a global navigation satellite system (GNSS) sensor at the centre of the bridge, have been recording on site since March 2015
(sub-sets of the monitoring system have been in operation prior to this). Photographs of all the types of sensors are presented
in Fig. 3. The sensor positions are shown in Fig. 4, and their accurate coordinates are listed in Table 1. Furthermore, specific
details regarding the sensors are presented in Table 2. Traditionally, windmeasurements are captured at 10m above sea level.
To reduce disturbances from the bridge, the anemometers are mounted approximately 8 m above the bridge deck, even
though this implies a probe height of approximately 16 m.

All of the sensors on site are connected to a nearby logger unit, of which there is one on each pontoon. The logger units
acquire a common time stamp for the measurements using GPS to ensure synchronous sampling. The data from the sensors

Fig. 1. The Bergsøysund Bridge. Photograph by NTNU/K.A. Kvåle.
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are delivered digitally through Ethernet and are subsequently handled internally in the logger unit. Finally, all the data from
the logger units are transferred via WiFi to the main logger unit. This logger unit is connected to a router such that recordings
can be accessed and the system configured externally via the Internet. All logged data are temporarily stored locally on the
main logger unit. Finally, the data are pulled to an on-campus server at NTNU, with RAID storage, to ensure data redundancy.
The basic workings of the system are illustrated in Fig. 5. To ensure stability of the system in the case of power outages on site,
all the loggers have backup power available from batteries.

3. Data analysis

In this section, recordings made in the time span between February 2014 and January 2016 are analysed in a global
manner. Some recordings were initiated due to a specified triggering value being reached, whereas others were manually
initiated. To enable comparison between the statistical properties of the different measured processes, the measurement
periods were restricted by the least stationary process. Typically, wave data are interpreted with periods above 30min. In this
case, however, all extracted statistics are based on 10-minute data due to the stationarity limitations of the wind process.
Because the surrounding geography is complex in this case, small changes in the wind direction will greatly affect the
resulting wave field. The disadvantage of using shorter periods is that it will most likely imply larger variances of the esti-
mates. One of the main reasons for normally limiting the durations to longer periods is the number of waves required to
contain the bias of the statistical estimates to acceptable levels. However, for this case study, the wave energy is located in
considerably shorter wave periods than what is generally the case for offshore structures, which will ensure that the wave
count is sufficient within a measurement period. The significant wave height (SWH), defined as the meanwave height of the
highest third of the recorded waves, quickly converges with increasing period length for stationary wave recordings.

The standard deviations reported for accelerations correspond to the local degrees of freedom of each pontoon.

3.1. Preliminary data study

Waves are assumed to be the main excitation acting on the bridge. However, both traffic and wind excitation will also
contribute to the total response of the bridge. Fig. 6a and b show the vertical acceleration recordings of pontoon 4, which are
identified as traffic and wave excitations, respectively.

It is clear that the traffic-induced response is far more transient, leading to a considerably greater high-frequency content.
To efficiently separate the recordings excited by traffic from those excited by waves, the following non-dimensional traffic
indicator (TI) is proposed:

Fig. 2. Map section showing the position of the Bergsøysund Bridge, located on the Norwegian west-coast, and the geography surrounding the bridge site. Map
sections: ©Kartverket.
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TI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1s

2
hp;i

N
i¼1s

2
i

vuut (1)

where N is the number of acceleration recording channels, s2hp;i is the variance of the high-pass-filtered acceleration time
series of channel i, and s2i is the variance of the unfiltered acceleration time series of channel i. By studying the frequency
content of time series that are clearly wave driven or traffic driven, the assumption that all wave action is below 2 Hz was
made. Thus, a high-pass filter with this cut-off frequency, intended for shp;i, was designed. The resulting filter characteristics
are presented in Fig. 7. This paper will place emphasis on the recordings where the bridge is excited mainly by waves, and the
indicator is used to easily avoid data where this is not the case. Furthermore, all presented results rely on the data being low-
pass filtered at 2 Hz. The low-pass filter applied is also illustrated in Fig. 7.

Traffic will primarily excite the bridge vertically or in a heave motion. By employing the TI introduced above, the standard
deviation of the vertical acceleration of pontoon 2 was studied versus the SWHs of the estimates from all wave sensors,
divided into groups based on the corresponding TI value. The resulting plot is shown in Fig. 8. Note that although the TI is
calculated based on accelerations not being low-pass filtered, the data used to establish both the SWHs and the standard
deviations of acceleration shown are low-pass filtered in the same manner as previously indicated. This implies that the
effects observed on the response are low-frequency response effects; otherwise, an even more pronounced influence on the
accelerationwould have been expected. The recordings with a high TI value, which implies a traffic-induced response, inhabit

Fig. 3. Sensors used in the system. Photographs by NTNU/G. Loraas/K.A. Kvåle.
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larger vertical accelerations for low values of SWH than for low values of TI. To reduce the effects of traffic on the statistical
interpretations, the records with TI>0:6 are ignored in all of the following results.

To obtain an overview of the recordings, polar plots showing various statistical parameters plotted against the corre-
sponding mean wind direction were created, as shown in Fig. 9. The plots are placed onto a map section to easily relate the
surrounding geography to the wind directions. Note that the values for wind direction, wind speed, SWH and peak period are
all spatial averages. This implies that the plotted values correspond to the averages of the statistical quantities of all sensors, of
the same type, across the bridge.

The wind recordings presented in Fig. 9a reveal that the largest wind velocities are generated along the longest straits and
that the 372 m tall mountain located on Aspøya efficiently blocks north-eastern winds (from 330� to 30�). The winds
approaching from the coast (from 180� to 0�) are on average higher than the winds approaching from land (from 0� to 180�),
but the latter subset contains the most high-wind recordings (10e20 m/s).

Table 2
Sensor details.

Type Name Placement Sensor sample rate

Tri-axial accelerometer CSI CUSP-3 Two on each pontoon, 14 in total 200 Hz
3D sonic anemometer Gill WindMaster Pro Five in different lampposts 32 Hz
Wave radar Miros SM-140 RangeFinder Six between pontoons 3 and 5 50 Hz
GNSS sensor Trimble RTK GNSS On support at Bergsøya (reference) and on centre of bridge 20 Hz

WebRouter

Main logger

GPS time

WiFi
Loggers

WiFi

WiFi

GPS time

Sensors

Sensors

GPS time

Fig. 5. Infrastructure of recording system. The system is designed and delivered by Canterbury Seismic Instruments. All the logger units are connected to a GPS
antenna to ensure common time stamps for synchronous sampling.

Table 1
Sensor positions.

Sensor group Sensor Position

x [m] y [m] z [m]

Accelerometers 1S �318.99 �44.18 �7.00
1N �321.26 �35.90 �7.00
2S �216.35 �22.59 �7.00
2N �217.83 �13.92 �7.00
3S �112.21 �9.42 �7.00
3N �113.01 �0.35 �7.00
4S �7.21 �4.57 �7.00
4N �7.27 4.53 �7.00
5S 97.74 �8.24 �7.00
5N 98.42 0.83 �7.00
6S 202.22 �20.28 �7.00
6N 203.49 �11.57 �7.00
7S 305.34 �40.79 �7.00
7N 307.30 �32.42 �7.00

Anemometers A1 �175.47 �6.25 8.00
A2 �43.99 4.86 8.00
A3 43.99 4.86 8.00
A4 87.93 2.64 8.00
A5 175.47 �6.25 7.50

GPS sensor GNSS 0.00 �5.60 2.00
Wave radars W1 e72.96 �1.05 �6.16

W2 e52.99 �0.08 �6.16
W3 e33.00 0.58 �6.16
W4 33.00 0.58 �6.16
W5 52.99 �0.08 �6.16
W6 72.96 �1.05 �6.16
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Fig. 6. Recordings of the vertical acceleration on pontoon 4, represented both as time series and as spectral density. The frequency axis is represented logarithmically to enable identification of components of both high
and low frequencies.
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The SWH was calculated for each 10-minute period of each wave sensor by employing the following well-known
assumption:

Hs ¼ 4sh (2)

where Hs is the SWH and sh is the standard deviation of the sea surface elevation. Fig. 9b shows that the SWHs have a polar
distribution similar to that of the mean wind speeds. The harshest wave conditions are observed when the winds are
approaching from land, i.e., from 0� to 180�. Only low-height waves are expected to propagate longitudinal to the bridge, but
non-negligible waves are observed for longitudinal wind directions. This result indicates that the wind direction is a less than
ideal measure of the direction of the waves.

The directional effect on the standard deviations of the lateral acceleration of the midmost pontoon, shown in Fig. 9c, is
evenmore pronounced than that for thewind speed and SWH shown in Fig. 9a and b. It is evident that the most severe lateral
response is observed when the winds act perpendicular to the bridge. However, there are a considerable amount of scatter
and, surprisingly, large lateral response quantities for longitudinal winds.

Fig. 9d shows that the wave peak periods are apparently evenly distributed for all wind directions. Peak periods above 5 s
are estimated for some recordings but are chosen to not be represented in this plot. A more established swell-like sea state is
expected to result in an increased wave peak period. Unexpectedly, no apparent relation between the mean wind direction
and peak period is observed.

The wind direction is not a very good measure of wave direction due to the following two factors:

Fig. 7. Filter magnitudes of Chebyshev filters applied as low-pass and high-pass filters. The results are produced using the cheby2 filter built into MATLAB. The
applied filters are characterized by stop-band frequencies of 2.0 Hz (high-pass) and 2.5 Hz (low-pass), pass-band frequencies of 2.5 Hz (high-pass) and 2.0 Hz
(low-pass), stop-band attenuation forced above 80 dB, and pass-band ripple forced below 0.2 dB.

Fig. 8. Recorded standard deviations of vertical accelerations on pontoon 2 and SWH, separated into groups for different values of the traffic indicator.
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1. The complex geography surrounding the bridge is believed to produce head sea locally across the bridge strait, even
though the wave directions elsewhere are not corresponding to a head sea.

2. The waves represent a high-inertia process, and thus, the effects of changing wind will propagate slowly to the waves.

3.2. Measured excitation and response

When designing for the ULS, the long-term extreme response of the structure has to be evaluated in an appropriate
manner. In the case of dynamic behaviour of the structure, it is necessary to consider the combined effects of different pa-
rameters, traditionally addressed using contour surfaces. For instance, both the peak period and the SWH need to be
considered together to evaluate the effect of the waves on the response of the structure. Because both the response, bymeans
of accelerations and displacements, and the environmental action, by means of wave heights and wind velocities, are
captured, the relationship between the two is readily available for investigation.

For the critical excitation situations, the locally wind-generated waves are assumed to provide the greatest contribution.
Thus, it is expected that the mean wind speed and the SWH have a clear connection. Fig. 10 shows the average of the SWHs
calculated for wave sensorsW3 andW4, yielding an estimate of the SWH at the location of midmost pontoon, plotted towards
the average of the meanwind velocities of anemometers A2 and A3, which estimate the mean wind speed at the midspan of
the bridge. As expected, there is a high correlation between wind speed and wave height. Some of the scatter shown may be

Fig. 9. Mean values and corresponding mean wind direction (in degrees) from ten-minute measurement periods, illustrated in polar form. Map sections:
©Kartverket.
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explained by the lack of distinction betweenwave andwind directions. However, it is not unexpected to observe some scatter
in such a plot.

The standard deviations of the vertical, lateral and torsional accelerations of the midmost pontoon are plotted versus the
SWH around the centre of the bridge in Fig. 11a, b and c, respectively. The SWH is established by averaging the SWH cor-
responding to wave sensors W3 and W4, which are symmetrically placed about the centre. The standard deviations of the
accelerations show a high sensitivity to increasing SWHs, which is an expected result and supported in Kvåle et al. [13]. By
studying the different colours of the scatter points, which correspond to different ranges of wind direction, it is clear that
winds approaching the bridge laterally (from 60� to 120� and from 240� to 300�) are generating a more severe sea and thus a
larger response. The relatively large scatter in these figures were subjected to a more thorough investigation. The normalized
range of the SWHs of the sensors on a recording was established as follows:

r ¼ maxðHsÞ �minðHsÞ
meanðHsÞ (3)

This is plotted versus the mean SWH for all recordings in Fig. 12 for different sectors of wind direction. The corresponding
sectors are depicted in Fig. 13. It is clear that the inhomogeneity of the sea state, represented by SHW, is dramatically reduced
as the SWH increases. Furthermore, this figure reveals that the recordings with longitudinal winds are more prone to in-
homogeneity than those with lateral winds.

The relationship between wave peak period and SWH is presented in Fig. 14, in which the data points are sorted based on
the corresponding meanwind velocities. When the wind speeds increase, the SWHs increase. Furthermore, the peak periods
increase, and there is less scatter when the mean wind velocities increase. Fig. 14 also illustrates the relation between the
measured peak period and measured SWH, which is compared with the relation given by the one-parameter Pierson-
Moskowitz model [14,15]. This model has the following mathematical expression:

Sðf Þ ¼ A
f 5

exp
�
�B

.
f 4
�

(4)

where A ¼ ag2ð2pÞ�4, B ¼ 4,ag2=½ð2pÞ4,H2
s � ¼ 5=4T�4

p , a ¼ 0:0081, g ¼ 9:81m=s2, and f is the frequency variable. This leads
to the following relationship between peak period and SWH:

Tp ¼
�
5
4
ð2pÞ4
4ag2

�1=4
H1=2
s (5)

By investigating this figure, it is clear that the relationship set between peak period and SWH in this model overestimates
the value of the peak period quite dramatically for large SWHs on the site of the bridge. Because this model is developed for
offshore sites exposed to fully developed seas, this result is not unexpected. A more flexible spectral density model that
incorporates more wave parameters is therefore needed.

Fig. 15 shows how the wave peak period affects the lateral response of pontoon 3 for different SWHs. This figure reveals
that the response increases with increasing peak periods. This tendency applies, to some extent, for all levels of wave se-
verities, but it is clearly more evident for the larger wave heights. As the SWH increases, the sea state is in most cases more
wind generated; the swell component becomes less significant. The effect of increasing peak period on the response is

Fig. 10. Averaged SWHs of wave sensors W3 and W4 and averaged mean wind speeds of anemometers A2 and A3, separated into groups for different wind
directions. Three recordings are denoted and studied in greater depth in Section 3.3.
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believed to arise from the wind-generated waves, as a higher peak period is generally related to a more established and long-
crested sea state. The predicted natural periods are also shown in the figure. Investigation reveals that most of the wave load
acts on the bridge at periods below the first 10 analytical natural periods of the bridge. Difference-frequency effects still make
resonant vibrations feasible, which is a topic recommended for further investigation. Regardless, the fact that most wave

Fig. 11. Standard deviations of accelerations of the midmost pontoon and averaged SWH between wave sensors W3 and W4. Three recordings are denoted with
numbers and studied in more depth in Section 3.3.
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energy is located at frequencies above those corresponding to the first ten natural modes is highly beneficial for the per-
formance of the bridge, due to reduced strains and displacements.

Fig. 12. Normalized range between SWHs established based on the records from all the wave sensors compared with SWH, separated into groups for different
wind direction sectors. The sectors refer to the definitions presented in Fig. 13.

Fig. 13. Sectors corresponding to wind directions presented in Fig. 12.

Fig. 14. Recorded peak periods and SWHs, separated into groups for different mean wind velocities, U. For reference, the relation given by the one-parameter
Pierson-Moskowitz (PM) model is also shown here.
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To investigate the relationship between SWH, meanwind speed and the lateral response of the bridge, a quadratic surface
was fitted to the data. This is shown in Fig. 16 for ranges of SWH and meanwind speed within the observed range during the
recording period. As expected, the SWH shows the largest influence on the response, while the direct loading effect of the
winds can be neglected in most cases for this structure. The scatter in the figure suggests that the SWH and the mean wind
speed are not sufficient for describing the load processes acting on the bridge. A similar plot was made with SWH and peak
period, which yielded similar results. The scatter indicates that theremight be some parameters that are unaccounted for that
affect the response of the structure.

3.3. Studies of selected recordings

Three selected recordings, denoted in Figs. 10 and 11 by squares, are studied in more depth. Table 3 summarizes the vital
information regarding the recordings.

The evolutions of the wind speeds and direction through the recordings are depicted in Fig. 17. Fig. 18 shows the wave
heights recorded with sensors W1-W3, as well as the corresponding spectral density estimates of all three recordings.

3.3.1. Recording no. 1
Fig. 10 reveals that the denoted third measurement period of the recording has a SWH that is too large for its wind level

compared to most other recordings. Fig. 18a reveals that the sea is in build-up during this recording. The winds are
approaching from approximately 15� during the first 10 min. The same first 10-minute period has a mean wind speed of
approximately 8e9 m/s, which represents a rare case, based on investigation of Fig. 9a. Thereafter, a rapid change in wind

Fig. 15. Standard deviations of recorded accelerations and peak periods separated into groups for different SWHs. Grey lines denoted by letters indicate damped
natural periods from a numerical prediction based on an improved version of the model presented in Ref. [13]. The letters H, V, and C denote modes with
horizontal, vertical, and combinational natures, respectively.
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direction occurs between 15 and 22 min out in the recording. For the last 10-minute period of the recording, the winds have
been blowing significantly for some time, resulting in a build-up of wave energy. This energy increase, represented by the
wave height, is easily observed in Fig.18a. However, thewind velocities have decreased as a result of fluctuating and unsettled
winds. Therefore, the mean wind speed is far below normal for such severe wave action. It is also likely that winds first
approaching from around 15.. during the first 10minwere causing a build-up of wave energy in the Batnfjord, whichwas later
steered towards the bridge when the wind directions changed.

According to Fig. 11, the standard deviations of the recorded accelerations for all three components are above the trend for
the given SWH. The reason for this observation is not easily found, but it might be explained by the large amount of non-
stationarity inherent in the recording.

3.3.2. Recording no. 2
Fig. 18b shows the time series and spectral density estimates of wave radars W1, W2 and W3 for the second selected

recording. The first 10-minute period of this recording recorded the largest SWHs to date in themeasurement campaign, with
maximum wave heights close to 1.5 m. In turn, this leads to the largest response recorded, which makes this recording of
particular interest. By considering only the levels of the captured wind speeds for this recording compared to the others,
shown in 17a, it is unexpected, at first glance, that the recorded waves are as severe as they are. The largest recorded wind
speed is close to 20 m/s, and the meanwind speed is approximately 15 m/s. However, what is special in this case and explains
this is the perfectly aligned wind directions (see Fig. 17b), both aligning the Tingvollfjord, located to the south-west of the
bridge, and approaching the bridge in a close-to perfect lateral angle. This allows for the waves to build-up in the fjord and
approach the bridge with few disturbances.

Fig. 16. Two-dimensional quadratic least-squares fit of measured data.

Table 3
Selected recordings. All recordings were made on December 30, 2015, and have durations of 30 min. Particularly interesting 10-minute periods are denoted
by an asterisk. The asterisked periods correspond to the scatter points shown in Figs. 10 and 11. Statistics regarding wave and wind are spatial averages of
values from all sensors. U corresponds to mean wind speed, q corresponds to mean wind direction, and sl and sv correspond to the lateral and vertical
acceleration standard deviations of pontoon 4, respectively.

No. Time 10-minute period Load Response [mg]

SWH [m] U [m/s] q [�] sl sv

1 03:50 0-10 min 0.29 8.70 21 1.71 0.39
10-20 min 0.42 6.72 31 2.27 0.72
20-30 min* 0.69 9.98 110 7.31 3.86

2 04:20 0-10 min* 0.91 15.65 101 9.02 6.10
10-20 min 0.80 14.63 92 6.86 3.48
20-30 min 0.71 13.84 89 5.03 2.35

3 18:25 0-10 min 0.59 16.62 104 4.25 1.01
10-20 min* 0.70 17.82 104 4.89 1.14
20-30 min 0.72 17.28 105 5.15 1.36
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The standard deviations of the accelerations for the denoted first 10-minute measurement period, shown in Fig. 11, are
large. When taking the large SWH into account, it is not outside the expected range of variations around the trend. By
investigating the spectral density estimates of displacements at midspan shown in Fig. 19, it is clear that it is highly correlated
to the frequency content of the waves, as presented in Fig. 18b.

3.3.3. Recording no. 3
This recording is located within the expected range of mean wind speed and SWH. In contrast to recording no. 1, this

recording shows a fairly stationary behaviour. The winds have stabilized at a high level, nearly perpendicular to the bridge, as
shown in Fig.17. Fig.18c illustrates how this, in turn, ensures that thewave process behaves close to stationary. By comparison
with the wave process and the corresponding spectral density estimates from recording no. 1, illustrated in Fig. 18a, the sea
state is also considered to be both more stationary and more homogeneous.

The standard deviations of the accelerations for the denoted second 10-minute measurement period, presented in Fig. 11,
are normal for this SWH. Due to the smaller and more broad-banded wave process observed in this recording, the spectral
density estimate of the midspan displacement, shown in Fig. 20, reveals the modal characteristics of the system itself to a
considerably greater extent than for recording no. 2.

Fig. 17. Time evolution of horizontal wind. The presented data are the spatial averages of data from all five anemometers.

K.A. Kvåle, O. Øiseth / Marine Structures 52 (2017) 188e207202



3.4. Performance of GNSS sensor

The GNSS sensor is based on an RTK correction, enabling highly accurate measurements in the range of centimeters. Other
similar applications of such a sensor are found in, e.g., [16, 17, 18, 19].

Fig. 18. Sea surface elevation from sensors W1, W2 and W3, represented both as time series and as estimates of spectral densities, from the selected recordings.
The spectral density estimate is established using Welch's method, with 30 sections, 50% overlap, Hamming window, and zero-padding to ensure a finer fre-
quency resolution. Vertical lines indicate 10-min period divisions.
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To assess the performance of the GNSS sensor on site, a comparison between the spectral density estimates of the GNSS
sensor was performed using the spectral densities established from accelerometer recordings. First, the accelerations of both
accelerometers on pontoon 4 were used to establish the acceleration at the position of the GNSS sensor based on rigid
transformations. This accounts for all rigid rotations but assumes that the bridge is not deforming locally near the sensors.

Fig. 19. Comparison between spectral densities from GNSS recordings and estimated displacement spectral densities from accelerations recorded with sensors 4S
and 4N, corresponding to recording no. 2.
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Note that the accelerometer recordings are referring to the deformed configuration, whereas the coordinates of the GNSS
sensor are referring to undeformed coordinates. This will particularly affect recordings with large torsional motion. The
spectral density corresponding to the acceleration, S€u€u;f ;gðf Þ in g2=Hz, was transformed to correspond to displacement, Suu;f ðf Þ
in m2=Hz, as follows:

Fig. 20. Comparison between spectral densities from GNSS recordings and estimated displacement spectral densities from accelerations recorded with sensors
4S and 4N, corresponding to recording no. 3.
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Suu;f ðf Þ ¼ g2ð2pf Þ�4S€u€u;f ;gðf Þ (6)

Figs. 19 and 20 show the resulting plots for recordings 2 and 3, introduced in the previous section. To avoid possible issues
with the amplification at low frequencies from the large negative exponent in the transfer function, the plots' frequency axes
do not extend below 0.05 Hz, which is safely below the first natural frequency of the bridge. As expected, the accuracy appears
to improvewhen the displacements are higher. The performance of the GNSS sensor is poorer for vertical displacements than
for horizontal displacements, which is a well-known characteristic of the GNSS technology. The lateral displacements are
fairly consistent between the spectral densities established from the accelerometers and the GNSS sensor for both bench-
marked time series. It is also possible that there are differences in the fit for the two time series due to the fact that there is
larger torsional motion, whichwill affect howwell the sensor data correspond. Because the largest response contributions are
lateral for the bridge, this bodes well for the application of the sensor. Caution should, however, be taken, particularly in low-
excitation situations.

4. Concluding remarks

A comprehensive measurement system set up on the Bergsøysund Bridge is described in detail, including the exact sensor
positions and some preliminary analyses of the collected data. The measurement system provides highly valuable data for
obtaining broad insights into the dynamic behaviour of a unique bridge structure. The data are used to assess how the
environmental parameters influence each other and the response of the bridge.

From a reliability perspective, a good understanding of the effect of environmental parameters on the response is essential.
ULS design checks are most accurately performed using the full long-term approach, which requires a PDF that represents the
environmental parameters. This is outside the scope of the current paper, but a qualitative investigation has been conducted.

As expected, the wave action is the dominating response-inducing process. A distinct relation between the SWH and the
global response of the bridge was observed. However, some variations are still present; this is primarily explained by the lack
of information regarding the mean wave direction. A somewhat less distinct correlation between the mean wind speed and
SWH was observed; this is explained by the complexity of the surrounding geography and the large inertia of the wave
process, which both lead to inconsistencies in the transfer of energy from the wind process to the wave process. Most of the
wave energy is observed above the natural frequencies corresponding to the first ten fundamental modes of the bridge, which
is highly beneficial for its performance, due to reduced strains and displacements.

The RTK-GNSS sensor performs well for relatively large motionwhen benchmarked against acceleration spectral densities
converted such that they correspond to displacements. The sensor should be used with care when the response is low and
particularly for vertical motion.

4.1. Future work

Verification of the calculation models for floating bridge behaviour through field measurements should be conducted. A
system identification survey should also be performed. Furthermore, the effects of environmental parameters on the system
identification results will provide useful insights into how the behaviour depends on weather and external factors.
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a b s t r a c t

A comprehensive monitoring system is installed and currently in operation on the Bergsøysund Bridge,
an end-supported floating pontoon bridge, collecting data on accelerations, displacements, waves, and
wind. Using covariance-driven stochastic subspace identification (Cov-SSI), data-driven stochastic sub-
space identification, and frequency domain decomposition, the modal parameters of the structure are
estimated to investigate its dynamic behaviour. Aspects regarding the selection of good parameters for
the Cov-SSI analyses are highlighted, and the clarifying effect of applying stabilization criteria on multiple
orders of output is discussed. The effects of the significant wave height on the modal parameters are
investigated based on an automatic selection of stable poles from stabilization plots produced by the
Cov-SSI method.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Floating bridges of various designs have existed for approxi-
mately four millennia, according to [1]. However, only in recent
decades have such bridges been used in modern infrastructure
applications. More crossings may potentially take advantage of
floating bridges.

In an international context, the continuous pontoon girder is by
far the most common type of floating bridge. Such bridges are gen-
erally side supported by anchoring to the seabed, which drastically
reduces their flexibility. For some crossings, bridges based on con-
tinuous pontoon girders or anchoring are not feasible or beneficial.
The crossings planned for the ferry-free Coastal Highway E39,
located on the northwestern coast of Norway, are examples of such
crossings. The deep fjords make side anchoring to the seabed prac-
tically impossible. Furthermore, the requirement that ships should
be able to pass through makes a discretely distributed pontoon
solution more obvious. Worldwide, only two long-span end-
supported floating bridges exist: the Bergsøysund Bridge and the
Nordhordland Bridge. Both of these bridges are located on the
western coast of Norway, and both rely on discretely distributed
pontoons.

The traditional method for dynamic testing is based on estimat-
ing the frequency response function matrix, which requires moni-
toring of both the force and the response quantities. Structures
under operation are, however, more commonly studied based on
ambient vibrations alone, referred to as operational modal analysis

(OMA) or output-only system identification. Since the crude, yet
effective, peak-picking study performed on the Golden Gate Bridge
by McLamore et al. [2], the research field concerning the OMA of
civil structures has experienced significant development. The num-
ber of available methods for OMA is continuously increasing, with
the acronyms FDD, SSI, ARMA, SOBI and NExT representing some of
the most well-knownmethods. In the works by [3–9], system iden-
tification techniques are applied on civil structures, and the perfor-
mances of the methods are compared. Generally, OMAmethods are
applied to lightly damped structures. When system identification
is to be attempted on a floating bridge, which due to the fluid-
structure interaction observes high damping levels, the following
question emerges: are the modal analysis methods suitable for a
floating bridge?

Answering the above question is the main objective of this
paper. Using a state-of-the-art measurement system, the dynamic
behaviour of the Bergsøysund Bridge is studied. Both environmen-
tal actions, in terms of wind and wave excitation, and global
response, in terms of accelerations and displacements, are
recorded, and their relationship is investigated. In this regard, the
effects of wave and wind conditions on modal parameters are of
particular interest. Temperature effects are considered to be
beyond the scope of the current paper. The effect of changing tem-
perature has been thoroughly investigated in the literature
[6,10,11].

Modal identification using covariance-driven stochastic sub-
space identification (Cov-SSI) on recordings from the Bergsøysund
Bridge was also the topic of the conference paper by Kvåle et al.
[12]. It was concluded that the identified parameters, correspond-
ing to the lowest modes of the structure, were in decent agreement
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with the initial numerical predictions of frequency and damping
and below satisfactory for mode shapes. The sensitivity of the
input parameters to the results, particularly the number of time
lags, was very large, and considerable tweaking of the selected val-
ues was required. This situation is also known and well reported in
literature, see e.g., [13,11].

The current study addresses many of the above highlighted
issues and is also farmore extensive than thementioned conference
paper. Furthermore, this study relies on an extended monitoring
system, including environmental monitoring. The stabilization cri-
terion is required to be fulfilled formultiple preceding poles, to clar-
ify the stabilization plots such that the selection of stable and
physical poles is more robust. By automating the selection of modal
parameters, the effects of environmental parameters on the modal
quantities are studied based on a large pool of recordings.

2. Theoretical outline

2.1. Numerical prediction of modal parameters

For comparison with the predicted modal quantities of the
floating bridge, some operations on the system model matrices
are needed. The mathematical and numerical model is identical
to the one presented in Kvåle et al. [14]. For the convenience of
the reader, the most important details are repeated in the follow-
ing. The goal is to establish a frequency-domain equation of motion
to obtain an easily solvable eigenvalue problem. The starting point
is the time-domain generic equation of motion, written as follows
within the framework of the finite element method (FEM):

½Ms�f€uðtÞg þ ½Cs�f _uðtÞg þ ½Ks�fuðtÞg ¼ fphðtÞg ð1Þ
Here, t represents the time; ½Ms�; ½Cs�, and ½Ks� are the structural
mass, damping and stiffness matrices, respectively; fuðtÞg is the dis-
placement vector; and fphðtÞg is the total hydrodynamic action,
which includes both wave excitation and fluid-structure interac-
tion. The fluid-structure interaction can be treated as frequency-
dependent contributions to the system mass and damping and as
a constant contribution to the system stiffness. This treatment
results in the following equation of motion, represented in the
hybrid frequency-time domain:

½MðxÞ�f€uðtÞg þ ½CðxÞ�f _uðtÞg þ ½K�fuðtÞg ¼ fpðtÞg ð2Þ
Here, the total system matrices, including the fluid-structure inter-
action contributions, namely, ½MðxÞ�; ½CðxÞ�, and ½K�, are used. The
wave excitation vector is denoted as fpðtÞg. From this, the following
complex eigenvalue problem is established:

k2½MðxÞ� þ k½CðxÞ� þ ½K�� �fug ¼ f0g ð3Þ
where the eigenvalue k is introduced. The general complex eigen-
value problem is typically solved using a state-space formulation,
as in this work. Clearly, cf. Eq. (3), the eigenvalue problem is fre-
quency dependent. To accommodate this, an iterative algorithm,
represented by the pseudo-code in Table 1, is used.

Note that the estimated numerical solutions to the eigenvalue
problem presented in [14] have been re-estimated due to a model
update in [15]. The latter estimates are used as a reference in this
paper.

2.2. Modal identification

2.2.1. Frequency domain decomposition
The simple and effective improvement of the peak-picking

method, based on singular value decomposition (SVD), was pre-
sented, in its current form, by Brincker et al. [16,17]: the frequency
domain decomposition (FDD). To some extent, this can remedy

difficulties from closely spaced modes but stays true to the simple
and tangible interpretation that follows the peak-picking method.
This makes it an ideal method to supplement more sophisticated
methods that often suffer from less graspable interpretations.

2.2.2. Covariance-driven stochastic subspace identification
The stochastic subspace identification methods are highly

sophisticated techniques and are considered to be among the most
robust and accurate methods available [3,4]. The Cov-SSI method
enables the identification of a stochastic state-space model based
on response measurements only. The following presentation,
which summarizes the main elements of the algorithm, is based
on Hermans and van Der Auweraer [18].

First, assume the following stochastic and discrete state-space
model representing the considered dynamical system:

fzkþ1g ¼ ½A�fzkg þ fwkg ð4Þ
fykg ¼ ½C�fzkg þ fvkg ð5Þ
where fzkg and fykg are the state vector and output vector, respec-
tively, and fwkg and fvkg are noise terms. The sub-indices corre-
spond to discrete time sample numbering, related to the time

through t ¼ ðk� 1Þf�1
s , where f s is the sampling frequency. Further-

more, ½A� is the state matrix and ½C� is the output matrix.
The recorded data are arranged in a matrix ½Y � as follows:

½Y� ¼

fy1gT
fy2gT

..

.

fyNgT

2666664

3777775 ð6Þ

The data have l channels and N samples, such that ½Y� has dimen-
sions Nxl. In Cov-SSI, the discrete correlation matrix is an essential

starting point. The discrete correlation matrix at time lag Dt ¼ kf�1
s

is defined as follows:

½Rk� ¼ E fynþkgfyngT
� �

ð7Þ

The discrete cross-correlation matrix is estimated by employing FFT
and IFFT transforms, as implemented in the MATLAB function
xcorr, without normalisation.

The correlation matrices are subsequently arranged as sub-
matrices in a block-Hankel matrix, where 2i� 1 is the maximum
number of time lags, as follows:

½Hi� ¼

½R1� ½R2� . . . ½Ri�
½R2� ½R3� . . . ½Riþ1�
..
. ..

. . .
. ..

.

½Ri� ½Riþ1� . . . ½R2i�1�

266664
377775 ð8Þ

Table 1
Pseudo-code of the iterative algorithm used to solve the eigenvalue problem [14].

INPUT N; tolerance

FOR n = 1 to 2 N
x ¼ 0
D ¼ toleranceþ 1
WHILE D > tolerance

Solve eigenvalue problem for chosen x ) kr and fqrg
Sort kr , and correspondingly sort fqrg
x0 ¼ x
x ¼ jknj ðn ¼ rÞ
D ¼ jx0 �xj

END
Store eigenvalue kn ¼ kr and eigenvector fqng ¼ fqrg

END
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As an alternative to the block-Hankel matrix, a matrix with correla-
tion matrices stacked in a block-Toeplitz manner can be used, as is
the case in, e.g. [19]. The following expressions are equally valid
for both choices, but the block-Hankel stacking is used in the current
paper. The block-Hankel matrix shown in Eq. (8) can be decomposed
into its observability matrix, ½Oi�, and controllability matrix, ½Ci�:
½Hi� ¼ ½Oi�½Ci� ð9Þ
which are defined as:

½Oi� ¼

½C�
½C�½A�
½C�½A�2

..

.

½C�½A�i�1

266666664

377777775
; ½Ci� ¼ ½G� ½A�½G� . . . ½A�i�1½G�

� � ð10Þ

The matrix ½G� is the cross-correlation matrix between the one-
sample-shifted state vector and the output vector, defined as
follows:

½G� ¼ E fznþ1gfyngT
� �

ð11Þ

The block-Hankel matrix is pre- and post-multiplied with weighting
matrices and decomposed using SVD, as follows:

½W1�½Hi�½W2�T ¼ ½U1� ½U2�½ � ½R1� ½0�
½0� ½0�

� 	
V1½ �T
V2½ �T

" #
ð12Þ

¼ ½U1�½R1�½V1�T

In practical cases, there will be more non-zero singular values than
what is expected for the value of the system order, and thus, input
orders have to be specified manually, corresponding to the number
of singular values to include in ½R1�. This selection directly affects
the resulting eigenvalues and eigenvectors. The selection of an
appropriate order is difficult, and therefore, a stabilization plot is
used to separate physical eigenvalues from spurious ones by esti-
mating the modal parameters for a range of orders. A pole is
deemed stable when some criteria for maximum deviance of damp-
ing, frequency and mode shape between different values for the
system order are fulfilled. This process is described in detail in
Section 2.3.

The matrices ½W1� and ½W2� are introduced to improve the iden-
tification of poorly excited modes. If the weights are set to identity
matrices, this implies no weighting or balanced realisation (BR)
weighting. The other weighting considered herein is the canonical
variate analysis (CVA) weighting. For a mathematical description of
the functioning of the CVA weighting, the reader is referred to [18].

Finally, the state matrix is computed as follows:

½A� ¼ ½Odown�y½Oup� ð13Þ
where ½Odown� and ½Oup� are obtained by removing the first or last l
rows from ½Oi�, respectively, and y denotes the pseudo-inverse.
The output matrix ½C� is obtained by extracting the first l rows from
½Oi�, as follows:

½C� ¼ ½Oi�1:l ð14Þ
The estimated state matrix, ½A�, then undergoes an eigenvalue
decomposition to yield the discrete system poles, k̂r , and system
eigenvectors fwg. These are converted to continuous system poles,
kr , and eigenvectors corresponding to the sensor coordinates, f/g,
as follows:

kr ¼ exp k̂rf
�1
s

� �
ð15Þ

f/g ¼ ½C�fwg ð16Þ

2.2.3. Data-driven stochastic subspace identification
The reader is referred to Van Overschee and de Moor [20] for a

comprehensive description of the aspects of the data-driven
stochastic subspace identification (Data-SSI) method. For all analy-
ses with the Data-SSI method performed in the current paper, UPC
weighting is utilized in conjunction with Algorithm 2 [20].

As concluded in the following sections of the paper, the Cov-SSI
method is found to be the most robust and accurate method for the
purpose of this paper. The mathematical foundation underlying the
Data-SSI method is therefore not presented here, and the reader is
referred to the cited literature.

2.3. Stabilization criteria and selection of poles

The poles estimated from the SSI algorithms undergo scrutiny
from stabilization criteria to assist in distinguishing between phys-
ical and spurious modal estimates.

For the order n�, the resulting poles m� are compared to all the
poles from preceding orders n ¼ n� � r, where r ¼ 1;2; . . . ; s and s
is an integer defining the required stability level. The pole m from
order n that maximizes the value of a modal indicator, the modal
assurance criterion (MAC) number here, is then assumed to corre-
spond to pole m� in order n�. The MAC number between complex-
valued poles m� and m is defined as follows [21,22]:

MACm;m� ¼ jf/m� gTf/mgj2
f/m� gTf/m� g � f/mgTf/mg

ð17Þ

where f/g corresponds to the complex conjugate of f/g. In simple
cases, the natural frequency may be used as a modal indicator, but
for cases where the modes are closely spaced in frequency, such as
for this case study, the MAC number is considered to be a better
choice.

The deviance of certain target quantities between the poles in
orders n ¼ n� � r and the corresponding poles for order n� are used
to check the stability of pole n� up to the required stability level s
by requiring that the following criteria are satisfied:

� jf n� ;m� � f n;mj=f n� ;m� 6 Cf

� jnn� ;m� � nn;mj=nn� ;m� 6 Cn

� MAC f/n� ;m� g; f/n;mg
� �

P CMAC

In the current study, the criterion values and the stability level
were selected as indicated in Table 2. Traditionally, the poles
deemed as stable are then plotted in a stabilization plot to separate
the spurious modes from the physical ones.

3. The Bergs�ysund Bridge

The Bergsøysund Bridge is a 931 m long, curved floating bridge
that stretches between Aspøya and Bergsøya on the northwestern
coast of Norway (see Fig. 1). Seven separate light-weight concrete
pontoons support the steel superstructure, as is depicted by the
photograph in Fig. 2. Rubber bearings support the bridge vertically
and horizontally at the abutments, and a steel rod on each of the

Table 2
Parameters used for the selection of stable poles.

Parameter Value

Frequency deviance, Cf 1%
Damping deviance, Cn 5%
MAC threshold, CMAC 95%
Stability level, s 8
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Bridge site

The Bergsøysund Bridge

Fig. 1. Map section showing the geography around the bridge site. �Kartverket.

Fig. 2. The Bergsøysund Bridge. Photograph by NTNU/K.A. Kvåle.
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Fig. 3. Test set-up on the Bergsøysund Bridge. Reproduced from [23] with permission from Elsevier.
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ends absorbs axial forces. No mooring is supporting the bridge,
which makes it a particularly interesting case study.

3.1. Structural monitoring system

The monitoring system is described in detail in [23], but the
most important details are repeated below for the convenience of
the reader. Five anemometers distributed in lampposts on the
top of the bridge deck and 6 wave radars distributed close to the
centre of the bridge are monitoring the environmental action,
while two triaxial accelerometers on each pontoon (14 in total),
supplemented with a global navigation satellite system (GNSS)
sensor at the centre of the bridge, are monitoring the response of
the bridge. The sensor layout is depicted in Fig. 3.

4. Analysis

In this section, the modal identification techniques are applied
to selected acceleration recordings. There are a total of 6210
recordings made in the time span between November 2014 and
January 2017, of which 1679 include sensors for environmental
monitoring and all 14 accelerometers. All of these recordings had

durations of approximately 30 min. The recordings were resam-
pled to 2 Hz after applying a suitable low-pass filter, prior to the
identification. Three different characteristics are sought in the pool
of recordings to be selected for modal analysis:

1. Low-level response (and excitation)
2. Traffic-induced response
3. Wave-induced response

By investigating these three principally different scenarios, a
better understanding of how different loading situations affect
the results will hopefully be obtained. Therefore, the starting point
was some assessment of the overall statistics of the recordings
made to identify such recordings. The wind direction is close to
constant at a lateral angle for all three cases. The tools and results
presented in Kvåle et al. [23] are used to isolate selected record-
ings. The traffic indicator (TI) introduced in that work is utilized
to indicate the level of traffic proportion of the response, which
is defined as follows:

TI ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl
r¼1r2

hp;rPl
r¼1r2

r

vuut ð18Þ

Table 3
Thirty-minute statistics of the selected recordings. The reported accelerations are standard deviations. SWH refers to the significant wave height around pontoon 4 based on an
average from wave radars W3 and W4, U is the horizontal mean wind speed close to the centre of the bridge based on an average from anemometers A2 and A3, and h is the
direction of origin of the mean wind. All quantities are based on data low-pass filtered at 2 Hz (see [23] for filter specifics). The recording time is reported in local time. TI is used
as an abbreviation for the traffic indicator, which indicates the relative high-frequency content of all accelerations.

Accelerations of pontoon 4, [mg]

Characteristic Recording date Recording time [hh:mm] Longitudinal (x) Lateral (y) Vertical (z) SWH [cm] U [m/s] h [�] TI

Low-level response May 5, 2015 03:14 (GMT + 2) 0.01 0.14 0.04 2.0 2.1 109 0.04
Traffic-induced response May 18, 2015 07:03 (GMT + 2) 0.17 0.12 0.31 2.4 1.3 87 0.64
Wave-induced response December 30, 2015 04:20 (GMT + 1) 1.10 7.12 4.26 82.3 14.6 94 0.03

Fig. 4. Wind direction time evolution for wave-driven recording. The blue line
indicates the tangent at the midspan of the bridge. The plotted wind direction
corresponds to the average of anemometers A2 and A3, and indicates the origin of
the wind. The amplitude axis corresponds to the time in minutes. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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(c) Vertical (solid blue) and lateral (dashed red) displacements of the middle of
the bridge obtained from the GNSS sensor.

Fig. 5. Time series from the selected wave-driven recording.
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where r2
r is the variance of channel r and r2

hp;r is the corresponding
variance from accelerations high-pass filtered at 2 Hz. Table 3 pre-
sents the vital information about the three selected recordings, to
illustrate the differences between the selected recordings.

The significant wave height (SWH) is used as a characteristic
measure of the wave height. The SWH is defined as the mean wave

height of the highest third of the recorded waves, and it is esti-
mated using the following well-known assumption:

Hs ¼ 4rg ð19Þ
where rg is the standard deviation of the water surface elevation
gðtÞ. This is valid when the wave height is assumed to be a Gaussian
process, which is assumed for all analyses presented in the current
paper.

The wind direction of the wave-driven recording is close to per-
pendicular to the bridge throughout the duration (Fig. 4). Fig. 5
shows the time histories of the horizontal wind speed, the water
surface elevation and the displacements at the mid-span of the
recording. This figure indicates that the excitation and response
recordings are of good quality and that it is sufficiently stationary.
The power spectral densities (PSDs) of the lateral acceleration of
the midmost pontoon are estimated using Welch’s method for
assessing the frequency content of the response in the recordings
(Fig. 6). This figure illustrates that the degree of high-frequency
content is much larger in the traffic-driven recording.

4.1. Case-specific identification challenges

The success of a modal identification on the case structure is
considered to be challenging due to the following aspects:

� modes are very closely spaced in frequency
� modes have high damping levels
� high degree of influence from external factors

This type of modal analysis therefore requires much from both
the identification algorithm and from the operator. The algorithm
has to address closely spaced modes, which at the same time have
large damping, at least in the context of traditional OMA of civil
structures. In addition, a floating bridge will be highly prone to
external influences, making the modal parameters dependent on
the environmental conditions.

4.2. Identification of modal parameters

The three selected recordings (see Table 3) were used as the
basis for modal identification with the following three algorithms:

Table 4
Modal parameters identified from the wave-driven recording by manual selection. The following abbreviations are used: H (horizontal), V (vertical), and T (torsional). Note that
the analytic values are obtained using the methodology presented in [14] but with an updated model [15].

Frequency [rad/s] Damping ratio [%] MAC (with analytic)

Analytic Cov-SSI Data-SSI FDD Analytic Cov-SSI Data-SSI Cov-SSI Data-SSI FDD

1 (H) 0.58 0.59 0.59 0.61 1.63 1.73 1.58 1.00 0.99 0.99
2 (V) 0.99 1.03 – – 12.25 6.67 – 0.80 – –
3 (V) 1.03 1.00 – – 11.24 14.35 – 0.82 – –
4 (H) 1.05 1.09 – – 5.00 3.84 – 0.78 – –
5 (V/H) 1.17 1.22 – – 7.67 5.43 – 0.92 – –
6 (H/T) 1.38 – 1.49 – 5.91 – 3.17 – 0.76 –
7 (V) 1.44 1.49 – – 3.28 2.41 – 0.72 – –
8 (V) 1.87 – – – 1.07 – – – – –
9 (T/H) 1.95 1.99 – – 3.62 2.49 – 0.91 – –
10 (H/T) 2.23 2.31 2.31 – 0.43 2.43 2.17 0.88 0.81 –
11 (T/H) 2.24 – – – 3.98 – – – – –
12 (V) 2.40 2.48 2.48 – 0.35 0.56 0.35 0.92 0.90 –
13 (V) 2.75 2.87 2.86 – 0.29 0.52 0.45 0.74 0.76 –
14 (T/H) 3.10 3.19 3.20 – 0.38 0.90 0.55 0.97 0.89 –
15 (H/T) 3.15 3.03 3.04 3.04 1.29 1.92 1.53 0.97 0.97 0.94
16 (H/T) 3.84 3.63 3.63 3.66 0.72 1.15 1.01 0.99 0.99 0.99
17 (T/H) 4.02 4.17 4.14 4.20 0.29 0.53 0.86 0.98 0.99 0.98
18 (H/T) 4.09 3.86 3.85 3.88 0.59 0.82 0.81 0.99 0.98 0.99
19 (H/T) 5.22 5.40 5.37 5.42 0.35 0.77 0.71 0.99 0.99 0.99
20 (H/T) 6.70 5.78 5.81 – 0.43 0.70 0.76 0.90 0.91 –
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(c) Wave-induced response.

Fig. 6. Welch estimates of power spectral densities of the lateral acceleration of the
midmost pontoon for the three chosen recordings. 20 divisions, which are padded
by zeros on both sides such that the total length is tripled, are used for the
estimates. For reference, the signal-to-noise ratio of the sensor is specified as
130 dB, the dynamic range as 114 dB, and the range as ±4 g.
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Cov-SSI, Data-SSI, and FDD. The Cov-SSI method outperforms the
other two methods in identifying modal parameters from the
recording with the wave-driven response (Table 4). Additionally,
note that the Cov-SSI algorithm performs better for most record-
ings with BR weighting, i.e., no weighting, than with CVA weight-
ing. However, the identification of the modal parameters on
some recordings is found to benefit from CVA weighting [24].
Data-SSI is found to provide results that are less clear than the
Cov-SSI, including multiple clusters of modes that appear stable
with similar mode shapes, but different natural frequency and
damping estimates. No further efforts are devoted to investigating
this result because it is considered beyond the scope. The FDD is
not found to be suitable for the application.

The mode shapes obtained from the Cov-SSI analysis are pre-
sented in Fig. 7. The abbreviations H (horizontal), V (vertical),

and T (torsional) are used to designate the main displacement pat-
terns of the modes. When combined, the first letter corresponds to
the main type of motion. The corresponding Argand phase plots are
shown in Fig. 8.

Note that the presented mode shapes are in reality snapshots of
the mode shapes from the moment where their total real part is at
its largest: the mode shapes consist of complex numbers [14], and
the components of the mode shapes have phase shifts between
them, such that they reach their maximum at different time
instances. The Argand vectors shown in Fig. 8 are rotating with
the modal frequency, and their projections along the real axis rep-
resent the values of the DOFs. Normally, in modal analysis, it is
required that the identified mode shapes have small phase differ-
ences, resulting in the modal phase colinearity (MPC) index being
close to 1. Because the large added hydrodynamic damping makes

Fig. 7. Identified mode shapes corresponding to the modal parameters shown in Table 4 from the wave-driven recording and using the Cov-SSI method. The following
abbreviations are used: H (horizontal), V (vertical), and T (torsional). The numbering refers to the modes obtained from the eigenvalue solution of the numerical prediction
model.
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the eigenvectors complex, this approach is unsuitable. Moreover,
the arc shape of the bridge results in the mode shapes being more
coupled in their appearance, including both horizontal, vertical,
and torsional motions. The Argand plots shown in Fig. 8 reveal that
there are significant phase shifts present between the DOFs for sin-
gle modes. Because the hydrodynamic damping contributions are

dependent on the direction, the phase shifts are also prone to be
dependent on the motion pattern of the mode under investigation.

For the selected wave-driven recording, the performance of the
Cov-SSI method is satisfactory. Most of the first 20 mode shapes
from the numerical model are identified, with the only exceptions
being modes 6, 8, and 11. Their mode shapes generally have decent

Fig. 8. Argand plots of mode shapes corresponding to the modes in Table 4 and Fig. 7. from the wave-driven recording and using the Cov-SSI method. The numbering refers to
the modes obtained from the eigenvalue solution of the numerical prediction model. All global degrees of freedom (DOFs), originating from all the accelerometer channels are
plotted in all plots. The components are presented in different colours depending on whether they are longitudinal (x), lateral (y) or vertical (z).
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MAC values, ranging between 0.72 and 1, and frequency values
close to the estimated numerical values. The damping identifica-
tion is, as expected, the most challenging sub-task. Large variations
in the damping ratios are observed (Table 4), with the largest abso-
lute discrepancy observed for mode 2, which is much lower than
the predicted value (6.67% versus 12.25%). The critical damping
ratio for mode 3, however, is consistently higher than the predicted
value (14.35% versus 11.24%). Considering all the identified damp-
ing ratios, the total damping level is in agreement with the esti-
mates from the eigenvalue solution of the numerical prediction
model.

A manual identification with the Cov-SSI was also performed for
the selected low-level and traffic-driven recordings, yielding the
results shown in Tables 5 and 6, respectively. Both cases provide
below-satisfactory results; in the low-level recording the bridge
is only sufficiently excited to reliably identify 7 of the first 20
modes, whereas the response measurements in the traffic-driven
recording results in mode shapes with poor MAC values relative
to the numerical predictions.

4.3. On the selection of parameters for the SSI analyses

The results from the SSI analyses are highly dependent on the
chosen parameters, and a proper selection of these parameters will
therefore vary from application to application. The most important
aspects observed in the current case study are presented in the fol-
lowing sub-sections.

4.3.1. Duration
The durations of the recordings were kept fixed at approxi-

mately 30 min. For practical reasons, when subdividing long
recordings, the duration was allowed to range between 29 and

30 min, i.e., T 2 ½29 min;30 min�. For a structure that is heavily
influenced by a single environmental process, it is not beneficial
with a very long recording, contrary to the case for structures less
controlled by a single process. The stationarity of the process, and
thus the response of the structure, is an important concern. The
durations of the recordings are therefore a compromise between
keeping the recordings near stationary while simultaneously
increasing the durations to acceptable levels. The optimum length
will be dependent on the level of non-stationarity of the loading
process. No stationarity checks were conducted in the following
study. However, visual inspections of the recorded time histories
were performed to ensure that no abrupt changes occured in the
excitation or response.

4.3.2. Blockrows
The number of blockrows is the main input parameter of SSI

analyses, and its selection affects the solution to a large extent.
The number of blockrows should be chosen to be large enough such
that the time lags represented in the covariance matrix have suffi-
cient length to be able to describe the lowest frequencies of interest
in the data. If the number of chosen blockrows is too low, these

b

Fig. 9. Stabilization plots with different blockrows, i, for Cov-SSI analyses of the
wave-driven recording.

Table 6
Modal parameters identified from the traffic-driven recording by manual selection.
The following abbreviations are used: H (horizontal), V (vertical), and T (torsional).
Note that the analytic values are obtained using the methodology presented in [14]
but with an updated model [15].

Frequency [rad/s] Damping ratio [%]

Analytic Cov-SSI Analytic Cov-SSI MAC (with analytic)

4 (H) 1.05 0.97 5.00 2.92 0.47
7 (V) 1.44 1.48 3.28 1.90 0.88
8 (V) 1.87 1.94 1.07 0.91 0.84
11 (T/H) 2.24 2.26 3.98 0.73 0.57
12 (V) 2.40 2.49 0.35 0.38 0.98
13 (V) 2.75 2.87 0.29 0.64 0.68
14 (T/H) 3.10 3.19 0.38 0.62 0.81
15 (H/T) 3.15 3.07 1.29 0.76 0.39
17 (T/H) 4.02 4.16 0.29 0.46 0.63
18 (H/T) 4.09 3.88 0.59 0.80 0.50

Table 5
Modal parameters identified from the low-level recording by manual selection. The
following abbreviations are used: H (horizontal), V (vertical), and T (torsional). Note
that the analytic values are obtained using the methodology presented in [14] but
with an updated model [15].

Frequency [rad/s] Damping ratio [%]

Analytic Cov-SSI Analytic Cov-SSI MAC (with analytic)

12 (V) 2.40 2.48 0.35 0.60 0.93
14 (T/H) 3.10 3.18 0.38 0.87 0.94
15 (H/T) 3.15 3.04 1.29 1.40 0.96
16 (H/T) 3.84 3.63 0.72 0.92 0.99
17 (T/H) 4.02 4.16 0.29 0.56 0.99
18 (H/T) 4.09 3.87 0.59 1.03 0.97
19 (H/T) 5.22 5.41 0.35 0.67 0.98
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components will simply not be identified with confidence. If the
number of chosen blockrows is too high, the amount of spurious
modes will increase. For the wave-driven recording, i ¼ 24, corre-

sponding to a maximum time lag of s ¼ 2 � 24 � 2�1 ¼ 24 s or a min-
imum frequency of f ¼ 1

24 	 0:04 Hz, was found to be a good
compromise between clear stabilization plots and the number of
modes visible for various stability levels (Fig. 9). The sample rate,
which was 2 Hz in the current application, is a critical quantity to
consider together with the number of blockrows. The effects that
changes of blockrows have on themodal parameters are not consid-
ered in the current paper.

4.3.3. Stabilization level
The selection of the stabilization level in the plotting of the sta-

bilization plots is powerful for tweaking the results. A low stabi-
lization level in combination with a high number of blockrows
results in a very cluttered stabilization plot, which is a difficult
starting point for separating the physical poles from the spurious
ones (Fig. 10). Thus, the stability level should be selected with con-
sideration of the blockrows. In the following, a stability level of
s ¼ 8 is found to be suitable in combination with i ¼ 24. The clutter
in the stabilization plots for the three cases, shown in Fig. 10, is
located at different frequencies. By comparing with the spectral
densities of the lateral accelerations of the midmost pontoon, esti-
mated using Welch’s method and plotted in Fig. 6, there is a strik-
ing resemblance: the loading processes acting on the structure
differing from a white noise process result in false poles, which
are only identified as unstable when the stability level is increased.

4.3.4. Orders
The maximum of the range of orders is simply selected based on

visual inspection of the stabilization plot, with the requirement
that no new straightly aligned (stable) poles are developed for
increasing order. A reasonable selection of orders, based on the
other parameters set above and visual inspection of the stabiliza-
tion plots, is n ¼ 2;4; . . . ;200.

4.4. Environmental influence and automatic OMA

By automating the selection of modal parameters from each
recording, the effects of weather and environment on the modal
parameters can be investigated. The eigenvalue solution of the
numerical prediction model was used as a reference to ensure a
consistent numbering of the identified modes. Due to the combina-
tion of efficiency and accuracy of the Cov-SSI method, this was
selected for the automatic OMA. The Cov-SSI parameters for all
analyses were set according to the findings in the preceding sec-
tion (i ¼ 24; s ¼ 8; T 2 ½29 min;30 min�, and n ¼ 2;4; . . . ;200).
First, the stabilization criteria have to be fulfilled, as described in
Section 2.3. Second, the MAC values between the poles and the
modes from the eigenvalue solution have to be above a predefined
value MACref for them to be considered. The pole with the largest
MAC value with the corresponding mode from the numerical pre-
diction model is used as a reference, and all modes within certain
slacks in frequency (Sf ), damping (Sn) and MAC (SMAC) from this are
chosen. Finally, the means and standard deviations of all the cho-
sen frequencies, damping ratios and MACs are calculated. The
allowed slack and the required MAC value are presented in Table 7.

Fig. 10. Stabilization plots with different stability levels, s, for Cov-SSI analyses
with blockrows, i ¼ 24.

Table 7
Slack allowance and MAC requirement (to analytical
modes).

Parameter Value

Frequency slack, Sf 10%
Damping slack, Sn 50%
MAC slack, SMAC 10%
MAC requirement, MACref 0.7
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Fig. 11. Stabilization plots for the automatic Cov-SSI analyses of the three selected recordings. Only the poles deemed stable are shown here, in agreement with the
requirements stated in Table 2. Vertical lines indicate the modes identified, and horizontal lines denote 
3rx , corresponding to the stable poles within the predefined slack
and above the MAC requirement presented in Table 7. The numbers refer to the numbers of analytical modes. The red lines show the power spectral density estimate from the
lateral acceleration of pontoon 3, corresponding to the indicated recording.

Table 8
Automatically identified modes from the wave-driven recording. Three standard deviations are used as the measure for accuracy. Damping refers to the critical damping ratio [%],
while frequency refers to the undamped natural frequency [rad/s]. The following abbreviations are used: H (horizontal), V (vertical), and T (torsional).

Analytic Cov-SSI

Mode Frequency Damping Frequency Damping MAC

1 (H) 0.58 1.63 0:59
 0:00 1:9
 0:56 0:99
 0:00
2 (V) 0.99 12.25 1:03
 0:01 6:5
 0:50 0:76
 0:13
3 (V) 1.03 11.24 1:01
 0:01 14:5
 1:08 0:84
 0:05
4 (H) 1.05 5.00 1:09
 0:01 3:8
 0:31 0:78
 0:02
5 (V/H) 1.17 7.67 1:22
 0:00 5:5
 0:37 0:92
 0:01
6 (H/T) 1.38 5.91 1:45
 0:00 6:5
 0:47 0:71
 0:01
7 (V) 1.44 3.28 1:48
 0:01 2:3
 0:27 0:71
 0:02
8 (V) 1.87 1.07 – – –
9 (T/H) 1.95 3.62 1:99
 0:02 2:4
 0:56 0:90
 0:05
10 (H/T) 2.23 0.43 2:31
 0:04 2:7
 1:39 0:88
 0:18
11 (T/H) 2.24 3.98 – – –
12 (V) 2.40 0.35 2:48
 0:00 0:6
 0:06 0:91
 0:06
13 (V) 2.75 0.29 2:86
 0:00 0:5
 0:13 0:75
 0:07
14 (T/H) 3.10 0.38 3:19
 0:01 0:9
 0:33 0:97
 0:02
15 (H/T) 3.15 1.29 3:03
 0:03 2:1
 1:29 0:96
 0:04
16 (H/T) 3.84 0.72 3:62
 0:02 1:1
 0:58 0:98
 0:02
17 (T/H) 4.02 0.29 4:17
 0:08 0:6
 0:52 0:98
 0:03
18 (H/T) 4.09 0.59 3:87
 0:02 0:8
 0:41 0:98
 0:01
19 (H/T) 5.22 0.35 5:40
 0:13 0:7
 0:34 0:98
 0:04
20 (H/T) 6.70 0.43 5:78
 0:01 0:9
 0:36 0:91
 0:03
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The presented values were used for the entire period under inves-
tigation. Fig. 11 shows the resulting identified modes overlaid on
the stabilization plots for the three selected recordings. This figure
is supported by the numerical data in Table 8. The automatic algo-
rithm works well for the wave-driven recording and performs
decently for the low-level response recording. The selected
traffic-driven recording performs poorly and appears to contain
spurious modes from harmonics at multiple frequencies, repre-
sented by several scattered poles in Fig. 11b. The only reason that
these are not erroneously interpreted as modes is because the pre-
dicted mode shapes, obtained from the eigenvalue solution of the
numerical prediction model, are used as a reference. Our general
preference has been placed on the quality rather than the quantity
of the data; thus both data and modal results suspected of being of
poor quality are rejected automatically. The disadvantage is that
the number of data points for statistical analyses may be smaller
than preferred.

The procedure is dependent on a well-tuned numerical predic-
tion model, and it will not handle changes in mode shape very well.
Furthermore, for higher modes, the number of accelerometers
installed will not be sufficient to capture the motion between the

pontoons, and the MAC numbers will erroneously tend to large val-
ues. However, the authors believe that the simple procedure pre-
sented herein will capture the main aspects of the bridge’s
behaviour in a robust manner.

The averaged identified damping estimates from all recordings
are illustrated for the first 20 modes in Fig. 12. The error bars indi-
cate one standard deviation above and below the mean value.

Fig. 13 shows the coefficient of variation of the natural fre-
quency, Cv ;x, and damping ratio, Cv ;n, for the first 20 modes. The
coefficient of variation is defined as the mean-normalized standard
deviation, i.e., Cv ¼ r=l. The figure reveals a decent level of varia-
tion in the identified natural frequencies. It also reveals that there
are large variations in the identified damping ratios, as expected.
Some modes are only identified in a small selection of the pool
of recordings, resulting in a very low number of samples and thus
a poor starting point for estimating statistical derivatives.

The identified natural frequencies and damping ratios for the
first six modes are illustrated in Fig. 14. This figure reveals a clear
reduction in scatter for increased excitation levels, represented by
SWH here. This effect is believed to primarily arise from the uncer-
tainty in the identification, which is far larger for small excitation
levels. The reduced excitation levels also result in the fact that
the uncertain and unaccounted excitation sources, such as traffic,
accounts for far more of the total load and consequently increases
the scatter. The damping levels show an increasing tendency to
increasing excitation levels, which is reasonable. A similar study
was performed on the effect of changing wind speeds. The results
of that study were very similar but more scattered. This is
explained by the fact that the wind controls the waves, but the
bridge response and hence the modal analysis results are mainly
affected by the waves. Consequently, no such results are reported
herein. The effect of changes in the tidal levels, which normally
vary by approximately 2 m on site, on the modal parameters was
found to be insignificant. No relation between the traffic level,
characterized by the TI, and the damping level was visible. Note
that no rejection criterion based on the stationarity level is applied,
and that non-stationarity in the recordings might cause more
scatter.
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Fig. 12. Average estimated damping ratios for the first 20 modes, based on all
recordings. The error bars represent one standard deviation (
r).
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5. Concluding remarks

Based on recordings from the state-of-the-art monitoring sys-
tem installed on the Bergsøysund Bridge, measuring both response
(accelerations and displacements) and environmental actions
(wind and waves), system identification has been successfully per-
formed on the acceleration recordings and are interpreted in light
of the recorded environmental factors. The Cov-SSI, Data-SSI and
FDD methods have been applied for manual identification surveys,
and the resulting identified modes have been compared with the
modal quantities obtained from the solution of the eigenvalue
problem from a comprehensive numerical model set-up. The
Cov-SSI method shows the most promise among the methods.
The Data-SSI method also provides decent results, whereas the
FDD method is insufficient for this application. Natural frequencies
and mode shapes are very well identified, whereas there are rela-
tively large uncertainties in the identification of the damping
ratios. However, the overall damping levels are consistent with
the estimates from the eigenvalue solution of the numerical pre-
diction model. Large damping levels, closely spaced modes, and a
geometric design resulting in coupled motion, make the identifica-
tion procedure challenging. Due to scattered stabilization plots, the
interpretation and manual selection are tasks that add additional
uncertainties to the results.

Due to the complexity of the problem, effort has to be placed on
the selection of the analysis parameters. The number of blockrows
is a parameter that directly affects the results of the algorithm, and
it should be chosen with care. By producing stabilization plots with
different numbers of blockrows, a reasonable value was chosen
based on visual inspection of the plots. To reduce clutter in the sta-
bilization plots, a rather large stabilization level is recommended.
A stabilization level of s ¼ 8 was utilized, with a good result, in
the current paper.

By automating the selection of stable poles, relying on the mode
shapes from the eigenvalue solution of the numerical prediction
model, a study on the effect of the wave excitation on the natural
frequency and damping was performed. This study revealed that
the uncertainties in the identified modal quantities are generally
reduced when the excitation level increases. This is believed to

be a consequence of a larger proportion of the excitation being
known, as well as the identification algorithms performing better
for larger response levels. Furthermore, the damping levels tend
to increase for increasing SWH.

5.1. Future work

The selection of the system identification technique is a difficult
task, and other methods should also be considered for the task. In
particular, methods better suited for problems with loading pro-
cesses that considerably differ from white noise, such as blind
source separation (BSS) methods, should be considered. Further-
more, more sophisticated techniques for the automatic selection
of poles should be applied. This may enable stronger conclusions
about the effect from the environmental parameters to be drawn.
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Abstract

Herein, numerical predictions of the dynamic response of an existing floating pontoon bridge are compared with the measured
dynamic response. Hydrodynamic coefficients that describe the fluid-structure interaction and the wave transfer functions are
obtained by applying linear potential theory. The results obtained from the hydrodynamic analysis are combined with a beam
model of the bridge in a finite element method (FEM) framework to enable stochastic response prediction through the power
spectral density method. Predictions of the response power spectral density due to excitation characterized by the recorded
sea surface elevation are compared with those obtained from the corresponding response measurements. Furthermore, the
standard deviations of the predicted accelerations are compared with the standard deviations of the measured accelerations,
and the overall quality of the prediction model is discussed. The measured and predicted responses compare well for the
lateral components, decent for the vertical components and poorly for the torsional components.

Keywords: Bergsøysund Bridge, floating bridge, high damping, stochastic response prediction

1. Introduction

The Norwegian Public Roads Administration (NPRA) is
currently conducting a large-scale project to make Coastal
Highway E39, which is the highway located along the
industry-dense Norwegian west coast, ferry free. By replac-
ing ferries with permanent road links, travel times may be
reduced by several hours. Many of the straits to cross are
deep and wide fjords, which will require an extension of the
current bridge technology. Among the possible options are
various types of floating bridges, particularly end-supported
solutions with multiple separate pontoons.

There are limited numbers of long-span floating road
bridges, and such bridges are primarily located in the United
States, Canada, Japan and Norway. Among these bridges,
there are two that are end-supported only, namely, the Nord-
hordland Bridge and the Bergsøysund Bridge, which are both
located on the western coast of Norway. Additionally, these
two bridges are both based on separate pontoons rather
than on a continuous floating pontoon girder. Because these
bridges are not supported by side-mooring, they are more
flexible and thus susceptible to large displacements and dy-
namic behaviour. It follows from the above that the available
experience regarding the performance of similar structures is
very scarce. Some case studies investigating the response of
floating bridges exist, e.g., for the Nordhordland Bridge [1],
the Bergsøysund Bridge [2, 3], the Hood Canal Bridge [4],
the William R. Bennett Floating Bridge [5], and the Yumemai
Bridge [6, 7]. However, available studies that compare the

∗Corresponding author

response of an existing floating bridge with numerical pre-
dictions are very limited. The original Hood Canal Bridge
in the state of Washington was instrumented with sensors
to monitor its response, and these measurements were com-
pared with predictions by Georgiadis [8]. Furthermore, Pe-
terson [9] investigated the performance of mooring cables on
the original Evergreen Point Floating Bridge, which is also lo-
cated in the state of Washington. Thanks to modern sensor
technology and a drastic increase in data processing power, it
is currently practically possible to handle considerably larger
and more accurate sensor networks. The current paper re-
lies on a comprehensive state-of-the-art monitoring system;
consequently, this work is able to be more detailed in the
comparison of the predicted and measured responses.

The accuracy of the prediction methodology is one of
the main concerns for ensuring a safe, reliable and cost-
efficient design of new floating bridges. The current paper
addresses this concern using a comprehensive model set-up
[2] of and an extensive monitoring system on the Bergsøy-
sund Bridge [10]. Recorded acceleration quantities are com-
pared to predictions from a numerical model set-up in a fi-
nite element method (FEM) framework. The bridge is in-
strumented with sensors that record the response and the
excitation, thus making it possible to verify and scrutinize
the model and methodology used for the response predic-
tion. Fluid-structure interaction terms and wave excitation
transfer functions are estimated by applying linear potential
theory. Through the common assumptions of deep water, lin-
ear waves, and a stationary and homogeneous wave field,
the power spectral density method is applied to predict the
response spectral density matrix from a one-point wave spec-
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tral density and a directional distribution.

1.1. The Bergsøysund Bridge

The Bergsøysund Bridge is a 930-meter-long end-
supported pontoon bridge (Fig. 1) that is located on the west-
ern coast of Norway. The truss superstructure is supported
by seven lightweight concrete pontoons. The anchor-free de-
sign makes this bridge highly flexible and an interesting case
study for dynamic analysis. Furthermore, this bridge is the
second largest of its kind in existence.

The excitation and response of the Bergsøysund Bridge are
monitored using wave radars, anemometers, accelerometers,
and a single global navigation satellite system (GNSS) dis-
placement sensor (Fig. 2). For more details regarding the
monitoring system, the reader is referred to [10].

Because the wave radar arrangement used in the major-
ity of the recordings is not optimized for characterizing the
directional distribution [11], the wave spreading and wave
direction are not estimated. The effect that the wave spread-
ing has on the response is not considered to be crucial [2].

2. Numerical prediction model

The dynamics of floating bridges exposed to first-order
wave excitation can be represented using an FEM framework,
as follows:

[Ms]{ü(t)}+ [Cs]{u̇(t)}+ [Ks]{u(t)}= {ph(t)}, (1)

where [Ms] is the structural mass matrix, [Cs] is the structural
damping matrix, [Ks] is the structural stiffness matrix, t is the
time variable, {u(t)} is the time-dependent displacement vec-
tor, {ph(t)} is the time-dependent total hydrodynamic action,
and the dot notation is used to denote time differentiation.
As a consequence of a single harmonic wave proportional to
eiωt , the total hydrodynamic action {ph(t)} can be written as
follows:

{ph(t)}={P(ω)}eiωt − [Mh(ω)]{ü(t)}
− [Ch(ω)]{u̇(t)} − [Kh]{u(t)}. (2)

Here, [Mh(ω)], [Ch(ω)] and [Kh] are the added hydro-
dynamic mass, hydrodynamic damping, and hydrodynamic
stiffness, respectively, giving rise to self-exciting forces; ω is
the frequency variable; and {P(ω)}eiωt is the wave excitation
due to the monochromatic wave. Through the superposition
principle, this is directly interpretable as a general frequency-
domain description for irregular stochastic waves. Second-
order wave effects and wind excitation are not considered
herein because the first-order wave excitation is considered
to be the dominant excitation source.

2.1. Wave modelling

The cross-spectral density of the wave elevations at points
r and s is described as follows [12]:

Sηrηs
(ω) =

∫ π

−π
Sη(ω)D(θ ) . . . (3)

× exp
�

i
|ω|ω

g
(∆x rs cosθ +∆yrs sinθ )

�
dθ ,

where Sη(ω) is the one-point auto-spectral density and D(θ )
is the directional distribution, both of which are equal every-
where under the assumption of homogeneity; i is the imagi-
nary unit; ω is the frequency variable; g is the gravitational
constant; ∆x rs = xs − x r ; ∆yrs = ys − yr ; and θ is the
angular variable. In the above equation, it is assumed that
the two-dimensional wave spectral density is decomposed as
Sη(ω,θ ) = Sη(ω)D(θ ). Furthermore, the cross-spectral den-
sities of the wave excitations on pontoons r and s (located at
points r and s) are given as follows:

[Spr ,ps
(ω)] =

∫ π

−π
{qr(ω,θ )}Sηrηs

(ω,θ ){qs(ω,θ )}H dθ . (4)

Here, {qr(ω,θ )} is the hydrodynamic transfer function relat-
ing the wave elevation to three forces and three moments act-
ing on pontoon r; Sηrηs

(ω,θ ) is the two-dimensional cross-
wave spectral density, which is equal to the integrand in Eq.
3; and H is the Hermitian operator, which is defined as the
complex conjugate and matrix transpose. Because there are
7 pontoons in total, there are 7x7 of these matrices to be
computed, which are arranged in a global wave excitation
spectral density matrix, [Sp(ω)].

In this model setup, there are two products that affect the
final excitation: the one-dimensional wave spectral density
and the directional distribution. Models for these two prod-
ucts are described in the following two sub-sections.

2.1.1. One-dimensional wave spectral density
The JONSWAP spectrum is defined as follows [13, 14]:

S( f ) =αg2(2π)−4 f −5 exp

�
−5

4

�
f
fp

�−4�

× γexp
�
− ( f − fp )2

2σ2 f 2
p

�

dθ , (5)

where f is the frequency; fp is the peak frequency; γ is the
peakedness parameter; α is the Philips parameter; σ = 0.07
for f < fp and σ = 0.09 for f ≥ fp. This model is highly
adjustable, and it is able to describe most monomodal wave
spectral densities. However, this ability comes at the cost
of needing to determine more parameters, which in princi-
ple are co-dependent and vary between excitation situations.
The level of peakedness of the spectrum is given by γ. The
value of α reflects the fetch characteristics of the wind-wave
energy transfer at the site.
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Fig. 1. Photograph of the Bergsøysund Bridge. Photograph by NTNU/K.A. Kvåle.
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Fig. 2. Monitoring system operating on the Bergsøysund Bridge. Reproduced from [10] with permission from Elsevier.
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2.1.2. Directional distribution
The cos2s distribution is assumed in all the response pre-

dictions in the current paper, and it is defined as follows [15]:

D(θ ) = C cos
�
θ − θ0

2

�2s

. (6)

Here, C is a normalization factor introduced to ensure that∫ 2π

0 D(θ )dθ = 1, s is the spreading parameter, and θ0 is the
mean wave direction. Other distributions might be relevant
for this application, but the authors believe that the effects
caused by other uncontrollable error sources outweigh the
effects of possible discrepancies in the model describing the
directional distribution. The results in [2] also indicate that
the directional distribution does not critically influence the
response. A very similar distribution is used in the design
basis, and it is defined as follows:

D(θ ) = C cos (θ − θ0)
n , (7)

where, again, C ensures that
∫ 2π

0 D(θ )dθ = 1 and n is the
new spreading parameter. This model is only valid within
the angle range −π/2 ≤ θ − θ0 ≤ π/2, and it is assumed
to be zero elsewhere. This model is therefore considered to
be less robust and elegant than the model in Eq. 6 and is
therefore not used for any predictions in this paper.

2.2. Response prediction

The power spectral density method (see, e.g., [1])
is a highly efficient approach for solving the frequency-
dependent equation of motion presented above. The
frequency-domain transfer function matrix, [H(ω)], is easily
determined from the total mass, damping and stiffness matri-
ces. Finally, the spectral density of the response is computed
as follows:

[Su(ω)] = [H(ω)][Sp(ω)][H(ω)]
H . (8)

3. Results and discussion

Note that all response values are presented relative to a
local coordinate system of each pontoon, where the x-axis is
specified as along the tangent of the bridge main axis.

3.1. Design basis

The design rules for the Bergsøysund Bridge, which were
provided by the Directorate of Public Roads, instructed ap-
plying a load with a cosn directional distribution (Eq. 7)
and a JONSWAP one-dimensional wave spectral density (Eq.
5)[16], with sea states specified by the parameters presented
in Table 1.

The serviceability limit state (SLS) was based on wave con-
ditions with a 1-year return period, whereas the ultimate
limit state (ULS) was based on wave conditions with a 100-
year return period. The provided table specifies ranges for
the parameters Tp, γ and n. It is reasonable that an exci-
tation peak period closer to the lowest modes, which for the
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Fig. 3. JONSWAP spectral densities corresponding to SLS and ULS.

current case study implies large peak periods, is conservative.
However, caution should be taken with regard to resonant be-
haviour; excitation with periods close to periods correspond-
ing to modes of the structure may lead to a large amplifica-
tion of the response. For the peak periods that provide the
largest response, it is reasonable that a more peaked spectral
density, represented by a larger γ, is a conservative choice.

To assist in selecting appropriate parameters, a multivari-
ate parameter study was conducted. This is exemplified in
Fig. 5, which depicts the lateral acceleration standard de-
viation of pontoon 2, predicted with parameters γ and Tp
varying within the ranges specified in Table 1. The selected
degree of freedom (DOF) revealed the most interesting pa-
rameter dependency: a mode with a large contribution in the
horizontal response results in a local peak in the response
for Tp = 3.3 s. Note that the lateral component of pontoon
5 exhibits identical behaviour due to the symmetry of the
model. All other important DOFs, i.e., the lateral, vertical
and torsional responses of all other pontoons, did not have
this pronounced mode-sensitive behaviour. The largest listed
peak period for the 1-year sea state (4.6 s) was therefore se-
lected, but the parameter study serves as a reminder of how
dynamic problems may behave erratically. γ is chosen as the
maximum value within the specified range, resulting in the
following parameter sets for SLS {Hs = 1.00 m, Tp = 4.6
s, γ = 4.5} and ULS {Hs = 1.41 m, Tp = 5.2 s, γ = 4.5}.
The one-dimensional wave spectral densities corresponding
to these two cases are depicted in Fig. 3. Note that the above
argument is merely based on the standard deviation of the
response. In reality, large standard deviation values do not
necessarily describe the worst-case situation structurally; the
frequency content of the response is also an important con-
sideration because both the number of cycles in a fatigue con-
sideration and the internal forces are dependent on which
vibration modes are excited.

The largest listed spreading parameter is used for all cases,
i.e., n= 8, which is approximately equivalent to a spreading
parameter of s = 17 for the cos2s distribution used in this
study. Fig. 4 shows the directional distribution used in con-
junction with both sea states, and it also confirms that the
two distributions are equal in practice.
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Fig. 6. Mode shape of mode 10, with damped natural period, Td = 3.28 s.

3.2. Fitting of JONSWAP model
Spectral density estimates were established from all six

wave radars for all recordings, and their average was used
to fit the JONSWAP spectrum presented in Eq. 5. Welch’s
method, with 20 divisions enveloped by Hanning windows
and 50% overlap, was used for all spectral estimates [17].
Curve fitting was based on minimizing the sum of square
errors between a JONSWAP spectrum and the spectral den-
sity estimated from the wave measurement by applying the
Nelder-Mead method, where γ and α were considered as the
two free variables. The peak period Tp was directly deter-
mined from the spectral density estimate such that the mini-
mization became more robust. The fitted JONSWAP spectra
are used as one-dimensional wave spectral densities for all
the numerical response predictions. Predictions were only
performed if R2 > 0.8 between the average wave spectrum
and the JONSWAP fit, excluding cases where the JONSWAP
spectrum was a poor fit. The R2-value is used to describe
the goodness of fit, and for the present work, the following
definition is used [18]:

R2 = 1−
∑N

i=1( fi − yi)2∑N
i=1(yi − ȳ)2

, (9)

where fi is the predicted or fitted value and yi is the mea-
sured value, for numerical value i out of N in total, and ȳ is
the average of the measured value. R2 measures the relative
amount of variability that can be explained by the prediction
or fit.

3.3. Specific case
The chosen recording was initiated on December 30, 2015,

18:25 (local time), and it has a duration of 30 minutes. Fun-
damental statistics from this recording are presented in Ta-
ble 2. Winds were approaching the bridge nearly laterally,
and a head sea is therefore a reasonable assumption. The
directional distribution shown in Fig. 4 is used for the nu-
merical predictions of the response. To justify the selection
of a spreading parameter value s without any recordings to
support it, the effect of changing spreading parameter on the
acceleration response is illustrated in Fig. 7. This figure is
consistent with the findings of a low sensitivity to changing
spreading parameter in [2]. The mean wave direction is as-
sumed to be lateral to the bridge, i.e., θ0 = 90◦, which is
considered to be a conservative choice. Furthermore, due to
the geography surrounding the bridge, it is unlikely that large
waves are approaching the bridge with mean wave directions
that considerably deviate from lateral to the bridge.

Table 1. Design sea states [16].

Sea state Hs [m] Tp [s] γ n

1-year 1.00 2.9 – 4.6 2 – 4.5 2 – 8
10-year 1.23 3.1 – 4.9 2 – 4.5 2 – 8
100-year 1.41 3.3 – 5.2 2 – 4.5 2 – 8
100-year swell 0.16 6.7 – 16.0 7 10 – 20
Abnormal sea state 1.41 5.2 – 6.7 2 – 4.5 2 – 8
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Table 2. Fundamental statistics from the selected recording. Listed acceleration and displacement values refer to standard deviations. Acceleration and
displacement values describe the local motion of pontoon 3. Wind direction is defined as clock-wise increasing with 0◦ along the tangent at midspan.

Wave height [cm] Wind Acceleration [mg] Displacement [mm]

Time segment Significant Maximum Speed [m/s] Direction [◦] Lateral Vertical Lateral Vertical

0 - 10 minutes 59.2 105.4 16.6 104.1 3.9 1.4 7.9 6.5
10 - 20 minutes 70.2 129.8 17.8 104.2 6.2 1.5 12.8 5.7
20 - 30 minutes 72.6 130.3 17.3 105.1 8.5 1.7 16.7 6.9
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Fig. 7. Effect of spreading parameter on the standard deviations of lateral,
vertical, and torsional accelerations. The standard deviations are normal-
ized such that they are unity for the spreading parameter value of which
they are at their maximum.

The JONSWAP spectrum obtained from fitting to the aver-
age of the estimates of the wave spectral densities is shown
in Fig. 8. It would have also been reasonable to apply the
estimated spectral densities directly, but to ensure a smooth
spectrum and avoid a possible spurious resonant response,
the use of a fitted spectrum was considered to be more ro-
bust.

Figs. 9-11 show the predicted and measured lateral, verti-
cal and torsional response spectral densities of pontoons 2-4.
Note that the y-axes in the three figures have different scal-
ings. A good agreement is observed for the lateral acceler-
ation, whereas the vertical acceleration prediction is decent
with regard to integral area (variance) and shape but misses
on the peak frequencies. The torsional acceleration is pre-
dicted with an accuracy that is far below satisfactory.

3.4. Global statistical assessment

The significant wave height, Hs, is the most important in-
put parameter in the model for the wave excitation, and it is
assumed to be the controlling parameter for the global sta-
tistical assessment of the response prediction. Because Hs
does not sufficiently describe the sea state by itself, it is rea-
sonable that variability in the measured response is observed
for a given value. Variability in important factors, such as
the peakedness of wave spectral density, the spreading and
direction of the waves, and the inhomogeneity in the wave
field, will all tend to increase the variability observed in the
measured response. Furthermore, other excitation sources,
such as wind and traffic, will produce excitation that is unac-
counted for and that is in turn observed as variability.
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Fig. 8. Fitting of JONSWAP spectrum to the average of the power spectral
density estimates obtained from the wave radars. The fitted curve corre-
sponds to the values α = 0.0228, γ = 2.0885, and ωp = 2.0714 rad/s. The
spectral estimates are obtained by applying Welch’s method with 20 divi-
sions, Hanning window, and 50% overlap.

It can be shown that the response of the bridge predicted
using a first-order model set-up is linearly dependent on the
significant wave height, given that the shape of the wave
spectral density otherwise remains the same. However, in
real life, the shape and peak period of the wave spectral den-
sity are dependent on the excitation level, which is charac-
terized by the significant wave height.

The responses from the ULS and SLS design sea states spec-
ified in Section 3.1 were predicted only for the specified val-
ues of Hs.

The spectral estimates of all the recorded wave elevation
time series were fitted to a JONSWAP spectrum to enable a
statistical study of the parameters involved in the spectral
description of the wave elevation. Hs-conditional probability
density functions (PDFs) for Tp and γ were estimated by fit-
ting lognormal PDFs to the histograms of the two parameters
for specified ranges of Hs. The results are shown in Fig. 12.
The data points for Hs and Tp are overlaid on the plot in Fig.
12a to indicate the appearance of the raw data. The effect of
changing γ on the spectrum is illustrated in Fig. 13, where
Hs = 1.0 m and ωp = 2.07 rad/s for all the plots. To jus-
tify the lognormal fitting, a single fit for all significant wave
height values is shown in Fig. 14. This figure shows a very
good fit to the lognormal distribution. A similarly good fit is
obtained for Tp. By performing linear curve fits to the ridges
of these PDFs, functions that relate the two parameters to the
significant wave height were established such that the wave
spectral density could be fully described by the significant
wave height. The value of α in the JONSWAP spectrum is
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Fig. 9. Comparison between the measured and predicted lateral acceleration spectral densities from the selected recording, corresponding to the wave
spectral density presented in Fig. 8.
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Fig. 10. Comparison between the measured and predicted vertical acceleration spectral densities from the selected recording, corresponding to the wave
spectral density presented in Fig. 8. The legend is shown in Fig. 9.
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Fig. 11. Comparison between the measured and predicted torsional acceleration spectral densities from the selected recording, corresponding to the wave
spectral density presented in Fig. 8. The legend is shown in Fig. 9.
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(a) fTp |Hs (tp , hs). The fitted equation reads out Tp = 1.53 + 1.93Hs . The Pierson-
Moskowitz (denoted PM) relation between peak period and significant wave height is
also given. The data points are indicated by dots.

(b) fγ|Hs (γ, hs). The fitted equation reads out γ= 1.32+ 0.61Hs .

Fig. 12. Estimated Hs-conditional probability density functions for peak pe-
riod and peakedness factor. Both plots are based on fitting a lognormal dis-
tribution to data points with a significant wave height equal to Hs ± 0.1 m,
where Hs is represented by the x-axis. The data used are restricted to hav-
ing a good fit to the JONSWAP spectrum, i.e., with R2 > 0.8. Furthermore,
a linear fit to the ridge of the probability density function is computed and
shown in the plots. This fit is based on the sub-domain of the probability
density function where Hs > 0.4 m.
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Fig. 13. JONSWAP spectrum for varying γ values. Hs and ωp are set equal
to those corresponding to the spectrum presented in Fig. 8.
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Fig. 14. Fit of γ from the JONSWAP spectra to a lognormal distribution. The
set of obtained JONSWAP parameters used for the fitting were restricted to
γ < 6 and R2 > 0.8.

computed directly from the values of Hs and γ [14]. The plot
also shows the relation between Hs and Tp specified in the
one-parameter Pierson-Moskowitz spectrum [19]. This was
used in conjunction with γ = 1.7184, which is the mean of
the estimated γ values.

In essence, the following four different parameter sets
were used for the predictions:

a. SLS design parameters, 1-year sea state
Tp = 4.6 s, γ= 4.5, Hs = 1.0 m

b. ULS design parameters, 100-year sea state
Tp = 5.2 s, γ= 4.5, Hs = 1.41 m

c. Parameters as functions of Hs
Tp = 1.53+ 1.93Hs, γ= 1.32+ 0.61Hs

d. Tp as a function of Hs based on Pierson-Moskowitz (PM)

Tp =
�

5
4
(2π)4

4αg2

�1/4
H1/2

s , γ= 1.7184 (mean of all γ)

All predictions are based on a directional distribution char-
acterized by spreading parameter s = 17 and head sea, i.e.,
θ0 = 90◦ (see Fig. 4).

Figs. 15-17 show the resulting predicted standard devia-
tions of the lateral, vertical, and torsional accelerations, re-
spectively, of pontoons 2–4 compared to the measured equiv-
alents. The data points that correspond to the measure-
ments are based on 30-minute-long time segments. The fig-
ure shows both the predictions performed with the JONSWAP
spectrum used directly on all recordings, represented by blue
dots, and for the four JONSWAP parameter sets denoted a-d.
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(a) Pontoon 2. σULS = 0.2037 m/s2.
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(b) Pontoon 3. σULS = 0.3072 m/s2.
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Fig. 15. Comparison between the measured and predicted standard deviations of lateral accelerations. The points corresponding to the ULS (Hs = 1.41 m)
are located outside the limits of the plots and are therefore indicated in the captions of the sub-figures.
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(a) Pontoon 2. σULS = 0.1425 m/s2.
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(b) Pontoon 3. σULS = 0.1198 m/s2.
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(c) Pontoon 4. σULS = 0.1564 m/s2.

Fig. 16. Comparison between the measured and predicted standard deviations of vertical accelerations. The points corresponding to the ULS (Hs = 1.41 m)
are located outside the limits of the plots and are therefore indicated in the captions of the sub-figures. The legend is shown in Fig. 15.
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(a) Pontoon 2. σULS = 0.0200 rad/s2.
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(b) Pontoon 3. σULS = 0.0209 rad/s2.
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(c) Pontoon 4. σULS = 0.0213 rad/s2.

Fig. 17. Comparison between the measured and predicted standard deviations of torsional accelerations. The points corresponding to the ULS (Hs = 1.41 m)
are located outside the limits of the plots and are therefore indicated in the captions of the sub-figures. The legend is shown in Fig. 15.
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The plots reveal that the predictions based on the fitted γ
and Tp values generally produce response values that are very
close to those from the prediction based on the full parame-
ter set. This general variability is assumed to be a direct con-
sequence of the variability in the two parameters γ and Tp.
Note that error sources explaining the discrepancy between
the predictions and the measurements, such as model errors,
possible nonlinearities, other excitation sources, errors in the
directional distribution, and inhomogeneities, will not affect
the goodness of fit between the responses computed using
the simplified and full parameter sets.

The response prediction based on parameters taken from
the SLS sea state (a), which is specified for Hs = 1.0 m,
agrees well with the response for this excitation level based
on both the fitted parameters and the full parameter set (blue
dots) for most DOFs. The quality of the ULS (b) prediction is
more difficult to assess because the specified excitation level,
i.e., Hs = 1.41 m, is far above what is observed for any of
the recordings. By using the specified fitted functions for γ
and Tp (c), both the lateral and the vertical responses are
predicted with a relatively high accuracy. The torsional re-
sponse, however, is underpredicted. Because the predicted
torsional response matches the predictions from the full pa-
rameter set very well, it is believed that the underestimation
error is due to model inaccuracies rather than inaccuracies in
the description of the wave excitation. The response predic-
tions obtained from applying the Pierson-Moskowitz relation
between Hs and Tp (d) do not match those from the full pa-
rameter set and are therefore considered to be inappropriate
for an accurate prediction scheme. However, for this case
study, it does serve as a conservative approach to simplify
the probabilistic nature of the true sea state.

The R2 value between the measured and predicted re-
sponses is computed for all measured DOFs and is presented
in Fig. 18. Because many recordings exist in the low-
excitation regime, which would heavily influence the results,
the significant wave height is restricted to be above 0.15 m
in the R2 computation. This figure can be used to draw the
same conclusion as from the other comparisons: the lateral
acceleration is fairly well predicted, the vertical acceleration
is decently predicted, and the torsional acceleration is pre-
dicted with an accuracy that is below satisfactory. This figure
reveals that the predictions of the most important accelera-
tion components, namely, the lateral, vertical and torsional
accelerations, are close to symmetrical in their quality. This
result implies that there are no systematic asymmetric inho-
mogeneities across the strait. If systematic inhomogeneities
exist, they are therefore likely to be symmetric. It is also ob-
served that the R2 value that corresponds to the fourth pon-
toon is negative, which is a consequence of how R2 is defined
in Eq. 9: negative values simply imply that the average of the
measurements is a better fit to the data than the prediction
is.

4. Concluding remarks

The acceleration response of an existing floating pontoon
bridge was predicted and compared with the corresponding
measured acceleration response. For each recording, a JON-
SWAP spectrum was fitted to the average of the spectral den-
sity estimates from all wave radars. A cos2s directional dis-
tribution with s = 17 and head sea was applied for all cases,
which is justified by the fact that the spreading parameter
affects the response to a relatively low extent.

A decent agreement was observed for the lateral and ver-
tical responses, whereas the torsional acceleration is largely
underpredicted, both when comparing the response spectral
densities of a selected recording and when comparing the ac-
celeration standard deviations within the range of the mea-
sured significant wave heights.

By fitting linear functions to describe the Hs relation to Tp
and γ, Hs may be used as the only characterizing excitation
parameter. This approach produced plots between the signif-
icant wave height and the standard deviation of the accelera-
tion that for most DOFs were, on average, in agreement with
the predictions performed using the full parameter set from
the JONSWAP fit.

When retaining the full parameter set from the JONSWAP
fitting and predicting the response for all recordings with a
goodness of fit for the wave spectral density characterized by
R2 > 0.8, the overall fit of the predictions was assessed for
each DOF. The analysis supported the results from the spe-
cific case comparison and the visual inspection: the accuracy
of the prediction is good for the lateral component, decent
for the vertical component, and poor for the torsional com-
ponent.
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ABSTRACT:  

The environmental excitation and the dynamic response are currently being monitored on the Bergsøysund Bridge, 
an existing end-supported pontoon bridge. Wave radars are monitoring the one-point sea surface elevation at six 
different locations. As the wave excitation is considered the main concern for vibration-based design of similar 
bridges, an appropriate description of the sea state characterizing the wave excitation is crucial. Furthermore, it is 
considered a necessity for an assessment of the quality of response predictions by comparison with measurements. 
In the current paper, time simulations of wave elevation are used to identify the already-known sea states. The 
Fourier Expansion Method (FEM) and Extended Maximum Entropy Principle (EMEP) are applied for this purpose. 
The results provide valuable insights about both the identification methods and the sensor layout.  

Keywords: wave modelling, floating bridge, wave field, wave spreading 

1. INTRODUCTION 

Pontoon bridges may help to overcome the ever-increasing challenges of modern bridge engineering, by 
utilizing the buoyancy of the water. The subject of water waves is well-described and thoroughly 
discussed in the scientific world, but the vast knowledge is not necessarily accessible to the bridge 
engineer society. The simulation techniques available are mainly verified on structures of limited physical 
reach, and studies attempting to verify simulated floating bridge behaviour are very scarce. The waves 
will in most cases represent the main excitation source for low pontoon bridges, even though traffic and 
wind excitation also will play significant roles for certain structures. To be able to verify the simulated 
behaviour of a floating bridge, the identification of the wave excitation is a crucial sub-task to solve. The 
wave excitation is commonly assumed directly dependent on the sea surface elevation, such that a 
successful characterization of the wave field surrounding the investigated structure will be sufficient for 
this purpose. 

The Bergsøysund Bridge is an existing end-supported pontoon bridge, and is the structure under 
consideration in the current paper. The bridge is currently extensively instrumented to capture the 
environmental excitation sources acting on it and its dynamic response. In the current paper, no data 
from the monitoring system will be analysed. However, the geometry and positions of the wave radars 
will be used in conjunction with simulated realistic sea states, to assess how well the methods can capture 
the parameters of the simulated sea state with the current sensor set-up. Should they fail to identify the 
benchmark cases, a revision of the layout would have to be considered. The experience drawn from this 
will be highly valuable when later comparing response predictions with monitored response. The two-
dimensional directional wave spectral density is the quantity that is attempted identified in the current 
paper. Aspects regarding the simulation of wave data important for a realistic benchmark situation are 
discussed. 

2. THE BERGSØYSUND BRIDGE 

The Bergsøysund Bridge is a pontoon bridge that links the islands Aspøya and Bergsøya on the west-coast 
of Norway (62°59'12.8"N, 7°52'26.5"E). The 931 meters long bridge (Figure 1), constructed by a steel 
truss which is supported on 7 lightweight concrete pontoons, has been in operation for nearly 25 years. 



Lack of side support makes the bridge particularly interesting. The bridge is extensively monitored by 
means of accelerometers, anemometers, wave radars, and a single global navigation satellite system 
(GNSS) displacement sensor. Wave radars are monitoring the single-point wave elevation at 6 locations, 
as indicated in Figure 2 and Table 1. The monitoring system is extensively described in zKvåle and Øiseth 
(2017). Other work on the Bergsøysund Bridge include simulation studies (Kvåle et al., 2016) and 
identification of the modal parameters (Kvåle et al., 2017; Kvåle et al., 2017b; Kvåle et al., 2015). 

 

 
Figure 1. The Bergsøysund Bridge. Photograph by NTNU/K.A. Kvåle. 

 

 

Figure 2. Wave radar layout. 

Table 1. Coordinates of wave radars. The origin is located on top of the bridge deck, midspan, with positive x 
pointing tangential to the bridge and towards Aspøya. 

Sensor x [m] y [m] z [m] 

W1 -73.0 -1.1 -6.2 

W2 -53.0 -0.1 -6.2 

W3 -33.0 0.6 -6.2 

W4 33.0 0.6 -6.2 

W5 53.0 -0.1 -6.2 

W6 73.0 -1.1 -6.2 



 
Figure 3. Points p and q on the sea surface. 

3. DESCRIBING IRREGULAR SEA SURFACE ELEVATION 

3.1 Stochastic description of irregular sea surface elevation 

A thorough review of relevant theory of stochastic modelling of irregular sea surfaces is given by Hauser 
et al. (2005), but the details required to illustrate how the methods work are repeated in the following. 
More details can be found in, e.g., Longuet-Higgins et al. (1963) and Sigbjörnsson (1979).  

The random sea surface elevation is modelled as a function of location in space {𝑟𝑟} and time 𝑡𝑡, and can 
be expressed mathematically as follows: 

 𝜂𝜂({𝑟𝑟}, 𝑡𝑡) = ∫ 𝑒𝑒𝑖𝑖{𝜅𝜅}⋅{𝑟𝑟}−𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑍𝑍𝜂𝜂({𝜅𝜅},𝜔𝜔)  (1) 

where the wave number vector {𝜅𝜅}, the circular frequency 𝜔𝜔, and the spectral process corresponding to 
the sea surface elevation 𝑍𝑍𝜂𝜂, are introduced. For stationary and homogeneous random wave fields, this 
spectral process is related to the wave spectral density in the following manner: 

 𝐸𝐸 �𝑑𝑑𝑍𝑍𝜂𝜂𝑝𝑝({𝜅𝜅},𝜔𝜔)𝑑𝑑𝑍𝑍𝜂𝜂𝑞𝑞({𝜅𝜅},𝜔𝜔)𝐻𝐻� = 𝑆𝑆𝑝𝑝𝑝𝑝({𝜅𝜅},𝜔𝜔)𝑑𝑑𝜅𝜅𝑥𝑥𝑑𝑑𝜅𝜅𝑦𝑦𝑑𝑑𝜔𝜔 (2) 

The cross-spectral density between the wave elevations at the probing locations 𝑝𝑝 and 𝑞𝑞, separated by 
the distance vector {Δ𝑟𝑟}, as depicted in Figure 3, is written as follows: 

 S𝑝𝑝𝑝𝑝(𝜔𝜔) = ∫ 𝑆𝑆𝜂𝜂(𝜔𝜔,𝜃𝜃)𝛾𝛾𝑝𝑝𝑝𝑝(𝜔𝜔, 𝜃𝜃)𝑑𝑑𝜃𝜃 = ∫ 𝑆𝑆𝜂𝜂(𝜔𝜔, 𝜃𝜃)e𝑖𝑖{𝜅𝜅}⋅{Δ𝑟𝑟} 𝑑𝑑𝜃𝜃𝜋𝜋
−𝜋𝜋

𝜋𝜋
−𝜋𝜋  (3) 

where 𝛾𝛾𝑝𝑝𝑝𝑝(𝜔𝜔, 𝜃𝜃) is introduced as a 2D coherence function distributed over directions, and the following 
definitions are introduced: 

 {Δ𝑟𝑟} = �Δ𝑥𝑥Δ𝑦𝑦� , {𝜅𝜅} = 𝜅𝜅 �cos𝜃𝜃
𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃 �  (4) 

Here, {Δ𝑟𝑟} = �𝑟𝑟𝑝𝑝� − �𝑟𝑟𝑝𝑝�, such that Δ𝑥𝑥 and Δ𝑦𝑦 give the distances in x- and y-direction between the points 
under investigation. Under the assumption of the dispersion relation and deep-water waves, the wave 
number 𝜅𝜅 can be written as follows for 𝜔𝜔 > 0: 

 𝜅𝜅 =  𝑖𝑖
2

𝑔𝑔
 (5) 

Equation 2 can be rewritten using angle and frequency (2D) rather than frequency and wave number 
vector (3D), as follows: 

 𝐸𝐸 �𝑑𝑑𝑍𝑍𝜂𝜂𝑝𝑝(𝜔𝜔,𝜃𝜃)𝑑𝑑𝑍𝑍𝜂𝜂𝑞𝑞(𝜔𝜔, 𝜃𝜃)𝐻𝐻� = 𝑆𝑆𝑝𝑝𝑝𝑝(𝜔𝜔, 𝜃𝜃)𝑑𝑑θ𝑑𝑑𝜔𝜔 (6) 



 

Figure 4. Simulation amplitude sampling. 

3.2 Time simulation of sea surface elevations from a stochastic description 

The starting point for the simulation is the mathematical expression of the sea surface elevation given in 
Equation 1. From Equation 6, the amplitude corresponding to the contribution to the total wave 
elevation, from a regular wave with frequency 𝜔𝜔 and direction of propagation 𝜃𝜃, within the region 
defined by Δ𝜔𝜔 and Δ𝜃𝜃, is found as follows: 

  𝑎𝑎(𝜔𝜔,𝜃𝜃) =  �2𝑆𝑆𝜂𝜂(𝜔𝜔,𝜃𝜃)ΔωΔθ (7) 

This is illustrated in Figure 4. Relying on this, a realization of the sea state can be simulated as follows: 

 𝜂𝜂({𝑥𝑥}, 𝑡𝑡) =  ∑ ∑ �2𝑆𝑆𝜂𝜂(𝜔𝜔,𝜃𝜃)ΔωΔθ 𝑒𝑒𝑖𝑖𝜅𝜅{sin 𝜃𝜃,cos𝜃𝜃}⋅{𝑥𝑥}+𝑖𝑖𝑖𝑖𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖𝑅𝑅
𝑟𝑟=1

𝑁𝑁
𝑘𝑘=1  (8) 

where the following decomposition is usually applied: 𝑆𝑆𝜂𝜂(𝜔𝜔,𝜃𝜃) = 𝑆𝑆𝜂𝜂(𝜔𝜔)𝐷𝐷(𝜔𝜔,𝜃𝜃) . Furthermore, the 
expression inside the sum can be discretized, as follows: 

𝜂𝜂({𝑥𝑥}, 𝑡𝑡) = ∑ �∑ �2𝑆𝑆𝜂𝜂(𝜔𝜔, 𝜃𝜃)ΔωΔθ exp (𝑠𝑠𝜅𝜅{sin𝜃𝜃𝑟𝑟 , cos 𝜃𝜃𝑟𝑟} ⋅ {𝑥𝑥} + 𝑠𝑠𝛼𝛼𝑟𝑟)𝑅𝑅
𝑟𝑟=1 �𝑁𝑁

𝑘𝑘=1 𝑒𝑒−𝑖𝑖2𝜋𝜋(𝑘𝑘−1)𝑛𝑛/𝑁𝑁  (9) 

This is simply the FFT of the following expression: 

 𝐵𝐵𝑘𝑘 = �∑ �2𝑆𝑆𝜂𝜂(𝜔𝜔,𝜃𝜃)ΔωΔθ exp (𝑠𝑠𝜅𝜅{sin𝜃𝜃𝑟𝑟 , cos 𝜃𝜃𝑟𝑟} ⋅ {𝑥𝑥} + 𝑠𝑠𝛼𝛼𝑟𝑟)𝑅𝑅
𝑟𝑟=1 � (10) 

The approach described above is commonly referred to as the double summation method. The method 
results in a non-ergodic simulated wave elevation (Jefferys, 1987; Nwogu, 1989). The method is, 
however, very efficient due to the utilization of the FFT algorithm, and is considered sufficient for the 
current case study. The time domain simulations in the current study have durations of 30 minutes, and 
are simulated with a sampling rate of 2 Hz.  



  

(a) Case 1: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90°. (b) Case 2: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15°. 

Figure 5. Modelled two-dimensional wave spectral density.  

4. IDENTIFICATION OF WAVE PARAMETERS FROM SINGLE-POINT ELEVATIONS 

Both applied methods rely on the estimation of the cross-spectral densities between pairs of wave 
elevations, a task considered as relatively uncertain for finite length time series. To estimate the spectral 
density, Welch’s method, with 60 sub-divisions combined with a zero-padding factor of 8, was used. 

4.1 Modelled sea state 

The directional wave spectral density is assumed to be characterized by the one-parameter Pierson-
Moskowitz wave spectral density (Pierson and Moskowitz, 1964) and the cos2s directional distribution 
(Longuet-Higgins et al., 1963), as follows: 

 𝑆𝑆𝜂𝜂(𝜔𝜔) = 𝐴𝐴
𝑖𝑖5 𝑒𝑒−𝐵𝐵/𝑖𝑖4

 (11) 

 D(θ) = C cos2s �𝜃𝜃−𝜃𝜃0
2
�  (12) 

where 𝐴𝐴 = 𝛼𝛼𝑔𝑔2; 𝐵𝐵 = 3.11/𝐻𝐻𝑠𝑠2; 𝛼𝛼 = 0.0081; 𝐻𝐻𝑠𝑠 is the significant wave height (SWH), the mean wave 
height of the highest third of the waves; 𝐶𝐶 is a constant ensuring that the integral of the distribution is 
1; 𝑠𝑠  is the spreading parameter, describing the spreading of the waves; and 𝜃𝜃0  is the mean wave 
direction. Two different cases were modelled, characterized by the following parameters: 

1. 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90° 

2. 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15° 

The resulting directional wave spectral densities are illustrated in Figure 5. 

 

Figure 6. Sensor layout. 



4.2 Initial assessment of the current sensor layout 

According to Goda (1981) and Massel and Brinkman (1998), the layout of a spatial array can be 
optimized by cohering to the following guidelines: 

1. No wave radar pair should have the same distance vector {Δ𝑟𝑟}. 

2. The distance vectors should be distributed uniformly in the widest possible range. 

3. The minimum distance between a pair of wave radars should be below one quarter of the 
shortest wave component to consider. This implies that the largest distance between a wave 
radar pair should be |{Δ𝑟𝑟}| < 𝑙𝑙max = 1

4
𝜆𝜆min = 1

4
2𝜋𝜋
𝜅𝜅max

= 𝜋𝜋𝑔𝑔
2𝑖𝑖max

2 , where 𝜆𝜆min  is the minimum 

relevant wave length, 𝜅𝜅max (via. Airy wave theory) and 𝜔𝜔max (via. the dispersion relation for 
deep-water waves) the corresponding maximum peak wave number and maximum peak 
frequency, respectively. 

Due to the circular pattern of the sensor layout, guideline 1 is strictly speaking fulfilled, even though 
many of the distance vectors are very similar. Guideline 2 is not fulfilled: the distance vectors are all close 
to being solely along the x-direction, and many have equal lengths. The largest peak frequency is close 
to 1.6 𝑟𝑟𝑟𝑟𝑟𝑟

𝑠𝑠
, implying that the distance between wave radar pairs should be constrained by 6𝑚𝑚 , per 

guideline 3, something the layout does not fulfil. 

Both a reference layout suggested by Donelan et al. (1985), the existing sensor layout, and a modified 
sensor layout will be considered. All layouts are depicted in Figure 6. The cited reference layout was 
originally designed for common deep-water waves with peak periods less than 4s, and consists of 14 
sensors in total. A comparison with a 6-sensor layout is therefore not fair, but is merely included to 
illustrate the possibilities of the methods. 

4.3 Fourier Expansion Method 

The Fourier Expansion Method (FEM) was first introduced as a method for the characterization of the 
directional wave spectral density by Longuet-Higgins et al. (1963), and has been discussed, reformulated 
and applied in numerous cases since then (Barber, 1963; Ochi, 2005; Panicker and Borgman, 1970; 
Young, 1994). Normally, it is written using the Fourier series defined as sums of sines and cosines. Below, 
an approach based on the Fourier series as a sum of complex exponentials is presented. The success of 
this modified procedure relies on proper handling of complex numbers in the numerical pseudo-inverse 
procedure, but has the benefit that it yields more elegant mathematical expressions. 

4.3.1 Theoretical outline 

The 2D spectral density is first expressed as a truncated Fourier series, as follows: 

 𝑆𝑆(𝜔𝜔, 𝜃𝜃) = ∑ 𝑐𝑐𝑛𝑛(𝜔𝜔)𝑒𝑒𝑖𝑖𝑛𝑛𝜃𝜃𝑁𝑁
𝑛𝑛=−𝑁𝑁  (13) 

By combination with the cross-spectral density between elevations at points 𝑝𝑝 and 𝑞𝑞 found in Eq. 3, this 
gives the following: 

 𝑆𝑆𝑝𝑝𝑝𝑝(𝜔𝜔) = ∫ ∑ 𝑐𝑐𝑛𝑛(𝜔𝜔)𝑒𝑒𝑖𝑖𝑛𝑛𝜃𝜃𝑁𝑁
𝑛𝑛=−𝑁𝑁

𝜋𝜋
−𝜋𝜋 e𝑖𝑖{𝜅𝜅}⋅{Δ𝑟𝑟} 𝑑𝑑𝜃𝜃 (14) 

This is written out explicitly, for factorization, as follows: 

𝑆𝑆𝑝𝑝𝑝𝑝(𝜔𝜔) = � 𝑐𝑐−𝑁𝑁 ⋅ 𝑒𝑒𝑖𝑖(−𝑁𝑁)𝜃𝜃𝛾𝛾𝑝𝑝𝑝𝑝 + 𝑐𝑐−𝑁𝑁+1 ⋅ 𝑒𝑒𝑖𝑖(−𝑁𝑁+1)𝜃𝜃𝛾𝛾𝑝𝑝𝑝𝑝
𝜋𝜋

−𝜋𝜋
+ ⋯+ 𝑐𝑐𝑁𝑁−1 ⋅ 𝑒𝑒𝑖𝑖(𝑁𝑁−1)𝜃𝜃𝛾𝛾𝑝𝑝𝑝𝑝 + 𝑐𝑐𝑁𝑁 ⋅ 𝑒𝑒𝑖𝑖𝑁𝑁𝜃𝜃𝛾𝛾𝑝𝑝𝑝𝑝𝑑𝑑𝜃𝜃 

=  � 𝛾𝛾𝑝𝑝𝑝𝑝𝑒𝑒𝑖𝑖(−𝑁𝑁)𝜃𝜃𝑑𝑑𝜃𝜃𝑐𝑐−𝑁𝑁
𝜋𝜋

−𝜋𝜋
+ � 𝛾𝛾𝑝𝑝𝑝𝑝𝑒𝑒𝑖𝑖(−𝑁𝑁+1)𝜃𝜃𝑑𝑑𝜃𝜃𝑐𝑐−𝑁𝑁+1

𝜋𝜋

−𝜋𝜋
+ ⋯+ � 𝛾𝛾𝑝𝑝𝑝𝑝𝑒𝑒𝑖𝑖𝑁𝑁𝜃𝜃𝑑𝑑𝜃𝜃𝑐𝑐𝑁𝑁

𝜋𝜋

−𝜋𝜋
 

 = ∑ �∫ 𝛾𝛾𝑝𝑝𝑝𝑝(𝜔𝜔,𝜃𝜃)𝑒𝑒𝑖𝑖𝑛𝑛𝜃𝜃𝑑𝑑𝜃𝜃𝑐𝑐𝑛𝑛(𝜔𝜔) 𝜋𝜋
−𝜋𝜋 �𝑁𝑁

𝑛𝑛=−𝑁𝑁  (15) 

For illustrational purposes, this is written using matrix notation, with three sensors, and evaluated at 
the chosen discrete frequency component 𝜔𝜔𝑘𝑘: 



 �
𝑆𝑆12
𝑆𝑆13
𝑆𝑆23

�
𝑘𝑘

= �
𝐼𝐼12,−𝑁𝑁(𝜔𝜔𝑘𝑘) 𝐼𝐼12,−𝑁𝑁+1(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼12,0(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼12,𝑁𝑁(𝜔𝜔𝑘𝑘)
𝐼𝐼13,−𝑁𝑁(𝜔𝜔𝑘𝑘) 𝐼𝐼13,−𝑁𝑁+1(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼13,0(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼13,𝑁𝑁(𝜔𝜔𝑘𝑘)
𝐼𝐼23,−𝑁𝑁(𝜔𝜔𝑘𝑘) 𝐼𝐼23,−𝑁𝑁+1(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼23,0(𝜔𝜔𝑘𝑘) ⋯ 𝐼𝐼23,𝑁𝑁(𝜔𝜔𝑘𝑘)

�

⎩
⎪⎪
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⎪⎪
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𝑐𝑐−𝑁𝑁+1
⋮
𝑐𝑐0
⋮

𝑐𝑐𝑁𝑁−1
𝑐𝑐𝑁𝑁 ⎭

⎪⎪
⎬

⎪⎪
⎫

𝑘𝑘

 (16) 

Here, 𝐼𝐼𝑝𝑝𝑝𝑝,𝑛𝑛(𝜔𝜔) =  ∫ 𝛾𝛾𝑝𝑝𝑝𝑝(𝜔𝜔,𝜃𝜃)𝑒𝑒𝑖𝑖𝑛𝑛𝜃𝜃𝑑𝑑𝜃𝜃𝜋𝜋
−𝜋𝜋  is introduced for convenience. This equation system can be solved 

as a linear least squares problem, using pseudo-inverse when underdetermined. It can be shown that 
this integral can be solved using Bessel integrals of the first kind 𝐽𝐽𝑛𝑛(𝑧𝑧), as follows: 

 𝐼𝐼𝑝𝑝𝑝𝑝,𝑛𝑛(𝜔𝜔) = 𝑒𝑒𝑖𝑖𝑛𝑛𝑖𝑖𝑠𝑠𝑛𝑛2𝜋𝜋𝐽𝐽𝑛𝑛 �
𝑖𝑖2

𝑔𝑔
𝑙𝑙� (17) 

where 𝛽𝛽 is the angle and 𝑙𝑙 is the length of the vector {Δ𝑟𝑟} between locations 𝑝𝑝 and 𝑞𝑞, as indicated in 
Figure 3. This ensures a more robust numerical computation of the integral, avoiding accuracy problems 
associated with the rapid oscillation of the exponential integrand with respect to the angle, as reported 
by Giske et al. (2017). The choice of the number of Fourier coefficients included, defined by the constant 
𝑁𝑁, affects the resulting 2D wave spectral density. 𝑁𝑁 was set to 4 for all following applications. 

4.3.2 Application of the FEM on simulated data 

Figure 7 shows directional wave spectral densities estimated using the FEM, based on cross-spectral 
densities established from time simulations with the reference layout. When the cross-spectral densities 
are computed directly, the resulting 2D spectral density match nearly perfectly with the source. Thus, the 
discrepancies observed in the figure are assumed to be artefacts originating from the spectral estimation. 
The overall agreement is good, but as reported in the literature, the FEM method yields results with a 
narrower directional distribution, and thus indicating more spreading, than what is correct. 

The current layout proves unable to yield any results when relying on cross-spectral densities estimated 
from time simulations. In Figure 8, the FEM is therefore applied on the directly computed cross-spectral 
densities for points corresponding to the current layout. For case 1, the results are very poor, and the 
only conclusion that can be drawn from it is that the sea state represents a head sea, possibly approaching 
either from land or sea. For case 2, however, a decent result is obtained. 

4.4 Maximum Entropy Principle 

The Maximum Entropy Principle (MEP), also commonly referred to as the Maximum Entropy Method 
(MEM), was first applied for the determination of directional wave spectral density by Kobune and 
Hashimoto (1986). The MEP, which originally was developed for three-quantity point measurements, 
was thereafter reformulated for wave sensor arrays by Nwogu (1989). Hashimoto et al. (1994) 
introduced the Extended MEP (EMEP), which deals with the errors in the cross-spectral densities and 
thus makes it more robust. The implementation of the EMEP found in the DIWASP toolbox for MATLAB 
(Johnson, 2002) was used in the current paper, which is based on the mentioned paper by Hashimoto et 
al. (1994). In the current paper, no further description of the methodology is given. 

4.4.1 Application of the EMEP on simulated data 

The directional wave spectral densities estimated from simulated data on the current sensor layout with 
the EMEP algorithm are illustrated in Figure 9. Due to difficulties in proper estimates of the cross-spectral 
densities of the wave elevations at the sensor locations, which are less smooth for large distances, gaps 
are observed for certain frequency ranges in the resulting directional wave spectral density. Furthermore, 
contrary to what is found when applying the FEM, the sea state indicating head sea (case 1) is much 
more accurately identified than the one characterized by obliquely approaching waves (case 2). It is 
noted that the EMEP algorithm is superior to the FEM for the identification of both the simulated cases. 

As indicated in Section 4.2, the sensor layout may be improved. A suggested new sensor layout is depicted 
in Figure 6c. In the new layout, three aspects are improved: (1) the distance vectors are more uniformly 
distributed; (2) the anisotropy of the sensor positioning is reduced as the distance vectors are less purely 
longitudinal; and (3) the maximum distances between sensor pairs are reduced. The result from the 



EMEP algorithm with this layout is depicted in Figure 10. The new layout is in general found to be much 
more robust for the identification of both simulated test cases. The increased robustness of the spectral 
estimation, due to shorter distances between the sensors, is believed to be the main cause of this.  

  
(a) Case 1: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90°. (b) Case 2: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15°. 

Figure 7. FEM with sensor layout suggested by Donelan et al. (1985). 

  
(a) Case 1: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90°. (b) Case 2: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15°. 

Figure 8. FEM with current sensor layout, based on direct computation of cross-spectral densities. 

  
(a) Case 1: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90°. (b) Case 2: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15°. 

Figure 9. EMEP with current sensor layout. 



  
(a) Case 1: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 30, 𝜃𝜃0 = 90°. (b) Case 2: 𝐻𝐻𝑠𝑠 = 0.6𝑚𝑚, 𝑠𝑠 = 3, 𝜃𝜃0 = 15°. 

Figure 10. EMEP with improved sensor layout.  

5. CONCLUDING REMARKS 

Two well-established methods for determination of the directional wave spectral density, namely the 
Fourier Expansion Method (FEM) and the Extended Maximum Entropy Principle (EMEP), have been 
applied on simulated data for the existing wave radar layout on the Bergsøysund Bridge.  

The FEM fails to identify the simulated directional spectral density from cross-spectral density estimates 
based on time simulations, when assuming a sensor layout as is presently installed on the bridge. 
However, for direct calculation of the cross-spectral densities, the FEM correctly characterizes the sea 
state when the waves are approaching with an oblique angle to the bridge. This is not the case for a head 
sea situation, where the method fails also when applying the cross-spectral densities directly. With the 
selected reference sensor layout, the head sea state (case 1) is estimated as slightly more directionally 
spread out than correct, an artefact commonly observed with the FEM. The EMEP successfully identifies 
the head sea state (case 1), but does not reliably identify the sea state characterized by obliquely 
approaching waves (case 2). However, it performs significantly better than the FEM, also for case 2.  

The current layout has a large weakness in its anisotropic distribution, such that mean wave direction 
plays a major role in the success of the identification. A new layout is suggested to solve this. The 
suggested new layout results in a more robust estimation of the cross-spectral densities, which in turn 
improves the quality of the resulting directional spectral densities.  

Both methods rely on good estimates of cross-spectral densities, which is a task that requires both 
experience, skill and sometimes luck. The resulting two-dimensional wave spectral density, and thus 
directional distribution, is highly dependent on this estimation procedure, i.e., the estimator methods 
and parameters used.  

5.1 Future work 

Recordings from the sensors acting on site should be analysed in a similar manner to characterize the 
wave field on site. The current work represents an important step towards this. 
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