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SUMMARY

Numerical challengesoccur in the simulation of groundwaterflow problemsdue to complex boundary
conditions varying materialpropertiespresencef sourcesr sinksin theflow domainor a combinationof

these.In this paper,we apply adaptiveisogeometridinite elementanalysisusinglocally refined(LR) B-

splinesto addressthesetypes of problems.The fundamentalsehindisogeometricanalysisand LR B-

splines are briefly presented.Galerkin’s method is applied to the standardweak formulation of the

governingequationto derive the linear systemof equationsA posteriorierror estimatesare calculatedto

identify which B-splinesshouldbe locally refined.The error estimatesare calculatedbasedon recoveryof

the Lo-projectedsolution. The adaptiveanalysismethodis first illustrated by performing simulation of

benchmarkproblemswith analytical solutions. Numerical applicationsto two-dimensionalgroundwater
flow problemsarethenpresentedThe problemsstudiedareflow aroundanimperviouscorner,flow around
a cutoff wall andflow in a heterogeneousiedium.The convergenceatesobtainedwith adaptiveanalysis
using local refinementwere, in general,observedto be of optimal orderin contrastto simulationswith

uniform refinement.
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1. INTRODUCTION

Finite elementmodelingof groundwater flow problems has been a subject extenssietiied by
severafkesearchersverthe pastdecadesTheearlieststudiesvhich addressethis probleminclude
the finite elementanalysisof seepagehroughdamsby Finn [1], Galerkin's methodin aquifer
analysis by Pinder and Frind [2], finite elemenbddelingof flow in saturated-unsaturat@drous
mediaby Reeves and Duguid [3] and a three-dimensidimite elemenmodel for a multiaquifer
system by Gupta et al. [4]. Some studies proposed improverntetiis finite elementnodelingof
groundwaterflow basedon the numerical challengesobservedin previous studies. Yeh [5]
proposedan approachto eliminate problemsof discontinuityin the Darcy velocity field, which
result when the

taking the derivativesf the finite elementomputedpressure field. Botha and Bakkes [6] studied
the convergencef the Galerkin finite elememhethod when applietb groundwater flow
problems,

with specialreferencdo quadratureffectsandthe accuracyof thesolution. Tharp[7] presentedn
enrichedfinite elemensimulationof groundwater flow by introducing new quadrilateralement
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to enable accurate modeling with coarse meshes. Dogrul and K&dirdsented a finite element
post-processing technique to compute mass conserving flow rates at element faces.

The numerical challenges that occur in the simulation of groundwater flow problems may be
induced by the complexity of the boundary conditions in the flow domain, the varying hydraulic
conductivity properties of the porous material, the presence of sources or sinks, such as an
infiltration well, or a combination of these. One of the approaches used to treat such numerical
difficulties is to superpose an analytical solution in the vicinity of the problem area with a numerical
model in the rest of the domain. Analytical solutions are, however, difficult to obtain for most
physical problems involving groundwater flow. The other approach is to use special numerical
techniques to address the singularity or discontinuity problems. We briefly look at some of the
techniques proposed by some researchers for different types of problems.

Some of the singularities that arise in the numerical simulation of groundwater flow were studied
and discussed by Lafet al.[9]. The singularities considered are flow around a sharp corner where
the velocity goes to infinity, flow between zones of different hydraulic conductivity, flow around
a cutoff wall and the presence of sources or sinks in the flow domain. The effects of the different
singularities were studied and discussed. Weak singularities as in the case of flow between zones
of varying hydraulic conductivity were treated by concentrating integration points at the area of
the singularity. The use of special elements is recommended for stronger singularities such as flow
around a cutoff wall.

Groundwater flow with a free seepage surface is one of the problems that requires a special
treatment due to the complex boundary conditions. The derivative of the hydraulic potential goes to
infinity at the point of intersection between the free surface and the downstream face of the dam.
Even though we are not dealing with a free surface problem in the present work, we review the
numerical techniques proposed by various researchers as it is a related problem to our scope. Liang
and Zhang 10] presented a mathematical study of the finite element method for a unidimensional
single-phase nonlinear free boundary problem in groundwater flow. Neuman and Wither&fpon |
proposed an iterative approach to steady seepage of groundwater with a free surface. Larabi and De
Smedt [12] studied the numerical solution of groundwater flow involving free boiesday a fixed
finite element method by iteratively adjusting the moving boundaries. An adaptive finite element
approach for the free surface seepage problem was presented by Rank and Y&rimbe} used a
posteriori error estimates and adaptive mesh refinement such that the influence of singularities on the
convergence rate disappears. Sharif and Wibg4§ fised an interface capturing technique to solve
seepage flow problems with free surface in porous media and studied two and three-dimensional
seepage through dams. The performance of a finite element adaptive mesh algorithm for seepage
flow with a free surface was analyzed by Borieu and Bruthy.[ The algorithm was especially
tested in order to enable parallel computations. A slightly different approach to the free surface
problem was presented by J al. [16] where they apply the natural element method (NEM)
by constructing shape functions based on Voroni diagrams. They argue that the method is more
suitable for the analysis of seepage problems with a free surface than the finite element method.
Adaptive error analysis for seepage problems was presented by Burkley and Brjitdlaged on
the Zienkiewicz-Zhu error estimator.

The other source of numerical challenges in the computation of groundwater flow problems is
the complexity of the material properties in the flow domain. Flow between zones of different
hydraulic conductivity represents a less severe discontinuity which may be treated by a finer mesh
at the intersection of the different zones. Heterogeneous aquifers on the other hand represent a
more complex case. Smaaetial.[18] studied the modeling of groundwater flow in heterogeneous
porous media by the finite element method. Cao and Kitanidis [19] presented a methodology for the
computation of flow in a heterogeneous isotropic formation using adaptive mesh refinement. Dual
equations with hydraulic head and stream function were solved numerically. They claim that the
application of a standard finite element method requires a large number of nodes to model flow in
high-contrast formations. However, the number of unknowns to achieve a certain accuracy may be
reduced by adaptive mesh refinement procedures that rely on a posteriori error estimates to identify
areas where refinements are most needed.
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The presence of sources or sinks in the flow domain creates areas of large changes in the
hydraulic gradient. Such a problem for unconfined aquifers with an infiltration well was studied
using adaptive mesh refinement by George and ThoR1#s They performed simulation on flow
domains with isotropic as well as heterogeneous hydraulic conductivity fields. The simulations were
performed starting with a coarse mesh and refinement/coarsening steps were applied depending on
the computed errors.

In this paper, we address some of the numerical challenges observed in computational models
for groundwater flow problems using adaptive isogeometric finite element analysis. We use LR B-
splines, first proposed by Dokkest al. [21], and later applied to adaptive isogeometric analysis
by Johannessent al. [22]. First, the governing equations of steady-state groundwater flow are
presented. The fundamentals of isogeometric analysis are then briefly discussed by introducing B-
splines and Non-Uniform Rational B-splines (NURBS). LR B-splines, which allow local refinement
unlike B-splines and NURBS, are then presented. In the numerical examples section, the method is
first applied to benchmark problems with analytical solutions and then to flow problems around an
impervious corner, around a cutoff wall and in a heterogeneous formation.

2. GOVERNING EQUATIONS

The governing equation for groundwater flow can be obtained by deriving the fluid mass
conservation equation for a given porous medium. The general form of the governing equation
for groundwater flow is given by:

oh 7] oh 0 oh 0 oh
o " ox (kx(h)am> oy (@(h)@) + 5 (kz(h)az> +f (1)

where S is the so called specific storativity, is the unknown hydraulic head,, k,, k. are

the components of the hydraulic conductivity matrix along the principal axesf aegresents a
source/sink term for the flow. The above equation generally represents transient groundwater flow,
i.e. the hydraulic head varies with time, and the flow may be saturated or unsaturated. Unsaturated
flow is characterized by a condition where the hydraulic conductivity is a function of the unknown
hydraulic head. In this paper, we are interested in saturated flow under steady-state conditions. For
such a case, the governing equation reduces to:

0 oh 0 Oh 0 Oh
which may be written in a more compact form as:

V- (kVh)+ f=0 3
wherek is the hydraulic conductivity matrix for general three-dimensional condition given by:
0
0
k

(4)

83

The hydraulic head represents the total energy driving the flow and is expressed per unit weight at
any point in the flow domain as:

h=—+4+2+—
,yw 2g
wherep” /¥ is the pressure heag is the unit weight of watet; is the elevation head and/2g is

the velocity head, witly being the acceleration due to gravity. The velocity head is usually neglected
since steady-state groundwater flow velocities are usually very small. It can be shown that the first

®)
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term in Eq.3 represents the divergence of Darcy’s velocity, which is given by:
1
V= *ka (Vp* —p"g) (6)

for a flow driven by pressure gradients and gragty —¢gVz. We can now introduce the proper
boundary conditions and write the strong form of the problem as:

V-v=f 1inQ
pU) :ﬁﬂ) On FD (7)
v-n =¢Y only

where ) represents the groundwater flow domaift, is the imposed pressure on the Dirichlet
boundaryT'p, ¢ is the water flux on the Neumann bounddry, and n is the normal to the
boundary. Here, we have the overall boundargtasT" = T'y UT'p. The pressurg® : Q — R is

our primary unknown and the Darcy velocity: 2 — R can be determined as a secondary solution.

3. ISOGEOMETRIC ANALYSIS

3.1. Fundamentals

Since its first introduction by Hughes al.[23], isogeometric analysis (IGA) has been successfully
applied to several areas of engineering mechanics problems. The fundamental aim for the
introduction of IGA was the idea of bridging the gap between computer-aided design (CAD) and
finite element analysis (FEA). The main concept behind the method is the application of the same
basis functions used in CAD for performing finite element analysis. In the process of its application
to various engineering problems, IGA has shown advantages over the conventional finite element
method, for instance the ease of performing simulations using elements with higher order continuity.

The current standard basis functions in CAD are B-splines and NURBS (Non-Uniform Rational
B-splines). To overcome the limitations of B-splines and NURBS, such as water tightness in CAD
and local refinement in analysis, other spline technologies have been proposed. These include T-
Splines introduced by Sederbetal.[24] and LR B-splines by Dokkeet al. [21]. In this paper, LR
B-splines are used for the simulation of steady-state seepage problems. Prior to that, the fundamental
concepts behind IGA are briefly presented here for reference.

3.1.1. B-splines and NURBSVe start the discussion on B-splines and NURBS by first defining
a knot vector. A knot vector in one dimension is a non-decreasing set of coordinates in the
parameter space, written &= {{;1,&s, ..., ntpt1 ), Whereg; e R is the i** knot, i is the knot
index,i =1,2,...,n+p+ 1, p is the polynomial order, and is the number of basis functions.
Knot vectors may be uniform or non-uniform depending on whether the knots are equally spaced in
the parameter space or not.

A univariate B-spline curve is parameterized by a linear combinatiom @&-spline basis
functions,{N; ,}7_,. The coefficients corresponding to these functidi,}!" ,, are referred to as
control points. The B-spline basis functions are recursively defined starting with piecewise constants

(p=0): .
Ni,O(g) _ {1 if Ei < § < fi-‘rl (8)

0 otherwise

For higher-order polynomial degrees¥pl), the basis functions are defined by the Cox-de Boor
recursion formula:

Nip(§) Kl

Civp —&i
B-spline geometries, curves, surfaces and solids, are constructed from a linear combination of B-
spline basis functions. Givenbasis functionsV; , and corresponding control poinBs; € R<,i =

Nip-1(8) + MA&+LP—1(§) 9)
Eitpr1 — Giv1
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1,2,...,n, a piecewise polynomial B-spline curve is given by:
n
C() =) _ Niy(9B; (10)
i=1

Similarly, for a given control neB, ;,: =1,2,...,n,j = 1,2,...,m, polynomial ordersy and g,
and knot vectorE = {1, &a, ..., §ntpr1t ANAH = {01, 12, ..., Nm+q+1 }» & tensor product B-spline
surface is defined by:

n m

S(Em) =D Nipl&)M; 4(n)Bi (11)

i=1 j=1

B-spline solids are constructed in a similar way as B-spline surfaces from tensor products over a
control lattice.

NURBS are built from B-splines to represent a wide array of objects that cannot be exactly
represented by polynomials. A NURBS entity Rf is obtained by projective transformation of
a B-spline entity inR?*!. The control points for the NURBS geometry are found by performing
exactly the same projective transformation to the control points of the B-spline curve.

More about B-splines and NURBS in an isogeometric analysis setting can be found in [25].

3.1.2. LR B-splinesLR B-splines were proposed to overcome the limitation of B-splines and
NURBS with respect to local refinement. B-splines and NURBS are formulated as tensor products
of univariate B-splines and thus refinement in one of the univariate B-splines will cause the insertion
of an entire new row or column of knots in the bivariate spline space. LR B-splines were first used
in (adaptive) isogeometric analysis 82].

For a short description of LR B-splines, local knot vectors are defined first. A given knot vector
= can be used to constructkocal knot vectorE,;, from the components of the original knot vector.
A single B-spline of degreg may then be defined, using local knot vectors, as a separable function
defined byn nondecreasing local knot vectdats and the degrees:

n

B=(§) = H Bz, (&) (12)

i=1

To ensure that LR B-splines maintain the partition of unity property, a scalar weighb, 1] is
introduced to define a weighted B-spline as

n

BL(&) =7]] B=(&) (13)

i=1

Next, we define box mesh, tensor mesh and LR mesh. A box mesh is a partitioning of a two-
dimensional rectangular domain into smaller rectangles by horizontal and vertical lines. A tensor
mesh is a box mesh where there are no T-joints, i.e., all horizontal and vertical lines span the entire
length. An LR mesh\1,, is a box mesh which results from a series of single line insertions from an
initial tensor mesh\1, and each intermediate mesh is also a box mesh. A box mesh, tensor mesh or
LR mesh withmultiplicitiesis a mesh where each line segment has a corresponding integer value
n, called the line multiplicity. Each multiplicity must satisfy< »n < p, wherep is the polynomial
degree. These mesh types are illustrated in Figlaesbandlc.

The supportof a (weighted) B-spliné3(¢, n) = vB=(£)Bx () is the closure of all points where
it takes nonzero value, wheee= {&y, &1, ..., &p 41}, andH = {no, m, ..., Np, +1 }- A weighted B-
spline hasninimal supporbn an LR MeshM if for every horizontal and vertical line of multiplicity
n in the meshM that traverses the support of the B-spline, there exist unique knot(s) corresponding
to the lines depending on whether the lines traverse the interior or the edge of the B-spline.

We can now define LR B-splines based on the terminologies presented earlier. For a given LR
Mesh M, a functionB is called anLR B-splineon M if B1(¢) = vB=(£)Bw(n) is a weighted
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(a) Tensor mesh (b) Box mesh (c) LR mesh

Figure 1. Mesh types, afte2p]

B-spline where all knot lines (and the knot line multiplicitiesHrand? are also inM, andB has
a minimal support oM.

A given B-spline basis can be enriched by knot insertion without changing the geometric
description. To insert a knat into the knot vectoE between the knots;,_; and¢;, we use the
relation:

Bz(§) = a1Bzg, (§) + a2 Bz, (§) (14)
where
= {175 . £P+1 ?éﬁ §p+2
iﬁl_i_}’ & < §A < &pt1 (15)
o {g::igz’ & <€ <6
1, §1<E<&

and the knot vectors are

== [517§2a"'7§i—1a gia"'a€P+1’§P+2]
E1 = (€. 6, o &1, €, 6y o Epin ] (16)
E2 = [ §27"'75727175’51'7"'>§p+1>§p+2]

The insertion of the knof into = yields a knot vector of size + 3, generating two B-splines
described by the local knot vectdEs and=., both of sizep + 2.

Refinement by knot insertion using the above technique is illustrated on the B-splines given by
the local knot vectors. = [0,0,1,2], 23 = [0, 1,2, 3] and=4 = [1, 2, 3, 3], all derived from the knot
vectors = [0,0,0, 1,2, 3, 3,4, 4,4]. For example, if we want to insegt= 3/2 into the knot vector
=3 between knotg, = 1 andés = 2, this implies values ofy; = a; = 3/4 and the resulting split is
shown in Figure2b. Similarly, the resulting B-spline splits when inserting 3/2 in =, and=, are
shown in Figur&2aand2c.

—zI=[1,3223
“l—z=1 32233 |
“fe--Z=0,  2,33] J

(a) Split of =4 (b) Split of =3 (c) Split of =24
Figure 2. Knot insertion example for LR B-splines, afte]

Bivariate functions are refined in one parametric domain at a time. If we have a knot ¥dotor
the first parametric direction, arid in the second, we get a B-splif®s 4, (£, n) = B=(§)Bu(n).
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Splitting in one direction is achieved by:

Bz(&,m) = B=(£)By(n)
= (a1 Bg, (§) + a2 Bz, (§)) Bu(n) (17)
= a1Bz,(§,m) + a2Bz,(§,1)

For a weighted B-spline, we have:

B2(&,m) = vB=(£)Bxu(n)
=7 (a1 Bz, (§) + a2Bz,(§)) Bu(n) (18)
22 (&m) + B2 (&,m)

wherey; = ayy andys = asy.
LR B-splines form a partition of unity, i.e.,

Y uBi(€) =1 (19)
i=1

To control adaptive refinement in isogeometric analysis with LR B-splines, we introduce a
refinement parametet. The refinement parametgris defined such that two LR B-splingg_;
andz; satisfy

Li 1 CL; and (1 + B)|£7,71| < |£1| (20)

which states thaf; should be a refinement @f;_; and the number of B-splines should grow by at
leasts percent during each iteration. Thysjn this case represents the growth rate of the number

of basis functions in the solution space i.e. if we havedegrees of freedom at refinement siep

we will have, at leasty x (1 + 3/100) degrees of freedom at refinement step1. We could also
chooseg to represent the percentage of elements with the largest error contribution to be refined.
For the numerical examples in this papérefers to the growth rate of the basis functions. The
value of3 in a simulation is selected such that the adaptive simulation is as efficient and as accurate
as possible. Smaller values f@rresult in a more accurate adaptive refinement while larger values
reduce the number of refinement steps, and thereby the computation time. Typical values are in the
ranges% < 3 < 20%, [22].

3.2. Variational formulation

In this section, we present the weak formulation of the governing equation. Our aim is to solve the
equation:

V - |:_fy1wk (pr _ w >:| _ f

for the pressure® with the boundary conditions given in E@. Applying a differentiable test
functionv to the previous equation and integrating over the dorfaiwe get:

1 w oW — v
/vi- [—wk(Vp p g)} aQ /Qf ao (21)

Applying Green’s theorem to the integrand with the divergence operator and choosing appropriate
test functions, we can write a proper statement of the weak form aspFirdV such that

a(p®,v) = L(v) Yo eV (22)

where
a(p”, /Vv —k Vp" dQ

/fde—l—/ v - —k pVgdQ — / q“vdll
I'n

(23)
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The trial and test spacésandV are defined as:

V={veH(Q):v=p" on I'p}

V={veH (Q):v=0 on I'p} 4

3.3. Galerkin finite element formulation

The finite element approximation corresponding to the variational formulation given iPEepds:
Find p}’ € V}, such that

a(py,vn) = L(vy)  Yup €V (25)

wherep}’ is the FE approximation to the pressure fieigis the FE test function, and for compatible
FE trial and test spaces we havg Cc V/ andV, c V, respectively. Notice that the dimensions for
V andV are infinite, whereas the dimensions 6y andV;, are finite (i.e. equal to the number of
FE basis functions).

The FE pressure may be written as a linear combination of the FE basis furlstenms the nodal
values (control point values in IGAY as:

py, = Np” (26)

Applying Galerkin's method, the test functions in the weak form are chosen to be the same as the
shape functions (after the non-homogeneous Dirichlet boundary conditions are taken care of, i.e.
their effect is moved to the right hand side). Thus, when applied to the weak form @2Ethis

results in the linear matrix equation:

Ap” =b (27)
where
A= (VN)T%k (VN)dQ
Q Y ) (28)
b= / NfdQ —i—/(VN)T—wkp“’ng — Ng®“dl
Q Q v I'n

4. ERROR ESTIMATES AND ADAPTIVITY

4.1. Introduction

In this section, we discuss the procedures for calculating a posteriori error estimates based on
recovery of the computed solution. The adaptive mesh refinement strategies based on the error
criteria are also discussed.

Since the 1970s several strategies have been developed to estimate the discretization error of a
Finite Element (FE) solution. Babuska and Rheinboldt presented the pioneering effort in this regard
back in 1978, se€?p], [27]. Since then many different estimation procedures have been introduced;
see 8] for an overview. A popular class of error estimators denogmbvery based estimators
consist of deriving a simple smoothing technique that yields a solution field or, more commonly,
the gradient of the solution, that converges faster than the FE solution or its gradient, respectively.
A very popular prototype for such approaches is the Zienkiewicz-Zhu error estimate (so called
ZZ estimate). Initial reference to such estimates can be fouriZzbjndnd further development with
Superconvergent Patch RecovéBPR) in [3(, [31]. The success of this approach in the engineering
community relies on an intuitive mechanical definition and a certain ease of implementation
compared to other class of available error estimates, without sacrificing the numerical effectivity.

The second author of this paper has more than two decades of experience in developing and
implementing a posteriori error estimators. First,3@][and [33], we extended the SPR-procedure
by recovering statically admissible stress fields for plane stress and Reissner-Mindlin plates,
respectively. Then, goal oriented recovery of stresses in elasticity, and surface forces (drag and lift)
for Stokes problems were developed and presented in the papers [34], [35] and [36], respectively.
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Object oriented implementation of the SPR-recovery procedures is describ&d] iand [38].
Recently, we have developed a posteriori error estimates for isogeometric analysis, see [39] and [40].
The first paper gives an extensive study of different recovery based error estimators. Furthermore, it
presents, for the first time, a trseperconvergergatch recovery method for adaptive isogeometric
analysis using LR B-splines.

Our main aim with the present paper is to show the possibilities that open up with adaptive
IGA using LR B-splines. An open-source package for using LR B-splines may be downloaded at
http://Irbsplines.com/. However, anyone who wants to perform adaptive IGA using LR B-splines
will have to implement an algorithm for a posteriori error estimation. Based on the experiences
mentioned above we have chosen herein to use a simple a posteriori error estimator, the Continuous
Global L, (CGL2) projection, as first presented ia9] for FE and in [40] for IGA, as it gives
reasonably good results and is easy to implement.

4.2. A priori error estimates

Let p* and p}’ represent the exact and isogeometric finite element solutions, respectively. The
discretization error in the pressueg and the error in the pressure gradient,are defined as:

e:=pY —py

29
ey = Vp¥ — Vpy (29)
Introducing the error norms ih, corresponding te ande, :
1/2
w w w w2
el = 19" =il = [ 07~ ia0)

1/2
lesllza) = VDY = VpillL2) = < / (Vp" — Vpi)" (Vp® — Vpy) dQ)
Q

Steady-state groundwater flow is a self-adjoint problem and it follows that the computed FE-solution
is optimal in energy norm. The energy norm using the bilinear form from Se8tdis given by
(which is equivalent to seminorm of erreon Hi (9)):

lelle = Vale e) = lel o) (31)

which is the same as:

1 1/2
lellz = (/ (Vp — vp)" ka(Vp“’ — V) dQ) (32)
Q

If the analytical solution of a variational problem involving first order differentiation (as is the case
herein) is sufficiently smooth, i.e® € HP*!, and the FE mesiM, is regular and quasi-uniform,
the error in the approximate FE-solution on a family of uniformly refined meghég}, is bounded
by

1p* = pille = ChP[p®|| o1 (33)
whereC is some problem-dependent constant the characteristic size of the finite elemeptis
the degree of the largest complete polynomial in the FE basis function$péngd;,+: denotes the
Sobolev norm of ordep + 1.

For problems where the solution is not sufficiently smooth,¢ HP*!, e.g. problems with

singular points within the solution domain or on its boundary, we have the error bound

Ip" = pi |le = Ch*||p™ || gra+ (34)

where the value of the non-negative real parametéepends on how the family of meshgs1, }
are created.Assume that\ is a real number characterizing the strength of the singularity. For a

fAs a is not necessarilgn integer||p®|| ;yo+1is a a Sloboditskinorm.
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sequence of uniformly, or nearly uniformly, refined meshes we then have
a =min{p, A\}. (35)

Thus, when\ < p the rate of convergence is limited by the strength of the singularity and not the
polynomial order.

4.3. A posteriori error estimates

The a priori error estimates do not give any quantification of the error for a simulation with a given
mesh and a spline space; we only get information about the expected convergence rate. However, in
order to perform an adaptive refinement, we need to quantify the error distribution throughout the
mesh, i.e. on each element. For this we agmsteriori error estimatethat in one way or another
are based on the computed FE solutigh A popular approach for a posteriori error estimation
is based on postprocessing the gradients of the finite element computed pressure solution, as the
finite element computed pressure gradievip;’, can be improved by global projection or local
smoothing.

As mentioned above, we use herein Continuous GldiFa{CGL2) projection to obtain the
improved gradient&/p!. The improved convergence rate fapY is due tosuperconvergerthat
has been proven under certain conditions of the regularity of the solution and the mesh topology by
[41], both forC" finite elements and?~! splines. We aim to obtain an improved pressure gradient
field:

Vpy = Na, (36)

whereN are the shape functions for the pressure, see2Bganda,. is the unknown vector of
new control variables determining the recovered pressure gradjéntNotice that the computed
pressure gradient reads

Vpj = VNp" (37)

i.e. we are aiming to recover a pressure gradiépit in a one polynomial order higher spline space
than the computed pressure gradieit..

The vector of control variables, are determined by forcing a least square fit (i.e. glabal
projection) ofVp’ to the computed FE pressure gradignt’, i.e.

T(a) = / (V¥ — Vp)T - (Vp¥ — Vpp) dD (38)
Q

is minimized with respect ta,.. The minimization

0T OVPEN" o o

yields a linear system of equations given by
Aa, =b, (40)

where
A= / N'NdQ and b, = / NTVprdQ (41)
Q Q

We now use the improved gradients to get an indication of the error in the computed pressure:
€y, = Vpy — Vpy (42)

The corresponding energy norm associated with the bilinear form is:

1/2
1
lerlle = </ (Vpy = Vpy) - ka- (Vo — Vp}f)d9> (43)
Q
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The quality of the error estimate based on improved gradients is measured by its effectivity index,
which is defined as the ratio of the estimated error to the actual error:

_ HeT”E(Q)
||€||E(Q)

0 (44)

The relative global error (in percentage) is a dimensionless error quantity defined for exact and
recovered error estimates, respectively, as:

p= lell x 100% and p, = levlls x 100% (45)
Pl 12
where||p”|| , = /a(p®,p®) and|[p¥| » = \/a(p¥,p¥) are the energy norms of the exact and

projected solutions, respectively.

4.4. Adaptive refinement

Once a posteriori error estimates are established, the elements that require refinements are identified
based on a tolerance criteria. The next step is to locally refine the elements. For a linear two
dimensional element or knotspan that requires refinements, knot insertion splits that element into
four new elements. However, for B-splines of higher polynomial orger,1, the splitting cross

cannot be limited to only the element in question. Thus, local refinement strategies must be selected
to have the desired refinement for a given element and its neighbors. We have three local refinement
strategies for LR B-splines, namdlyil span,minimum sparandstructured meskefinement. The

ideas behind these strategies are briefly discussed here and for the details we refer to [22

The full span refinement strategy refines every B-spline with support on the element identified for
refinement. The mesh line inserted in one direction will span from the minimum to the maximum
knot of all functions with support on the identified element. This strategy ensures that all B-splines
with support on the identified element are split by the refinement. This approach is illustrated in
Figure3a.

In the minimum span refinement strategy, a cross is inserted in the identified element where the
refinement footprint is limited, unlike the full span approach. The inserted mesh lines will be as
short as possible but will split at least one B-spline. The B-spline to be split maybe identified based
on which of the available B-splines has the smallest parametric support. But, in general, there is
lack of such uniqueness. Thus, a random B-spline is selected and refined. This approach is shown
in Figure3b.

Identifying which B-splines need refinement instead of which elements is another way to refine
B-splines. In P2] the error for a B-spline is defined as the sum of the errors in all the lanudsp
the support of the given B-spline. A fraction of the B-splines with the highest error are then refined
as illustrated in Figur&cresulting in a structured mesh refinement.

(a) Fullspan: Split all functiongb) Min Span: Split one randorft) Structured Mesh: Split all
on one element function on one element knot spans on one B-spline

Figure 3. Local refinement strategies for LR B-splines, aftéf [
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5. NUMERICAL EXAMPLES

5.1. Aims of the numerical examples

The aim of the numerical experiments herein is to investigate whether adaptive refinement using
LR B-splines achieves optimal convergence rates for groundwater flow problems that may involve
highly varying material properties, singularities and/or rough right hand sides such that it gives
better accuracy per number of degrees of freedom compared to uniform refinement. The adaptive
strategy is based on controlling the growth rate of the basis functions in the solution space, according
to the parameteB, and a specified error tolerance or maximum number of degrees of freedom.
Furthermore, we want to investigate the sensitivity in accuracy and convergence rates towards
polynomial orderp. We start the numerical examples with two verification problems with known
analytical solutions:

e The wavefront well problem
e The L-shape problem

These problems are used to verify the numerical implementation and study the effectivity of the
error estimates and the adaptive simulation in handling certain challenging effects. In the wavefront
well problem we study the effects of a rough right hand side and the effect of isotropy/anisotropy
in material properties, whereas the analytical solution for the L-shape problem is characterized by
having a singularity of the gradient in the re-entrant corner on the boundary. The availability of an
analytical solution allows us to calculate exact a posteriori error estimates to drive the adaptive mesh
refinement, as well as study and report the effectivity index for the presented recovery based error
estimator.

To demonstrate the potential offered by adaptive isogeometric analysis, we address the following
groundwater flow problems:

e Flow around an impervious corner
e Flow around a cutoff wall
e Flow in a heterogeneous medium

Analytical solutions are not available for these problems and we use the a posteriori error estimator
to drive the adaptive refinement. Here we compare the achieved accuracy per number of degrees of
freedomndof, obtained with adaptive and uniform refinement.

5.2. Verification problems with analytical solutions

5.2.1. The wavefront well problenThe first illustrative example we consider is the so called
wavefront well problem,42], defined over a square domain.
Problem definitionThe strong form of the problem in E@, assuming the flow is solely driven
by pressure gradients, reduces to:
V- [_vaw(x’y)} = f(xvy) (fﬂ,y) € (46)
P (x,y) = p"(x,y) (z,y) € 09
The numerical simulation domain is defined by a square &tea|0,1] x [0,1] where the

boundaries ar€&'p = 92 andT'y = @, shown in Figureda. The exact analytical solution for the
pressure field is given by:

p¥(z,y) = arctan(50(—0.25 + /(z — 0.5)2 + (y — 0.5)2)) (47)

Note that the right hand sid&(z, y) is generated by taking the Laplacia®i?) of the analytical
solution stated in Equatiofi7, and is given in AppendiA for a variable degree of anisotropy. The
analytical solution depicted in Figuréb displays a "front”-type of behavior where the solution is
rapidly changing across a circular band inside the domain. This problem is mathematically smooth
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(0,1) 0 (1,1)
0 Q Gi9)
0.8
(0,0) 0 (1,0) Lo 00
(a) The domairf2 and its boundary (b) 3D plot of analytical solution

Figure 4.The wavefront problem: Numerical simulation domain and analytical solution plot

i.e.pv¥ € HP(Q) for any finite p. However, due to the highly varying right hand side we may
only expect an optimal convergence rate when the elementisigdess than a given threshold
that depends on the sharpness/bandwidth of the interior layer. Hence, we may expect suboptimal
convergence rate for uniform mesh refinement when the mesh is not fine enough.

Two cases are considered for the conductivity matrixisotropic and anisotropic. For simplicity
in deriving the source function, the conductivity equivalent coefficients are set equal to:

K — B ﬂ and k= {100 (1’] 48)

Results - isotropic cas@.he adaptive simulation is performed for polynomial degrees 6f2
andp = 3. The refinement parameter is selected as 20%. Adaptive refinement is performed upto
a specified maximum number of iterations or maximum number of degrees of freedom.

The physical meshes for selected refinement steps are shown in Figufesor p = 2 and in
Figures5d-5ffor p = 3. The structured mesh refinement strategy is used for this problem. Note that
the adaptive meshes are not perfectly symmetric, even though the solution and error distribution are
symmetric, because our refinement paramgétanly controls the growth rate of the number of basis
functions, as explained in Secti@nl.2. We observe, however, that the physical meshes especially
at higher refinement steps are nearly symmetric since the error is symmetrically distributed because
of its dependence on the hydraulic conductivity matrix.

The convergence plots for this case are shown in Fi§aneterms of relative error versus number
of degrees of freedom. The effectivity index plot is shown in Figbiodor the polynomial degrees
considered. It can bee seen from the curves that an optimal convergence rate is obtained after a
sufficient number of refinements for this problem. A similar problem has been studiéd]inding
different a posteriori error estimators, of which CGL2 (used here) is one. Error recovery based on
CGL2 projection was observed to perform well for this problem.

Results - anisotropic casdhe problem is simulated with the same setup as in the isotropic
case with the only difference being in the anisotropy of ghenatrix. The errors are no longer
symmetrically distributed in the domain and this is reflected in the physical meshes obtained at
different refinements steps, shown in Figur@és-7cfor p = 2 and Figuresr/d-7f for p = 3. The
convergence plots obtained for the anisotropic case, Figrare similar to the isotropic case. The
effectivity index plot for this case is shown in Figugé.
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T
(@)p=2,ndof =1138 (b) p =2, ndof = 3443 (¢)p=2,ndof = 10339
aaEas
(d)p =3, ndof = 1234 (e)p =3, ndof = 3775 (f) p =3, ndof = 11320

Figure 5.The wavefront problem: Adaptive meshes foB = 20% at different refinement steps for the
isotropic case. Each column represents the same refinement step for varying polynomial degrees.
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10" k.

1071 E

Relative Error
Effectivity Index
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G—© Local Refinement, p = 2
A4 Uniform Refinement, p = 3
+—+ Local Refinement, p = 3
10* 10" 00 10% 10*
ndof ndof

(a) (b)

Figure 6.Thewavefront problem: Convergence and effectivity index plots for the isotropic case. The dotted
lines in a) correspond to slopes of -3/2 and -2.
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(@) p=2,ndof = 1135 (¢)p=2,ndof = 10352

(d)p =3, ndof = 1222 (e)p =3, ndof = 3751 (f) p =3, ndof = 11230

Figure 7.The wavefront problem: Adaptive meshes foB = 20% at different refinement steps for the
anisotropic case. Each column represents the same refinement step for varying polynomial degrees.

2.0

10" k.

1071 E

Relative Error
Effectivity Index

G—8 Uniform Refinement, p = 2
G—© Local Refinement, p = 2
A4 Uniform Refinement, p = 3
+—+ Local Refinement, p = 3
10* 00 10*
ndof

103 F

(a) (b)

Figure 8.The wavefront problem: Convergence and effectivity index plots for the anisotropic case. The
dotted lines in a) correspond to slopes of -3/2 and -2.
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(_1!_1) I'n

(a) Domain (b) Analytical solution

Figure 9.The L -shape problem: Domain with boundary conditions and analytical solution plot

5.2.2. The L-shape problenThe second example with analytical solution is the L-shape problem
with domain and boundary conditions shown in Fig8ee
Problem definitionThe boundary conditions are summarized as:

V. (—kVp¥)=0 in Q

p*(r,0) =0 on I'p (49)
W= g on Iy

We choose:, = «, = 1 for simplicity. The exact analytical solution is given by:
p¥ = r?/3sin (203_ 7T) (50)

wherer? = 2?2 + y? andd = arctan(y/x). The analytical solution plot is shown in Figugé. The
expression for the Neumann boundary conditigi, is derived based on the analytical solution and
is not included here.

For the given elliptic problem, the re-entrant corneftad) in the domain causes a singularity in
the solution. It is known that the convergence for uniform mesh refinement is limited by the strength
of the singularity\ = 2/3, asp” € H>/3(Q), i.e., the convergence rate (versus degrees of freedom)
is equal to—1/3. For problems where the solution is not sufficiently smopthg H?+1(Q), we do
not obtain an optimal convergence rate when we perform uniform mesh refinement. In particular,
the use of higher order polynomials is then inefficient.

Results.The L-shape problem is analyzed for polynomial degreeg ef2 andp = 3. The
refinement parameter is selected /as- 20%. In Figure 10a we see that we achieve optimal
convergence rates when we perform adaptive refinement, whereas for uniform refinement the
convergence rate is the same for bpth 2 andp = 3 and limited by the strength of the singularity.

The effectivity index plots obtained are shown in Figliftdhand we see that we hate) < 6 < 1.1.
We want to underline that the obtained effectivity indices are very good (i.e clds&)tcompared
to what we typically achieve for regular finite elemergg][
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Figure 10.The L-shape problem
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: Convergence and effectivity index plots
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Head

Impervious corner

Figure 11. One example of seepage around an impervious corner

5.3. Flow around an impervious corner

The next numerical example we consider is flow of water around an impervious corner e.g.
groundwater flow under the base of a concrete dam, FifjireThe presence of a sharp corner
introduces singularity in the numerical solution leading to infinite velocities.

5.3.1. Problem definitionWe study a selected area of this problem with adaptive mesh refinement
by considering the appropriate boundary conditions. The problem isidealized as an L-shape problem
where the boundary conditions are applied such that they reflect the physical problem, shown in
Figure 12a. Dirichlet boundary conditions are applied at the top horizontal and thevegtical

edges of the idealized numerical simulation domain. For simplicity, a homogeneous Dirichlet
boundary condition is applied at the right vertical edge, which may be slightly different in the the
physical problem depending on the boundary conditions at the downstream area. The impervious
boundaryl’ y; represents a homogeneous Neumann boundary condition. We assume the fluxes to
be negligible o y2. The boundary conditions are summarized as:

p* =1000 on I'py

p? =0 on I'ps (52)
T -0 on TniUTne

The equipotential lines obtained from simulations with uniform refinement using coarse and fine
meshes are shown in Figur&8band12¢ respectively.

5.3.2. ResultsThe mesh refinement parameter for this problem is selectgd-a20% and the
adaptive simulations are performed in combination with polynomial degregs=df, p = 3 and
p = 4. The fullspan refinement strategy is used in this case.
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(-1,1) I'pi (0,1)
I'n1
FN2 1—‘Nl (170)
Q
T'pa
(—1, —1) I'na (17 _1)
(a) Domain

(b) Equipotential linespdof = 66 (c) Equipotential linespdof = 3571

Figure 12 Theimperviouscorner problem: Idealized numerical simulation domain and equipotential lines
for coarse and fine meshes.
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Figure 13.Theimpervious corner problem: Adaptive meshes at different refinement steps for the selected
B = 20%. Each column represents the same refinement step for varying polynomial degrees.
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The resulting physical meshes at selected refinement steps are shown inldglitee meshes
and the resulting number degrees of freedomgfet 2 at the 5th, 10th and 15th refinement steps
are shown in Figure&3a-13c. Similar results fg5 = 3 andp = 4 are shown in Figure$3d-13f
and Figuresl3g-13i, respectively. The convergence plots in Figldeompare the relative errors
from simulations with local and uniform refinement for the different polynomial degrees analyzed.
Observe the significant increase of convergence order, i.e. optimal convergence rate, achieved by
the adaptive procedure. The convergence rate with local refinement in this case appears to improve
with increasing polynomial order.

10!

100}

1071

Relative Error
=
o
3
.

10731
Uniform Refinement, p = 2

=&

&9 Local Refinement, p = 2
A=A Uniform Refinement, p = 3
+—+ Local Refinement, p = 3
#—# Uniform Refinement, p = 4
&0 Local Refinement, p = 4

1074}

10% 103 10*
ndof

Figure 14 Theimpervious corner problem: Convergence plots
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5.4. Flow around a cutoff wall

Seepage cutoff walls are used in geotechnical engineering to protect structure foundations from
the damaging effects of groundwater flow or to exclude groundwater from an excavation and
thereby minimize the requirement of dewatering pumping. The cutoff walls are usually made of
an impervious or very low permeability material, such as a steel sheet-pile wall, and extend up to a
zone of low permeability. In the computational modeling of groundwater flow, the tips of such cutoff
walls represent points of singularit@]] making the numerical solution difficult or erroneous.

5.4.1. Problem definitionWe consider the flow of water around a 10m long cutoff wall installed
under the base of a dam with a cross-sectional width of 50m, see Figurghe soil medium is
considered to be homogeneous with an isotropic hydraulic conductivity of 15 m/day.

50m

10m

k = 15m/day 20m

Cutoff wall

Figure 15.The cutoff wall problem: Physical setup of dam with a cutoff wall

The simulation domain chosen for the described dam with a cutoff wall is shown in Figare
The cutoff wall is included in the geometry by inserting’a' discontinuous knot. The base of the
dam, the cutoff wall and the boundary to the impervious layer represent homogeneous Neumann
boundaries and are respectively designated ;as I' v andI'y3. Non-homogeneous Dirichlet
boundary conditions are applied at the left and right boundaries of the domairgndT" p,. The
magnitudes for these values are chosen based on the anticipated flow field that will result from the
hydraulic head differences at the upstream and downstream faces of the dam. Pressure head values
that vary linearly with height are assumed and the boundary conditions can be summarized as:

p¥ =z+100 on T'p;
pw =30—=z on I'ps (52)
P~ on Tn;UTN2 U3

The equipotential lines obtained from simulations with refinements using coarse and fine meshes
are shown in Figures6band16c, respectively. The pressure heads vary between 120 kPa, at the left
boundary, and 10 kPa, at the right boundary. These correspond to hydraulic heads of approximately
12m and 1m at the upstream and downstream faces of the dam, respectively.

5.4.2. ResultsWe start the adaptive simulation for the cutoff problem with a relatively coarse mesh
of around 300 degrees of freedom. The polynomial degrees are varied betwegnp = 3 and

p = 4. The problem is also simulated using standard linear finite elemeeris,, for comparison

with FEA. The refinement parametein this case is selected &% and a structured mesh adaptive
refinement strategy is used.
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(c) Equipotential linespdof = 5715

Figure 16.The cutoff wall problem: Domain with boundary conditions and equipotential lines for coarse
and fine meshes. The maximum and minimum pressure head values are 120 kPa and 10 kPa.

The pressure profiles obtained using a coarse mesh could show significant discretization errors.
This is illustrated by plotting horizontal and vertical pressure profile plots for coarse and locally
refined meshes around the cutoff wall. Figa&shows horizontal pressure profiles 2m above the
tip of the cutoff wall, plotted over a horizontal distance of 25m, 12.5m on both sides of the cutoff
wall. Notice the significant difference in pressure drop over the cutoff wall, i.e. 71.1-58.9 = 12.2
kPa and 75.5-54.5 = 21.0 kPa for the coarse mesh and fine mesh, respectively. This corresponds to
more than 40% underestimation of the pressure drop calculated by the coarse mesh, which affects
the expected effect of water flow at the downstream base of the dam. Vertical pressure profiles at the
location of the cutoff wall, and spanning over the entire height of the domain, are shown in Figure
17b. Again, we observe significant differences in the obtained solutions.

The physical meshes obtained at selected refinement steps are shown inlBigline meshes
and the resulting number of degrees of freedom jiee 2 at the 4th and 12th refinement steps
are shown in Figure$8aand18b. The corresponding results foe= 3 are shown in Figure&8c
and 18d, whereas Figures3e and 18f show those fop = 4. At large refinement numbers, extra
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Figure 17.The cutoff wall problem: Horizontal and vertical pressure profile plots

refinements are observed at the boundaries where non-homogeneous Dirichlet boundary conditions
are applied since these are only approximated.

T

ifimei

(€)p = 4, ndof = 560 (f) p =4, ndof = 1369

Figure 18The cutoff wall problem: Adaptive meshes at different refinement steps for the selected
B = 10%. Each column represents the same refinement step for varying polynomial degrees.

The convergence plots comparing the relative errors from uniform and local refinement are shown
in Figure19. The results from a FEA using standard linear finite elements], are included for
comparison. For linear elements, FEA and IGA result in similar basis functions and we use this fact
to compare the FEA results with local refinement using linear LR B-splines. We observe that local
refinement performs slightly better in this case. The uniform refinement simulations with higher
order polynomials show that the results are only marginally better in recovering errors compared
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to the FEA results. Local refinement simulation using higher order polynomials, however, show
good convergence properties. Optimal convergence rates are obtained fbandp = 3 for the
maximum number of degrees of freedom specified in the adaptive simulation. The convergence rate
appears to improve fgr = 4 but requires more refinement steps to reach an optimal order, thereby
increasing the total number of degrees of freedom.
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& Uniform Refinement, p = 3
= Local Refinement, p = 3
G—© Uniform Refinement, p = 4
F—t

107 Local Refinement, p = 4

103 104
ndof

Figure 19.The cutoff wall problem: Convergence plots
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5.5. Flow in a heterogeneous medium

The errors observed in the numerical simulation of groundwater flow in heterogeneous formations
using coarse meshes could be very significal®).[Using a very fine mesh for such cases helps

in reducing these errors but a uniform refinement throughout the domain implies unnecessarily
fine meshes at locations where the errors are smaller. In such cases, adaptive simulation with local
refinement could be more effective.

5.5.1. Problem definitionWe consider a square domain of sitew x 1m. The heterogeneous
hydraulic conductivityk on the flow domain is assumed to follow a lognormal distribution. The
probability density function for the lognormal distribution/ofs:

1 _ (n(k)—w?

fk) = ——==e" 22 (53)

wherey is the mean and is the standard deviation of the normally distributed logarithm of the
hydraulic conductivity. A random field with = —15 ando = 7 was generated.
For smoothing out the randomly generated data, a Gaussian filter of the form

22 2

ga,y) = H () (54)

is applied. The filter dimensions in theandy directions are chosen to be the same with values
of [, = I, = 20. The smoothed data was truncated such that the hydraulic conductivity values vary
betweenl0~3m/s and10~"m/s. The realization of the stationary random field generated is shown
in Figure20in terms of color field and 3D plots.

1.0e-03
9.0e-04
8.0e-04
7.0e-04
6.0e-04
5.0e-04
4.0e-04
3.0e-04
2.0e-04

1.0e-04

£

(a) Field plot (b) 3D plot

Figure 20.The heter ogeneous problem: Realization of the randomly generated hydraulic conductivity field.

Dirichlet boundary conditions are applied on the left and right boundaries of the heterogeneous
square domain to create a pressure gradient. The top and bottom boundaries of the domain are
represented by homogeneous Neumann (no-flux) boundary conditions. An illustration of the applied
boundary conditions is shown in Figu?éa These boundary conditions are:

p* =1000 on I'py
p¥ =0 on I'py (55)

9p
- =0 on I'yi U9
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Figure 21.The heterogeneous problem: Simulation domain with boundary conditions and equipotential
lines for coarse and fine meshes.

The equipotential lines obtained from simulation with uniform refinement using coarse and fine
meshes are shown in Figurgsband21c, respectively. The difference in the hydraulic conductivity
within the domain creates preferential flow paths and this results in very large changes in the
pressure gradient at some locations of the domain.

5.5.2. ResultsThe heterogeneous problem is simulated starting from a relatively coarse mesh
with number of degrees of freedom being around 170. Polynomial degreges afandp = 3 are
considered and the refinement parameténm this case is selected a6%. The resulting physical
meshes for selected refinement steps are shown in Fitfurkn particular, Figureg2a22c show
the locally refined meshes fpr= 2, whereas Figurez2d-22fshow those fop = 3.

The convergence plots comparing local and uniform refinemengs o2 andp = 3 are shown
in Figure23. The plots indicate that the convergence rate gained by using local refinenmet
very significant. The reason for this is that, unlike complex boundary conditions which could imply
strong singularities, varying material behavior is a weak discontinuity. The error recovery using local
refinement, however, could be more significant compared to uniform refinement for simulations over
large heterogeneous domains.

The random hydraulic conductivity field considered in FigR@eshows a very large variability in
the conductivity values. In some cases, the hydraulic conductivity fields in heterogeneous aquifers
could show variability of a lesser magnitude within the domain. One such lognormal random field is
generated and shown in Figuzé. The random field is generated by assuming a mean-10 and
a variancer? = 2. The filter dimensions in this case are taker,as 1 andl, = 15. The hydraulic
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Figure 22.The heterogeneous problem: Adaptive meshes at different refinement steps for the selected
8 = 10%. Each column represents the same refinement step for varying polynomial degrees.
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Figure 23.The heterogeneous problem: Convergence plots

conductivity values vary by an order of magnitude of 10. Adaptive simulations were performed
with p = 2 andp = 3, using$ = 20%. The resulting adaptive meshes at selected refinement steps
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are shown ir25. The difference in convergence rates between uniform and locadmadint for this
case is small and is not shown here.
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(a) Field plot (b) Contour plot

Figure 24.Theheterogeneous problem: Realization of the randomly generated hydraulic conductivity field.
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Figure 25.The heterogeneous problem: Adaptive meshes at different refinement steps for the selected
B = 20%. Each column represents the same refinement step for varying polynomial degrees.
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Material property variation in other cases maybe of a non-homogeneous type and such a
problem may be handled depending on the strength of the discontinuity introduced by the non-
homogeneity. Weak discontinuities, such as material interfaces in a domain with layered materials,
can be simulated accurately by ensur@iycontinuity at the interfaces, without requiring adaptive
refinement. This is achieved in IGA by making the multiplicity of the knats,at the interfaces
equal to the polynomial degreg,used i.eC?~™ continuity. Strong discontinuities, such as cracks
and impervious interfaces, result in jumps in the computed solution and introduce singularities
depending on their location in the flow domain. These features can be simulated by introducing
C~1! discontinuities, which is one of the powerful features of IGA. The cutoff wall example in
Section5.4represents a special case of such strong discontinuities.

6. CONCLUDING REMARKS

Steady-state groundwater flow problems with varying numerical challenges were studied using
adaptive isogeometric analysis with locally refined (LR) B-splines. In particular, the problems
studied were flow around an impervious corner, flow around a cutoff wall, flow in a heterogeneous
medium and flow in a discontinuous material field. The simulations were performed using both local
and uniform refinement. The adaptive simulations with local refinement rely on a posteriori error
estimates as a refinement criteria where the error estimates are based on Continuoug {lobal
projection (CGL2) of the computed solution. The effectivity of the error estimator was verified with
benchmark problems which have analytical solutions, before being used in the application examples.
In general, adaptive simulations with local refinement were observed to outperform simulations
with uniform refinement in terms of error recovery. Optimal convergence rates were obtained
for problems with strong singularities where the rates were observed to improve with increasing
polynomial orders. Application to problems with weak discontinuities, due to material property
variation, shows that optimal convergence rates may not be achieved but adaptive refinement still
performed better than uniform refinement in error recovery. Local refinement could especially be
more useful for large scale groundwater flow problems, with singularities and/or discontinuities,
where simulations with uniform refinement could be computationally expensive.

In the present study, only two-dimensional groundwater flow problems were studied. Application
to three-dimensional problems, however, is straight forward where the mathematical procedures
are a simple extension of the formulations presented in Se8tib2 In particular, we will have
trivariate functions for three-dimensional problems based on three knot vectors in each direction. As
in the bivariate case, the refinements are performed in one parametric domain at a time as illustrated
in Eq.17.

A. SOURCE FUNCTION AND SECONDARY SOLUTION FOR THE WAVEFRONT
PROBLEM

The source functiorf corresponding to the assumed analytical solution of the wavefront problem
numerical example in Sectidn2.1is given by:

250000(a — 0.25) 50 ) )
f= e +— [c(x —0.5)* + (y — 0.5)%] —

50(c+1)
ab

where:

a=+/(x—0.5)2+ (y —0.5)2
b= 2500a — 0.25)° + 1

c="2 o Degree of anisotropy
Ry
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The secondary solution, i.e. the velocity, for the wavefront problem is derived from the Darcy
equation as:

- {Cg— 09.55)>}
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