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Abstract

In this thesis the entropy production rates of diabatic distillation columns and a
SOz converter were minimised. This is the same as maximising the second law
energy efficiency of the systems. The development of chemical industry can be
made more sustainable by knowing this minimum. We found that the entropy
production rate of distillation could be reduced up to 50 %. In order to achieve
this reduction, heat exchangers were added on each tray. The characteristics
of an optimum distillation column were presented. Furthermore, the entropy
production rate of a SOy converter was reduced with 16.7 % by altering the
heights of catalytic beds, transfer areas of heat exchangers, and temperature
differences over heat exchangers. These reductions show that there is still a
large improvement potential in chemical industry. By applying the improved
operations the world oil production can be reduced in the order of magnitude
of 1 %. A similar reduction in the emission of the greenhouse gas CO2 can be
expected.

For deriving the entropy production rate in a systematic manner the theory
of irreversible thermodynamics was useful. A simpler and a more complicated
equation for the entropy production rate of distillation were derived. The sim-
pler equation used only one force-flux product. It was suitable for minimisation
of the entropy production rate of columns with the assumption of equilibrium
between the outlets on each tray. The more complicated equation was able to
describe satisfactorily the entropy production rate of an experimental column
that separated the non-ideal mixture water-ethanol. It was next used to de-
rive an extended set of transport equations for distillation, that includes the
interface and the Soret effect (or thermal diffusion). Finally, irreversible ther-
modynamics was used to describe the contribution to the entropy production
rate of heat transfer in heat exchangers. This contribution had a significant
impact on the results of the minimisations.

A method that can provide the chemical industry the thermodynamically op-
timum operation of distillation columns and reactors was constructed and ex-
emplified. Once the system and its boundaries are determined, the objective
function with its constraints and variables are set up. Several suitable minimi-
sation procedures can be used. Finally, the design of the thermodynamically
optimum system is obtained from the state of minimum entropy production
rate.
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1 Introduction
1.1 Motivation
1.1.1 Need for sustainable development

This thesis is motivated by the need to make development sustainable. The
definition of sustainable development is ’development that meets the needs of
the present, without compromising the ability of future generations to meet their
own needs’. This is the definition from the World Commission on Environment
and Development (1987). In the report of the Club of Rome (Meadows and
Randers 1972) it was predicted that society must undergo large changes to
have sustainable development, see also Meadows et al. (1992). Most impor-
tantly, the ways we fulfil our energy demand have to change drastically, since
non-renewable energy stocks (e.g. oil, gas, coal) are used for this purpose at
the moment. The report also predicts that the shift to sustainable develop-
ment might even lead to an energy crisis. The oil crises in 1973 and 1979-1980
showed that society is indeed vulnerable for fluctuations in the energy mar-
ket. Currently, a potential danger of climate change increases the necessity
of making development sustainable. One of the causes of the climate change
is most probably the emission of the greenhouse gas CO> from the use of the
non-renewable stocks. Therefore 108 governments agreed to reduce their COs
emissions with the Kyoto protocol (UNFCCC 1997). This protocol mentions
"Enhancement of energy efficiency in relevant sectors of the national economy’
and ’Promotion, research, development and increased use of new and renewable
forms of energy’ as measures to reduce COy emissions. These measures are
also two main ones for reaching sustainable development. Renewable forms of
energy are for example generated from the sun, wind, and biomass. Energy
efficiency and developing renewable energy forms are linked. The use of the
limited renewable energy forms must be done preferably as energy efficient as
possible.

1.1.2 Distillation and reactors

According to Humphrey and Siebert (1992), chemical industry accounts for
27 % of the industrial energy use in the USA in 1991. The process of distil-
lation uses 40 % of that. So, distillation accounts for 11 % of the industrial
energy use in the USA. Another large energy demander in chemical industry
are the reactors. Thus, increasing the energy efficiency of these processes can
be a significant factor for increasing the overall energy efficiency of society
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and sustainability level of development. Distillation columns and most of the
reactors are based on well-known technology, and one might expect that they
are fully developed. The oldest study found on improving the efficiency of
distillation was by Miller (1935). But it is known that there is still a large
potential for improvement, see Fonyo (1974a,b), Linnhoff and Smith (1979),
Rivero (1993), Sauar (1998), Nummedal (2001). This potential for optimisa-
tion is the motivation to study distillation and reactors. The largest part of
the thesis is about distillation, while one reactor system is also investigated.

1.1.3 Minimising the entropy production rate

Enhancement of the energy efficiency is done by minimising the entropy pro-
duction rate. The second law of thermodynamics says that for all processes
the entropy production rate is equal or larger than zero, i.e. dS™*/dt > 0.
The entropy production rate is a measure of the departure from reversibility.
Since there are no completely reversible processes in reality, every real process
produces entropy. The second law efficiency for work requiring processes, like
distillation, is defined as (called thermodynamic efficiency by Smith and Van
Ness (1987)):

- Jyideal
~ Virideal _ 0 (gGirr /dt)

n (1.1)

where Wid€al is the minimum required work of the process:

virideal — (376 (H - T“S))in - (Y ém- TOS))Out (1.2)

gz.ﬁ (H —T98 ) is the theoretical work obtained when a flow ng is brought from its
present state to a defined reference state, i.e. exergy or available work (Kotas
1995). For a given process, the reference temperature (70 = 298.15 K) and the
minimum required work are fixed. So, minimising the entropy production rate
is the same as maximising the second law efficiency. This type of minimisation
is known in the field of mechanical engineering, see Bejan (1996).

The minimisation of entropy production rate is a different optimisation than
maximising the first law efficiency. The first law of thermodynamics says that
energy is conserved. Its energy efficiency is defined for work requiring processes
as (called thermal efficiency by Smith and Van Ness (1987)):

. minimum work required  J¥ideal
heat input S Qn
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Maximising the first law efficiency is only useful if the heat input, 3 Q™ is
the only important factor. Since maximising the second law efficiency takes all
factors into account by the entropy production rate, it is therefore preferred.
These optimisations are independent however. By maximising one, the change
of the other one is not given beforehand. It depends on the choice of variables,
constraints, and objective function for a given system.

1.1.4 Irreversible thermodynamics as a tool

Irreversible thermodynamics describe phenomena inside systems in terms of
fluxes and driving forces, e.g. heat and mass transfer and reactions. Non-zero
fluxes and forces mean that the system operates a certain distance from equi-
librium. The necessity for irreversible thermodynamics is growing, as more
accurate knowledge about phenomena inside systems is required for further
improvement (Demirel and Sandler 2001, Wesselingh 1997). This is the mo-
tivation to use irreversible thermodynamics in this thesis. The theory of irre-
versible thermodynamics is described in Kjelstrup and Bedeaux (n.d.), Ferland
et al. (2001), Kuiken (1994), De Groot and Mazur (1985). Irreversible ther-
modynamics is also called non-equilibrium thermodynamics.

Irreversible thermodynamics is based on the local entropy production rate in
W/Km?. By filling the energy balance, mass balance, charge conservation,
second law of thermodynamics, into the Gibbs equation, the local entropy
production rate o is derived as the sum of the products of fluxes J;" and local
driving forces X' :

o= J'Xx{ (1.4)
l

In this derivation local equilibrium is assumed (Hafskjold and Ratkje 1995).
The total entropy production rate of a process in W/K (dS'™/dt) is obtained
from the integration of the local entropy production rate over the volume:

ds :/adV (1.5)
\4

dt

The flux of phenomenon [ can be written as a sum of products of phenomeno-
logical coefficients and forces:

= tmX), (1.6)

Alternatively, the force of phenomenon [ can be written as a sum of products
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of phenomenological coefficients and fluxes:

X/ = rimdy, (1.7)

m

The coefficients in Eq 1.6 are conductivities, while the ones in Eq. 1.7 are
resistivities. These sums of products can be used to describe a manifold of
entropy producing phenomena, including coupling. But the flux is not linear
in the forces for all phenomena . Reactions are the best known exceptions.

Equations 1.6 and 1.7 provide a systematic manner of describing phenomena,
which produce entropy. However, the full non-equilibrium model can become
complex, or necessary information (e.g. the coefficients) can be lacking. An
entropy balance of the system (see e.g. Bejan (1996), Smith and Van Ness
(1987)) can then be used:

G- ()" (Xe)" -2 o

The first two terms on the right hand side are the flows of entropy from the
molar flows in and out of the system, while the last term is the contribution of
heat flows in and out. The absolute entropies are calculated from equations of
state. Since this balance requires less information than the flux-force equations,
it is easier to apply.

This thesis can be seen as a continuation of the Master’s thesis of De Koeijer
(1997), and the Ph.D. theses of Sauar (1998) and Nummedal (2001). Sauar
studied energy efficient process design by equipartition of forces with appli-
cations to distillation and chemical reaction. The theorem of equipartition of
forces (EoF)! says that for a process at minimum entropy production rate the
driving forces should be equal along the transport path, provided that the total
production is the only constraint. Its derivation is based on irreversible ther-
modynamics and Euler-Lagrange minimisation. Nummedal (2001) minimised
the entropy production rate for heat exchangers, ammonia reactor, and pri-
mary steam reformer. His results showed that the state of minimum entropy
production rate can be different than the theorem of EoF suggested. The rea-
sons were that the studied systems were more complicated and non-linear, and
that the constraints did not comply with the ones leading to EoF. This thesis
continues the work of Nummedal with an emphasis on distillation.

n Sauar (1998) it is called the principle of equipartition of forces.
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1.2 Purpose

The purpose of this thesis is to determine the most energy efficient operation
of distillation columns and a reactor by applying irreversible thermodynamics.
For this purpose the entropy production rate is minimised, which is the same
as maximising the second law energy efficiency. The aim of the minimisation is
to provide chemical industry the thermodynamically optimum operation. The
development of chemical industry can be made more sustainable by knowing
this minimum.

1.3 Optimisation of distillation
1.3.1 The model

Since the largest part of the thesis is about optimisation of distillation, an
introduction is given here. A distillation column is often a steel slim column
with sieve trays inside. Figure 1.1 shows a sketch of a column, and Figure 1.2
shows a sieve tray.

Conder:s_er@»
Vh

—_— An-1 . °° QOTQyn ©
Feed | §0%9B gle oo o
Y [p— 1o0er Deetio 5%
— A oS ISR S 20
Reboiler | z 2
Figure 1.1. Sketch of an adiabatic Figure 1.2. Sketch of sieve
distillation column tray number n

A distillation column separates a feed mixture into two fractions with different
boiling temperatures and compositions. On each tray a part of the separation
is done. The two flows arriving at the tray, vapour flow V,11 and liquid flow
L, 1, are not in equilibrium with each other. Due to mass and heat transfer
across the liquid/vapour interface, these flows are brought closer to equilibrium,
and leave as V,, and L,,. The top product (distillate) contains the fraction with
the lower boiling point, while the bottom product contains the fraction with



6 Chapter 1. Introduction

the higher boiling point. The top section above the feed is also called the
rectifying section, and the section below the feed the stripping section.

A model of distillation is an important tool for studying its behaviour, since
experiments on industrial scale are expensive. King (1980) gives an overview.
In the context of this thesis, these models can be divided into equilibrium
and non-equilibrium types. The equilibrium model is the oldest and most
convenient. It assumes that the flows leaving each tray are in equilibrium with
each other. As the name already indicated, the non-equilibrium model assumes
that the flows leaving the tray are not in equilibrium with each other, see also
Taylor and Krishna (1993), Wesselingh (1997), Krishna and Wesselingh (1997).
In this work it is pursued to use a fully non-equilibrium model. But at the
start of the thesis, the model had to be simple, and we used a model with
the equilibrium assumption. Irreversible thermodynamics is then applied to
gain insight and experience. Later in the thesis, non-equilibrium models are
studied.

All the results are obtained from steady state models. This means that all
aspects that are related to time (control, fouling, start-up/shut-down) are not
taken into account. These aspects should be taken into account in a later
stage.

1.3.2 Adiabatic versus diabatic distillation

A conventional column has only two heat exchangers: the reboiler at the bot-
tom and the condenser at the top, and it is called an adiabatic distillation
column, see Fig. 1.1. A known measure for increasing the second law effi-
ciency is to put in heat exchangers on each tray. The theoretical concept
was published by Fonyo (1974a) and is shown in Fig. 1.3. He suggested to
put side reboilers and condensers after each tray. The column has a verti-
cally stretched diamond shape, because the diameter is taken linear with the
vapour flow. Rivero (1993), Le Goff et al. (1996) studied this type of distilla-
tion in more depth, and did experiments on a rectifying column. They put the
heat exchangers inside the column, and called it diabatic (= non-adiabatic)
distillation. Figure 1.4 shows a sketch of the diabatic rectifying column.

In this thesis diabatic distillation is studied. The difference between adiabatic
and diabatic columns can be shown with a McCabe-Thiele diagram, see King
(1980). Figure 1.5 shows these. The operating lines in the adiabatic column
are (nearly) straight, because the vapour and liquid flows are (nearly) constant
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Condeﬂé

E\r\\_\\_\éwru_

Feed ; 5 |
9
Reboiler

Figure 1.3. Reversible column from Figure 1.4. Ezxperimental diabatic
Fonyo (197}a) rectifying column from Rivero (1993)

from tray to tray in each section. The heat exchangers in the diabatic column
enable the flows to differ from tray to tray. So, the operating lines can be
curved, as shown in the figure. Transport phenomena produce less entropy if
they operate closer to equilibrium. So, it is beneficial to put the operating
lines as close to the equilibrium line as possible. This means that putting the
operating lines roughly parallel to the equilibrium line would be beneficial for

the diabatic column.

(a) Adiabatic (b) Diabatic

Figure 1.5. McCabe-Thiele diagram of adiabatic and diabatic column
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By comparing the McCabe-Thiele diagrams of the adiabatic and diabatic
columns, it can be seen that the operating lines of the diabatic column are
overall closer than the ones of the adiabatic one (at constant number of trays,
and in- and output compositions and flows). So, the ability of the diabatic col-
umn to operate closer to equilibrium is one reason why this type of column can
be more energy efficient than the adiabatic column. Coupled to this ability,
diabatic distillation enables cooling at a higher temperature, and heating at a
lower temperature than the adiabatic column. In both cases the negative sum
of duties dived by temperature (— > Q/T, see Eq. 1.8) becomes less. This can
also be seen from the Carnot efficiency. These arguments are rough, but valid.

It is pursued in this thesis to determine how to operate this column at minimum
entropy production rate with a given separation performance. The question is
now to determine how much heat must be removed, or added in those extra
heat exchangers. The exact solution is more complicated than Fig. 1.5 suggests.
A sketch of the diabatic column at minimum entropy production is drawn in
the conclusions as a follow-up of Figs. 1.3 and 1.4.

The benefits of reducing the entropy production rate in distillation may seem
not as straightforward as the ones of reducing the energy demand. The reason
is that entropy is a measure for the quality of energy. By reducing the entropy
production rate, the quality of the inlets are decreased, and/or the quality of
the outlets are increased. This can be explained more practically for the case
of heating with steam: one needs steam at a lower temperature as input, or
receives steam at a higher temperature as output. For cooling with water the
same applies: one needs water at a lower temperature, or receives water at
a higher temperature. Especially the higher outlet temperatures can make a
significant difference. A cooling water outlet can turn from useless in adiabatic
column to useful in a diabatic column, which was shown experimentally by
Rivero (1993).

1.3.3 Other optimisations

The most common thermodynamic optimisation in distillation until now is not
the one of the second law efficiency. But it is the minimisation of the energy
demand, i.e. maximising the first law efficiency, see Eq. 1.3. Koehler et al.
(1995) gave a review on this topic. The number of trays, location of feed
tray and reflux ratio are examples of the main variables. These minimisations
are mainly done for adiabatic columns, because these are most common in
industry. An economically sound optimisation would be the maximisation of
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the net present value of a project (Park and Sharp-Bette 1990). This property
decides in the capitalistic system whether a project is going to be done or
not. The differences in net present value between the adiabatic and diabatic
distillation are still being discussed, but Tondeur and Kvaalen (1987), Kauchali
et al. (2000) gave indications that diabatic distillation can be economically
feasible. However, it must be said that this is not certain before a design of
a diabatic column on industrial scale is worked out. Until then, the results
of this thesis can best be seen as a direction in which chemical engineers can
design their plants.

1.3.4 Other separation technologies

Beside distillation, there are many other types of separation, like membrane,
crystallisation, absorption, and extraction processes. King (1980) discussed
several of those. Furthermore, Humphrey and Siebert (1992) calculated that
membrane separation has a theoretical first law efficiency of 100 %. But they
also say that this separation process can be very expensive. The same publi-
cation states that distillation is reliable, has a simple flow-sheet, and has often
the lowest capital cost. In the literature other operations with higher second
law efficiency than adiabatic distillation columns are described. Adding the
heat, that is released in the condenser, via a heat pump in the reboiler is
known technology, see King (1980). Furthermore, Mah et al. (1977) evaluated
a distillation column with different pressures in rectifying and stripping section;
this makes it possible to add the heat, that is removed in the rectifying section,
to the stripping section. They called it Secondary Reflux and Vapourisation
(SRV) distillation. This type of distillation is used to develop Heat Integrated
Distillation Columns (HIDiC), where the reboiler and condenser are removed
from the SRV column. The most recent publication found on HIDiC is by
Nakaiwa et al. (2001). A HIDiC is also called Internal Thermally Coupled Dis-
tillation Column (ITCDIC), see Liu and Qian (2000). Both SRV columns and
HIDiC/ITCDIC have a higher energy efficiency than the adiabatic column.
But they need compressors which lead to an additional entropy production
rate. Furthermore, their direct heat integration between stripping and rectify-
ing section might make it difficult to follow the heat in- and outputs from the
state of minimum entropy production rate, which are proposed in this thesis.
Finally, a Petlyuk (or thermally coupled) column is an interesting design for
separating three components in one column, see again King (1980). It has a
higher first law efficiency than two adiabatic columns, but Agrawal and Fid-
bowsky (1998) showed that this column does not always have higher second
law efficiency than the two adiabatic columns.
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1.4 Thesis outline

This thesis contains 6 chapters that have been or will be published. The
work started in the spring of 1998. Two promising methods for minimising
entropy production rate in distillation were already published: the theorems of
Equipartition of Forces (EoF, Sauar et al. (1995)) and Equipartition of Entropy
Production (EoEP, Tondeur and Kvaalen (1987))2. Their simplicity and the
improvement potential of distillation were the main reasons to start. There
were many open questions. The first one to answer was how to determine the
location of two heat exchangers with the EoF theorem. A diabatic column
with only two extra heat exchangers has industrial significance, and was easier
to optimise than a fully diabatic one (De Koeijer et al. 1999, 2002a).

The thesis starts with the decision to find the global minimum of the entropy
production rate of a fully diabatic column, i.e. heat exchangers on all trays.
Chapter 2 and De Koeijer and Kjelstrup (2000) contain the development and
application of a numerical and analytical method for minimising the entropy
production rate of two different columns. Meanwhile, two other methods were
published in Schaller et al. (2001), Andresen and Salamon (2000). This led
to discussions, and it became clear that the methods needed to be compared.
The comparison is given in Chapter 3 and De Koeijer et al. (2001).

The results in the first two chapters were theoretical and computational ones.
In order to obtain more understanding, the systems also needed to be studied
experimentally. Cooperation with R. Rivero provided the necessary experi-
mental data on diabatic distillation. Experimental verification of the theories
is presented in Chapter 4 and De Koeijer and Rivero (2002). The contribution
of the heat exchanger was also studied. This led to the next project, pre-
sented in Chapter 5 and De Koeijer et al. (2002b). The objective function was
extended with the entropy production rate due to heat transfer in the heat
exchangers. This meant that the system finally contained the whole column.

An indication that coupling between heat and mass transfer is significant in
distillation was also found in Chapter 4. This was further investigated, in com-
bination with our aim to take away the assumption of equilibrium between the
flows that leave the tray. In Chapter 6 and Kjelstrup and De Koeijer (2002),
we derived an extended set of transport equations with overall coefficients, that
quantified the influence of the Soret effect and interface. Finally, optimisation
of reactors was also investigated, like Sauar (1998) did. The knowledge ob-

?Like EoF, EoEP was called a principle
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tained from distillation was used for the minimisation of entropy production
rate in a SO9 converter in Chapter 7.
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Abstract

In this work we increase the second law efficiency in an ideal binary
tray distillation column by allowing heat exchangers on all trays.
We find by numerical optimisation the duties of the heat exchang-
ers that gives the highest second law efficiency of the column. The
entropy production rate was reduced by 30-50% compared to adia-
batic operation for two different columns. The numerical optimum
was in agreement with the result of an Euler-Lagrange minimisa-
tion in which the total entropy production rate was described by
irreversible thermodynamics. The minimum was not characterised
by equipartition of forces.

2.1 Introduction

Distillation is widely used in the process industry despite its low second law
efficiency (5-20%). We have studied the addition of heat exchangers on the
trays as a way to increase the efficiency in ideal binary tray distillation, that is
diabatic distillation, see Rivero (1995) and Le Goff et al. (1996). In this work
we allow heat exchangers on all trays. The aim of the work is to find the vari-
ation of the duties of these exchangers across the column (called duty profile)
that gives the minimum entropy production rate. A numerical method will be
compared with an analytical method based on irreversible thermodynamics.
We optimise two different example columns that perform a given separation,
i.e. the same amounts and mole fractions in the distillate and bottom. An-
other objective is to compare the solutions of the methods with the principle
of equipartition of forces. This principle says that the force is constant on each
tray in the case of minimum entropy production (Sauar 1998, Kjelstrup Ratkje
et al. 1995). It is known that this solution is not true if the number of con-
straints on the minimisation is increased beyond that of constant production
(amount of transferred mass), see Bedeaux et al. (1999). Sauar (1998) also
found limitations to the principle of equipartition of forces.

2.2 The system

The binary tray distillation column has heat exchangers on all trays. We
calculate the entropy production rate due to heat and mass transport through
the liquid-gas interface on each tray, see Eq. 2.1 below. The entropy production
rate due to the temperature difference between the in- and outlet of the cooling
and heating media is not taken into account at this stage.
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Table 2.1. Column parameters

Alkane Alcohol
Component 1 n-pentane methanol
Component 2 n-heptane isopropyl alcohol
Pressure (bar) 1.00 0.75
Feed (mol/s) 100 100
Distillate (mol/s) 26.531 48.913
Bottom (mol/s) 73.469 51.087
¥ 0.270 0.500
z? 0.990 0.970
B 0.010 0.050
Trays 15 19
Feed tray 8 10

The column is defined by the pressure, feed flow (F'), distillate flow (D), num-
ber of trays (N), feed tray location, mole fractions in the feed (z}), and the
mole fractions in the distillate (), see Table 2.1. Mass balances then gives
the bottom flow (B) and the mole fractions in the bottom (z2). These param-
eters are also given in the table. The reboiler and condenser are the first and
last tray, respectively. The feed tray is the one which gives minimum entropy
production rate in the adiabatic column.

2.3 Theory
2.3.1 Three flows and their corresponding forces

Figure 2.1 illustrates the details of the processes on a tray. The flows and mole
fractions below tray number n have subscript n; the flows and mole fractions
above tray number n have subscript n + 11,

The flow of component i on tray n, J;p, is the flux times the area of transfer.
This area is assumed to be constant during the equilibration process on the
trays. The entropy production rate for tray number n is then (De Koeijer et
al. 1999)%:

dsise
dt

1 1 1
= JgnBn | = ) = Jinzr BAnpr—Jon—An 2.1
Jq, <T> Ju, T Antr Ja, T, Onkar (2.1)

Tn the rest of the thesis the other way of numbering will be used, where the flows that
leave the tray have the same number.
2See De Koeijer et al. (2002a)
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Figure 2.1. Schematic representation of a tray

The flows are the flows of measurable heat (Jy,)® and mass (J;,) from the
liquid into the gas phase. The forces for mass transport(—A,u;r/T,) and
heat transport(A,, (1/7)) are obtained by integrating between the vapour in-
and outlets of tray n (with the assumption of a constant averaged flow during
the equilibration process). In terms of vapour mole fractions (y) we have for
the force for mass transport:

1 .
Xi,n = _T_Anﬂi’T = —RIDM (22)
n Yin

In the integration, it is assumed that the process ends when there is equilibrium

on the tray. The assumptions behind Eq. 2.1, are not correct on a molecular
level, but provide a good approximation for this work.

2.3.2 The entropy production rate in reduced form

The expression 2.1 is still complicated, and a simplified version is sought. Our
experience so far in Kjelstrup Ratkje et al. (1995), De Koeijer et al. (1999)
is that the thermal force and flow gives a small contribution to the entropy
production (<8%). We shall therefore neglect the first term to the right in
Eq. 2.1. The two remaining terms are related by the Gibbs-Duhem equation.

We shall use:
_ _ Y1,nY1,n+1
~UnAufp = Apgy where g, = =Rt (2:3)
Y2,nY2,n+1

®De Groot and Mazur (1985) and Kjelstrup and Bedeaux (n.d.) use J,, for the same
property
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By integrating only over variations in the vapour phase, we have assumed that
the entropy production rate in the system is in the vapour, and/or at the
boundary between gas and liquid. The reduction of the entropy production
rate to a one flow - one force expression is now possible:

dsie
dt

1
= (=Jin +TnTon) - A = I3 Xip (2.4)
n

Better approximations for the flows and forces than these may be found when
phenomenological coefficients become available (Bedeaux et al. 1999), and we
do not longer need the assumption of equilibrium between liquid and vapour
at the outlets on all trays. The entropy production rate on a tray can be
calculated from Eq. 2.4, but also from the entropy balance on each tray:

Qn
T,

asy”

o nt1Smi1 + LSy — VuSY — Ly1Sh,1 —

(2.5)

The entropies (S) are given by an equation of state, and @,, is the heat added
from the heat exchanger at tray n and temperature T),,. We shall use Eq. 2.5
to evaluate Eq. 2.4.

2.3.3 Euler-Lagrange minimisation

The minimum value of the entropy production rate in Eq. 2.4 is pursued, given
the boundary conditions listed in Table 2.1. The minimisation problem can be
formulated as Biegler et al. (1997):

N d irr N
min ) o= > TR X
1 1

N
st. Fzl' — BeP = DaP = Z Jin =1
1

N
Fzf —Bay =Daf =) Jon=1
1

CL'D N
Rln <—1B> = ZXM =1
7 T

P\ &
Rln <$—B> = Xopn=1I4 (2.6)
2 1
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The two constraints on the flows, with values I; and I, represent the produc-
tions (or transferred amounts of mass) of the two components. The last two
constraints, I3 and Iy, fix the energy levels of the output flows (the chemical
potentials of the two components). The four constraints are independent of
one another. By working out Eq. 2.6, we obtain:

J, i,n

2% = Milip = dolon = Ns+ M, where  Lin= 2" (2)
n

The N’s are the Lagrange multipliers. The result does not depend on the
variable chosen for the minimisation (X1, Xon, Jin, Jon or Ji°). The
minimum entropy production rate should be characterised by Eq. 2.7. The
equation means that we neither have a uniform distribution of forces, nor of
entropy production.

2.4 Calculation procedure

The tray column simulation method described earlier by De Koeijer et al.
(1999) gave mole fraction -, flow -, and temperature profiles. Entropies were
obtained from the Peng-Robinson equation of state. The entropy production
was calculated according to Egs. 2.4 and 2.5. A minimisation algorithm was
constructed, called a bouncing algorithm#*, containing a random and a deter-
ministic part. The numbers given in the following are illustrative. To start, a
duty profile was chosen that did not violate mass and /or energy balances. The
randomisation part consisted of the generation of a new profile by a random
stepwise increase or decrease of the duty on one random tray. The new duty
profile was simulated accordingly. In the cases that the entropy production rate
became higher or that the mass- and /or energy balances were violated, the new
duty profile was rejected, and a new random step was made from the previous
duty profile. In the case that the entropy production rate became smaller, the
new duty profile was accepted as a new starting point. As the deterministic el-
ement the random step was multiplied by an exponentially decreasing factor f.
In this way the entropy production rate decreased to a minimum. To bounce
out of a possible local minimum, the entropy production rate was multiplied
by a factor 1.5 and the procedure repeated 1000 times, starting with a high
value for the factor f. In this way the entropy production can bounce out of
a local minimum and hopefully end up bouncing around the global minimum.
We cannot prove that this numerical procedure guarantees a global minimum.

“This algorithm is similar to the ones in Chapters 3 and 5, and is called the Monte Carlo
algorithm
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On the other hand, we were able to reproduce the results by repeating the
procedure, with different starting points and algorithm parameters. Also the
bouncing in and out of local minima could be observed.

2.5 Results and discussion
2.5.1 Consistency of data sets

The entropy production rate was calculated from Eq. 2.4 and plotted as a
function of the entropy production rate from Eq. 2.5 for all trays in the adi-
abatic as well as the diabatic columns. Figure 2.2 gives the results for the
pentane-heptane column and Figure 2.3 gives the same for the methanol-
isopropylalcohol column. Each point in the figures represents one tray.

50 q 45 -
X X
'_Q) 45 £ 40 4
3 40 3
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T 254 v
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Entropy production from Eq. 2.5/ J/s.K Entropy production from Eq. 2.5/ J/s.K

Figure 2.2. The entropy production  Figure 2.3. The entropy production
rates by alkane separation of Eqs. 2./ rates by alcohol separation of Eqs. 2.4
and 2.5 and 2.5

We see that there is good consistency between results from the two equations
for both columns with minimum entropy production rate, see the dark points
in both figures. Only for the adiabatic column that separates alkanes, the
consistency was less good. The consistency is overall remarkable, considering
the number of assumptions that we have used. Model errors in the Peng-
Robinson equation of state may also contribute to the deviations.
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2.5.2 The duty and temperature profiles from the numerical min-
imisation procedure

The results of the numerical minimisation are given in Figure 2.5 for the al-
cohol column and in Figure 2.4 for the alkane column. The duty profile in
the corresponding adiabatic columns are also given in the figures. The heat
exchanger at tray number 1 is the reboiler and the heat exchanger at the tray
number 15 (alkane column) or 19 (alcohol column) is the condenser. The total
entropy production rate in the alkane column was reduced with 47% (from
295.3 to 156.4 J/sK) and in the alcohol column with 29% (from 425.1 to 300.8
J/sK) by applying the given duty profiles.

1.75 4
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= 19 § A minimum
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S0754 A >
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Q
0.5 1 T os
. X
0.75 Tray number from reboiler 45 Tray number from reboiler X
Figure 2.4. Duty profiles of the Figure 2.5. Duty profiles of the
alkane separating columns alcohol separating columns

The adiabatic columns have a large positive heat supply in the reboiler, and
a large negative heat supply (i.e. a heat release) in the condenser. Otherwise
the duties on the trays are zero, as required by the definition of an adiabatic
column. The diabatic columns with minimum entropy production rate have the
highest positive duties in the reboiler, next to the reboiler and below the feed
tray. The highest negative duties are in the condenser, next to the condenser,
and above the feed tray. The corresponding temperature profiles are given in
Figure 2.6 and 2.7.

The first observation is that the profiles of the columns with minimum en-
tropy production rate are straighter. Secondly, in both profiles the differences
between adiabatic and minimum columns are smaller for alcohol separation
than for alkane separation (compare Figures 2.4 and 2.6 with 2.5 and 2.7).
This explains the different relative savings on entropy production rate in the
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two columns. The absolute values of the duties and temperatures given here
depend on parameters in Table 2.1.

2.5.3 Comparison of the Lagrange and numerical minimisation pro-
cedure

The results from Figures 2.4, 2.5, 2.6, and 2.7 were fitted to Eq. 2.7 using
multi-variable linear regression. The resulting Lagrange multipliers and their
standard errors are given in Tables 2.2 and 2.3.

Table 2.2. Lagrange multipliers of the minimum entropy producing alkane

column
referring to unit
A1 U -1.26+£0.11  J/mol K
A2 lop 3.08+£0.24 J/molK
Ag  intercept  -5.64+0.73  mol/s
A4 Un 1.564+0.098 mol/s
Table 2.3. Lagrange multipliers of the minimum entropy producing alcohol
column
referring to unit
A1 lip -0.7344+0.063 J/mol K
A2 lop 1.204+0.10 J/mol K
A3 intercept -17.8+1.6 mol/s

A4 Un 7.06+0.53 mol/s
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The tables show that Eq. 2.7 reproduces the results well. The regression coeffi-
cients for the fit were 0.995 for the alkane separating column and 0.989 for the
alcohol separating column, and rather straight normal probability plots were
observed. The data for the adiabatic columns did not show compliance with
equation 2.7. It was observed that the compliance increased with decreasing
entropy production rate. The signs of the Lagrange multipliers seem likely.
The two components are transferred through the phase boundary in opposite
directions. The Lagrange multipliers of the forces and flows, should therefore
have opposite signs for the two components, which is indeed observed. We
conclude that Eq. 2.7 is a good model for the minimum entropy production
rate of these two binary distillation columns. Mathematical expressions for the
Lagrange multipliers are now lacking. Such expressions will make the theory
independent of the numerical minimisation. A more quantitative analysis of
the entropy production rate is required before industry can use the results. We
have neglected the contribution of the cooling/heating media in the heat ex-
changers to the entropy production of the total column. This is most probably
a non-negligible contribution.

2.5.4 Comparison with isoforce operation

For a column with minimum entropy production, Sauar (1998) and Kjelstrup
Ratkje et al. (1995) have derived the principle of equipartition of forces us-
ing only the first two constraints given above in Eq. 2.6. The operating path
of the column was then given by an equal distribution of the forces (isoforce
operation). The in- and output mole fractions were not restricted. The litera-
ture on this principle supported that this operation was possible (Sauar et al.
1997), but Sauar (1998) observed also limitations. Mass balances appeared to
be violated in the upper part of a column. We conclude that in general binary
diabatic distillation with fixed separation has not enough freedom to adjust to
isoforce operation. To come closer to isoforce operation, the designer must be
willing to remove the constraints on the forces and to restrict only the amounts
of transported mass. A design measure to get the forces more equal on each
tray might be to feed on each tray, in addition to the heat exchangers. This
might solve the observed mass balance violations. The importance of this work
lies more in the method than in the obtained results. Numerical minimisation
methods, like the bouncing algorithm® used here, provide the minimum value
of the entropy production rate, but no theoretical basis for it. Our work aims
to give such a basis, by investigating the nature of minimum entropy produc-

%i.e. Monte Carlo algorithm
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tion rate. Systematic efforts should be made to characterise column boundary
conditions, that are compatible with minimum entropy production rate. Dia-
batic distillation is a well known method to reduce entropy production rate,
see Rivero (1995). But isoforce operation represents a minimum in entropy
production rate that need more degrees of freedom in design than offered by
diabatic distillation. It is important to understand the minimum entropy pro-
duction rate in a diabatic column. But it is also important to find boundary
conditions that give isoforce operation, because this operation has yet a lower
minimum entropy production rate.

2.6 Conclusion

A numerical method has been demonstrated that finds the state of minimum
entropy production rate in distillation columns with heat exchangers on all
trays. The method gives results that are consistent with a theoretical descrip-
tion, based on irreversible thermodynamics and the Euler-Lagrange method.
For diabatic distillation with fixed separation it is required that also in- and
output energy levels are constraints in the Euler-Lagrange variation. The cal-
culation was simplified with sufficient accuracy, when the entropy production
rate was described with only one force and one flow. Future work is now to in-
clude the contribution of the heat exchangers into the theoretical minimisation,
and to a priori determine the values of the Lagrange multipliers.
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Abstract

Diabatic distillation, i.e. with heat exchangers on all trays, can
increase the second law efficiency drastically compared to adia-
batic distillation. The purpose of this research was to describe the
entropy production rate in one adiabatic and one diabatic experi-
mental water/ethanol rectifying column by applying the theory of
irreversible thermodynamics. As a benchmark for the description,
an exergy analysis of the two columns was used. This analysis
showed that the diabatic column looses 39 % less exergy than the
adiabatic column. Heat and mass transfer on the trays and in the
heat exchangers determined the entropy production, and neither
pressure nor mixing effects played a large role in these columns.
The significance of this work is the experimental confirmation of
the theory on diabatic distillation.

4.1 Introduction

Most of the distillation columns are adiabatic with a reboiler at the bottom,
a condenser at the top, and adiabatic trays in between. If heat exchangers
are added on each tray, the second law efficiency can be increased drastically,
see Fonyo (1974a,b), Le Goff et al. (1996), Agrawal and Fidbowski (1996),
Sauar et al. (1997). Distillation with heat exchangers on all trays is called
diabatic distillation, and has been studied with several designs and different
names. Mah et al. (1977) evaluates a diabatic distillation column with different
pressures in rectifying and stripping section; this makes it possible to add the
heat, that is removed in the rectifying section, to the stripping section. They
call it Secondary Reflux and Vaporisation (SRV) distillation. Liu and Qian
(2000) take out the reboiler and condenser from the SRV column, and call
it Internal Thermally Coupled Distillation Columns (ITCDIC). Here, only a
diabatic rectifying column is considered with condenser and reboiler, and with
neither compressors nor valves.

Nearly all publications on these types of distillation have been based on theo-
retical simulations that use the assumption of equilibrium on all trays, except
two: Rivero (1993) and Rivero et al. (1993), who have published experimental
data on diabatic distillation of ethanol/water. Although the assumption of
equilibrium on all trays is a convenient way of modelling, it is incorrect ac-
cording to Wesselingh (1997) for real distillation. In general there is a need
for non-equilibrium descriptions for correct modelling of distillation columns.
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Irreversible thermodynamics is a general theory that describes non-equilibrium
processes, see Fgrland et al. (2001), De Groot and Mazur (1985). It describes
the entropy production rate systematically, including coupling, in terms of
fluxes and driving forces. The use of irreversible thermodynamics is relatively
new to the field of distillation, and is still under development. The pillar
of irreversible thermodynamics is the entropy production rate. So, it is by
origin suitable for processes where second law analysis and optimisation are
important. Diabatic distillation is typically such a process. A model for non-
equilibrium distillation based on semi-empirical chemical engineering is how-
ever established, see for example Taylor and Krishna (1993), Krishnamurthy
and Taylor (1985a,b). But a well established model based on the entropy pro-
duction rate from irreversible thermodynamic can provide a good alternative.

Irreversible thermodynamics has already been used for describing heat and
mass transfer through the interface in simulated equilibrium columns, see Sauar
(1998), De Koeijer et al. (1999)!, De Koeijer and Kjelstrup (2000), but not
yet for columns where the theory is made for: real non-equilibrium columns.
Furthermore, the second large contributor to the irreversibilities in diabatic
distillation, the heat transfer in the heat exchangers, is not taken into account.
This contribution will be included in this work, so that all heat and mass
transfer on the trays and in the heat exchangers are described. The purpose
of this work is to investigate how the description performs by applying it to
experimental results of water/ethanol rectifying columns. The data of one
diabatic and one adiabatic non-equilibrium column as published by Rivero
(1993) and Rivero et al. (1993) will be used. The second purpose is to analyse
the experimentally measured irreversibilities with the theoretical descriptions
from irreversible thermodynamics. Such analyses have been done by Taprap
and Ishida (1996), Ray and Sengupta (1996) for simulated columns. Their
results will be compared.

4.2 Experimental set-up

The experimental column was described in detail by Rivero (1993). Here fol-
lows a short summary. Two (run 1 and 9) of the 68 runs in Rivero (1993) are
chosen: one adiabatic and one diabatic. This choice is based on the similarity
of mole fractions and flows of the feed and products. The other runs were not
suitable for comparison. A scheme of one tray can be found in Figure 4.1.
A scheme of the columns can be found further on in Figure 4.2. The design

!See De Koeijer et al. (2002a)
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parameters are given in Table 4.1.
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Figure 4.1. Scheme of a tray.

Table 4.1. Column parameters.

Number of trays 10
Diameter (m) 0.15
Distance between trays (m) 0.275
Total height (m) 2.90
Total plate area/active plate area (10~% m?) 176.7/154.6
Plate height (1073 m) 2
Perforation diameter (1073 m) 2
Number of perforations (-) 125
Heat exchanger coil area (10~* m?) 240
Heat exchanger coil diameter (10~3 m) 6.35
Downcomer height above tray (1073 m) 20
Downcomer area (10~% m?) 11.05
Condenser heat exchange area (m?) 1.00
Reboiler heat exchange area (m?) 0.500
Oil flow into reboiler (kg/s) 0.160
Temperature of oil going into reboiler (K) 433.5
Temperature of water going into condenser (K) 287.1

4.3 Exergy analysis as a benchmark

For assessing the performance of the equations from irreversible thermodynam-
ics (see Egs. 4.5, 4.10, and 4.16 further on) a benchmark is needed. Rivero
(1993) already performed an exergy analysis (Kotas 1995) of the experimen-
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tal results. This will be used as the benchmark. Exergy loss and entropy
production rate are related to each other by the Gouy-Stodola theorem:

d Sirr

AEx = T°
v dt

(4.1)

By dividing the exergy loss by the temperature of the surroundings (7° =
298 K), the corresponding entropy production rate of the exergy benchmark is
obtained. The better an equation from irreversible thermodynamics describes
this corresponding entropy production rate, the better that equation is.

The exergy loss in Rivero (1993) is divided into losses on the trays (Eq. 4.2),
losses in the heat exchangers (Eq. 4.3), and outputs. The contributions due
to heat and mass transfer on the trays, and due to heat transfer in the heat
exchangers are pursued to be described with irreversible thermodynamics. The
losses due to the outputs are the same as their corresponding exergy value.
These outputs are not described by irreversible thermodynamics, because the
main interest is the irreversibilities on the trays and in the heat exchangers.
The exergy loss on tray n (AnE:v) is calculated with an exergy balance over
the tray (see Figure 4.1 for the symbols and numbering):

. TO
AnEx =V, 1Ex)  + Lo 1Exy_y —V,Ezy — L,Ex} + Qn (1 — T—) (4.2)
n

The exergy loss in the heat exchanger (AnExHX) is calculated with a balance
over the heat exchanger:

. 70
n

Imperfect insulation of the trays causes a small heat output (Q) on each tray.
This output is calculated with the energy balance. Its exergy loss is calculated
by:
. i . TO
ApEr =Q) <1 — —) (4.4)
T,
Equations 4.2 and 4.3 form an accurate way for obtaining the exergy losses due
to all phenomena taking place on the trays and in the heat exchangers (mass
transfer, heat transfer, mixing, turbulence, pressure drop etc.). But in this
analysis it lumps all phenomena together, and does not distinguish between
these phenomena. Exergy analysis based on balances can distinguish however
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between the contributions of heat transfer, mass transfer and pressure differ-
ence. But it can neither determine coupling, nor distinguish between the com-
ponents of the phenomena, the forces and flows. Irreversible thermodynamics
has these features per definition. In contrast to exergy analysis, irreversible
thermodynamics does not need entropies and enthalpies for calculating the
entropy production rate.

4.4 Irreversible thermodynamics
4.4.1 Heat and mass transfer through the interface

A common conclusion in previous analyses of irreversibilities in distillation
(Taprap and Ishida 1996, Ray and Sengupta 1996) is that mass transfer is
the largest contributor to the entropy production rate. They differ in what
the other large contributors are. Ray and Sengupta (1996) calculated that
the drag on the bubbles and work against the liquid during bubble growth
are significant contributions. Taprap and Ishida (1996) does not mention this,
but shows via Energy Utilisation Diagrams that the contribution of mixing is
comparable to the one of mass transfer. In this work the focus will be only on
the mass and heat transfer, and it will be shown that that is sufficient. So,
pressure and mixing effects are not taken into account.

Figure 4.1 gives a scheme of tray n with the variables, including numbering.
The enlargement of the bubble shows the three flows through the interface
causing the entropy production rate. Jy, and J, are the number of moles
of water and ethanol transferred per second from the liquid into the vapour,
i.e. mass transfer rates through the phase boundary. Jg is the corresponding
measurable (or Fourier type) heat flow through the interface, or alternatively
heat transfer rate. In this section only the equations used in this work are given.
Other descriptions and further details about the background and assumptions
can be found in Sauar (1998), Kjelstrup Ratkje et al. (1995), De Koeijer et al.
(1999)2. The entropy production rate on tray n due to heat and mass transfer
through the interface are described by three flow-force products:

dsie
dt

= JynXan + JwnXwn + JonXen (4.5)

In this equation the J’s are the flows (or integrated fluxes or transfer rates)
and the X’s are the average driving forces between inlets and outlets of tray
n. The averaging of the forces and the integration of the fluxes are discussed

2See De Koeijer et al. (2002a)
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by De Koeijer et al. (1999) and Kjelstrup Ratkje et al. (1995). The average
force for heat transfer on tray n is:

1 1 1 1
Xan =4 (¥> T2 <Tn+1 - Tn—1> (46)

Because water-ethanol is a non-ideal mixture, the driving force for mass trans-
fer must include the activity coefficients (). The average force of component
¢ on tray n is:

X;, = _lAUz o= lRln xi,nflfyi(xi,nfl)JDZ'*(Tnfl)xi,n'Yi(mn,i)JDi*(Tn)
’ T 2 YinYin+1P?

The saturation pressures (P) are calculated with the integrated form of the
Clausius-Clapeyron equation for a regular solution. The Margules parameters
for the activity coefficient are A;o = 1.6711 and Ay = 0.9006. The pressure
is assumed to be constant at 10° Pa. Alternative driving forces have been
proposed by Zemp et al. (1997), Taprap and Ishida (1996), Gani and Bek-
Pedersen (2000), which are all useful in their context. However, the difference
in chemical potential is preferred in this work, because it is a direct result of
the derivation of the entropy production rate (Fgrland et al. 2001). The flow
of moles of component i through the interface is derived in the interface frame
of reference from the mass balance over the vapour phase:

Ji,n = Vnyi,n - Vn+1yi,n+1 (48)

The measurable heat flow is derived from the energy balance over the vapour
phase:

(4.7)

—v
Jan :Vn(T,Y -T) [yW,nCI\g,w + ye,nclg,e] -
—v
Vard(T) 1 = T7) [Ywint1CP  + Yen 1100 ) (4.9)

TV is the arithmetic average temperature of the vapour, i.e the average tem-
perature at which the components are transfered through the interface. For
an equilibrium column, Eq. 4.5 can be simplified to one force-flow product.
The thermal contribution is neglected, all entropy production is located in the
vapour phase, and the Gibbs-Duhem equation is applied. This is done by De
Koeijer and Kjelstrup (2000), and satisfactory results were obtained for two
different columns. The description for the entropy production rate was:
1rr
djz = (Jw,n - yn‘]e,n) XvY,n

_ ( Ty — [Pttt J> Rl Ywn_ (4.10)
Ye,nYen+1 Yw,n+1
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This equation contains only one force-flow product, which is in agreement
with the one thermodynamic degree of freedom in a column with equilibrium
on all trays. The performance of this one flow-force equation will be compared,
together with three flow-force equation, with the exergy benchmark. The exis-
tence of these two equations claiming to describe the same, but with different
assumptions, shows both an advantage and a disadvantage of the use of the
theory of irreversible thermodynamics. The advantage is that one has insight
about the phenomena that produce entropy due to all the beforehand posed
assumptions. The disadvantage is that it demands (complex) knowledge of the
transfer phenomena. In the case of diabatic distillation, there are good reasons
for the extra effort accompanied by the use of irreversible thermodynamics.
First, the desired higher second law efficiency makes entropy production rate
a key issue. Secondly, a full phenomenological analysis can provide a good
understanding, and hence a well founded design for this promising process.

4.4.2 Heat transfer in the heat exchangers

The local entropy production rate due to heat transfer (o in J/K.s.m?) can be
described as a product of measurable heat flux (J/s.m?) and thermal driving
force (1/K.m):
1
a:ﬂv(¥> (4.11)

By integrating the flux (J{) and averaging the driving force between the cooling
water and the liquid in the column, one gets the entropy production rate in
J/K.s in terms of flow (Jq ) in J/s and average force in 1/K:

dsimHX 1 1 1 X
T - Jq’nA (f) - Qn (TCOOI o T;iOIumn) = Qan (412)

In this expression, the arithmetic average of the temperature of the cooling
medium is used:

— ool Tcool 4 TC3-011
The mass balance over the vapour phase shows that the sum of the mass
flows are the same as the difference between the vapour flows. And it is this
difference between the vapour flows that can be assumed to be largely caused
by the duty of the heat exchanger. In terms of equations this becomes:
Q@n

Jw,n + Je,n = Vn - Vn—i—l ~ Avapﬁ (4.14)




4.5 Results and Discussion 51

Table 4.2. Measured results of the adiabatic and diabatic columns.

Diabatic Adiabatic

Feed (mol/s) 0.318 0.331
Distillate (mol/s) 0.028 0.030
Bottom (mol/s) 0.291 0.301
Feed temperature (K) 344.8 358.4
Distillate temperature (K) 291.6 349.3
Bottom temperature (K) 369.1 370.8
Feed mole fraction ethanol (-) 0.0675 0.0710
Distillate mole fraction ethanol (-) 0.6972 0.7073
Bottom mole fraction ethanol (-) 0.0073 0.0074
Top pressure (10° Pa) 0.994 1.011
Bottom pressure (10° Pa) 0.995 1.021
Water flow into condenser 2.10 3.11

(and heat exchangers) (mol/s)

Measurement error in temperatures (K) 0.11 0.45

Measurement error in mole fractions (-) ~ 0.012 0.008

The average heat of vapourisation (Ay,pH) is in this column given by:

1 Qn
Vi—Vi

These relationships are only true if a linear relation between duty of the heat
exchanger and the increase of vapour flow can be assumed. By combining with
Eq. 4.5, the total entropy production rate for tray n with a heat exchanger
becomes:

dsirr

d; = JgnXqn + JwnXwn + JenXen + Avapﬁ (Jwn + Jen) XTI;IX (4.16)

This equation describes all heat and mass transfer on the tray and in the
heat exchangers, but not mixing and pressure effects. It is also valid for the
condenser and reboiler where there are no driving forces over the interface
present, leaving only the last term.

AvopH = (4.15)

4.5 Results and Discussion
4.5.1 Experimental Results

The measured flows, mole fractions, pressures and errors of the adiabatic and
diabatic column are given in Table 4.2.
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(a) Adiabatic column. (b) Diabatic column.

Figure 4.2. Results per tray of adiabatic and diabatic column.

The columns performed nearly the same separation. The results of the mea-
surements on the trays of the adiabatic and diabatic column are given in Figure
4.2. The mole fractions = and y are related to ethanol. The flows in mol/s
are at the left of the column the vapour flows, and on the right side the lig-
uid flows. The temperatures in bold-italic are the temperatures of the cooling
water, while the temperatures on the trays are temperatures of the liquid on
the trays. The duties are the amount of heat added (positive sign) or removed
(negative sign) on the nearest heat exchanger, reboiler or condenser. The dot-
ted lines represent the flow of the cooling water. In the adiabatic column it
flowed only through the condenser, while in the diabatic column it flowed first
through the condenser, and then down through all the coils on the trays (see
also Figure 4.1).
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Figure 4.3. McCabe-Thiele diagram of adiabatic and diabatic column.

In order to asses how far both columns operated from the equilibrium, the
McCabe-Thiele diagram in mole fractions is presented in Figure 4.3. Both
columns operated rather far (up to 0.26 in mole fraction) from equilibrium in
the middle part of the column. It is clear that a model using the assumption
of equilibrium on the trays will be inaccurate for these columns. The diabatic
column operated closer to the equilibrium line than the adiabatic one. Also a
slightly bent operating line of the diabatic column can be observed, while the
adiabatic operating line is near straight.

4.5.2 Exergy analysis

Figures 4.5 and 4.4 present the Grassmann diagrams (Kotas 1995) of the adi-
abatic and diabatic columns in terms of percents (adiabatic: 1%=42.7 J/s,
diabatic: 1%=41.0 J/s).

These diagrams show the differences in locations and amounts of exergy losses.
The arrows into the system are the exergy inputs, while the arrows pointing
outward are the exergy products or losses. The arrows downward point out
losses, and the arrows to the right out of the system are useful products. The
cooling water input into the condenser is not depicted in both figures because
this had a negligible exergy value. All the labels 'water’ refer to the cooling
water, and not to the water in the mixture. The arrows labelled 'heat loss’ are
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Figure 4.5. Grassmann diagram of diabatic column.

Carnot type losses. The arrow labelled ’transfer’ are losses due to heat and
mass transfer through the interface in the column. The heat outputs from the
column to the environment due to imperfect insulation are also drawn. First
of all, it becomes clear that the largest input for both distillation columns was
the heating medium (oil), and not the feed. Also the largest output was neither
the distillate nor the bottom product, but heat and output losses/products.
The main improvement by adding heat exchangers, i.e. diabatisation, was on
the temperature of the cooling water. In the adiabatic column the cooling
water coming out was a useless output at 340 K, i.e. the water output arrow
pointing down. However, in the diabatic column the water came out at 370 K
and was not a useless output anymore, i.e. the water output arrow pointing to
the right. This 30 K made the difference between useful and useless. It could
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have been used for heating somewhere else in a plant. This means that also for
a real non-equilibrium distillation process the diabatic way of operation had
a higher second law efficiency than the adiabatic way. The exergy loss was
overall reduced with 39%, and this can be called a major improvement. The
output due to imperfect insulation was higher in the adiabatic column than
in the diabatic columns. Probable causes could be a different surroundings

temperature, better insulation due to use of heat exchangers, or model error
of the absolute enthalpy model.

4.5.3 Heat and mass transfer through the interface

Figure 4.6 compares the results of the exergy benchmark in Eq. 4.2 with the
results of the three force-flow description in Eq. 4.5 and the one force-flow
description in Eq. 4.10 for the adiabatic and diabatic column.
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(a) Adiabatic column. (b) Diabatic column.

Figure 4.6. Results of Eqs. 4.5 and 4.10 compared with exergy benchmark.

The 3 flow-force description from irreversible thermodynamics follows the ex-
ergy benchmark well in the first 5 trays for both columns, afterwards the 3
flow-force points are lower than the exergy benchmark. But the qualitative
match is such that it can be concluded that in these columns mass and heat
transfer explains nearly all entropy production rate on a tray. The 3 flow-force
descriptions explains 90 % in the adiabatic and 96 % in the diabatic column
of the total entropy production. The other potential large contributions from
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pressure drop and mixing (Taprap and Ishida 1996, Ray and Sengupta 1996),
seem not to be significant in these columns. Because the pressure difference
over the whole column was small, it is plausible that the pressure drop has no
large effect, see Table 4.2. That these extra effects can be present, can be seen
from the exergy benchmark having a higher value on tray number 5-8. So, Egs.
4.5 did not describe all the phenomena that produce entropy. Concluding, the
mass and heat transfer through the interface in Eq. 4.5 describes the main
trends, and were the main contributors to the total entropy production rate in
these columns.

In both figures the one flow-force description in Eq. 4.10 predicted less ac-
curately the entropy production than the three flow-force Eq. 4.5. Also the
trends were caught worse. From these observations it is concluded that the one
flow-force equation was too simplified for these real non-equilibrium columns,
despite the satisfactory results in De Koeijer and Kjelstrup (2000). The reason
is that the assumptions behind Eq. 4.10 are not valid for these columns.

4.5.4 Heat transfer in the heat exchangers

Figure 4.7 shows the contribution of the heat exchangers for the diabatic col-
umn as calculated by Eqs. 4.12 and 4.14, compared to the exergy benchmark
in Eq. 4.4.
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Figure 4.7. Entropy production due Figure 4.8. All irreversibilities in
to heat transfer in heat exchangers diabatic column compared to exergy
compared with exergy benchmark. benchmark.

The value for the average heat of vapourisation, Avapﬁ, was 38195 J/mol.
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Both trends and values of the exergy benchmark were predicted remarkably
well. So, nearly all entropy production rate was described by the one flow
(AvapH (Jywn + Jen)) and average force (XIX). The effects of not described
phenomena, like pressure drop, played an insignificant role in the heat exchang-
ers of the diabatic column.

Figure 4.8 gives the sum of all contributions in Eq. 4.16 in the diabatic column
compared to the exergy benchmark, i.e. the sum of the values in Figures 4.6
and 4.7. Also here no large differences could be observed between the results
of the equations from irreversible thermodynamics and the exergy benchmark.
It is concluded that Eq. 4.16 predicted well the entropy production due to
heat and mass transfer through the interface and due to heat transfer in the
heat exchangers in the diabatic column.

4.5.5 Analysis of the irreversibilities

Due to diabatisation, the entropy production rate on the trays and in the
heat exchangers decreased from 9.31 to 7.75 J/K.s, calculated from the exergy
benchmark and Guoy-Stodola theorem in Eq. 4.1. As previously argued, the
description that uses irreversible thermodynamics can provide more insight
than the overall exergy analysis. Since it was concluded that heat and mass
transfer on the trays and in the heat exchangers could explain nearly all entropy
production rate in the columns, these transfer phenomena will be analysed.

An interesting question is: what has changed due to the diabatisation? This
question was answered by looking at the mass flows (Eq. 4.8) through the
interface and their corresponding driving forces (Eq. 4.7) in the diabatic and
adiabatic column in Figure 4.9.

The main differences were observed in the flows through the interface, espe-
cially of ethanol. By diabatisation a large part of the flow was taken away from
the condenser (tray number 0) into the column. This means actually that the
flow was moved from pure condensation (the condenser) to locations with mass
and heat transfer (the trays). The sum of the absolute ethanol flows through
the interface (from condenser to tray no. 10) was 0.437 mol/s in the adiabatic
case, while this was only 0.200 mol/s in the diabatic column. This explains
largely why the diabatic column had less entropy production rate due to heat
and mass transfer than the adiabatic column.
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Figure 4.9. Driving forces and flows through interface in adiabatic and
diabatic columns.

A similar but smaller redistribution was observed for the water flow through the
interface. However, the sum of the absolute water flows through the interface
from condenser to tray no. 10 was 0.307 mol/s in the adiabatic column and
0.297 mol/s in the diabatic column. There was only a small difference because
the direction of the water flow was the same in the condenser and on the

trays. The driving forces for water and ethanol transfer turned out to be
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rather similar in the diabatic and adiabatic columns, despite the different mole
fraction profiles in the McCabe-Thiele diagram in Figure 4.3. It is concluded
that the diabatisation changed mainly the ethanol flow through the interface.

The contribution from the heat transfer in the heat exchangers (including
condenser and reboiler) decreased from 7.67 J/s in the adiabatic column to
6.56 J/s in the diabatic column. This was caused by the redistribution of the
heat removal to higher temperatures. Removing heat at a higher temperature
is more favourable. This is explained by the Carnot efficiency, which can
be derived from the theory of irreversible thermodynamics, see Fgrland et al.
(2001). The sum of the absolute heat transfer in the heat exchangers (including
condenser and reboiler) increased slightly from 25.7 103 J/s in the adiabatic
column to 25.9 10 J/s in the diabatic column. This effect should increase the
entropy production rate, but was by far not large enough to compensate for
the redistribution of the heat removal to higher temperatures.

Figure 4.10 shows the three contributions to the entropy production rate due to
heat and mass transfer through the interface (i.e. the three flow-force products
in Eq. 4.5) on each tray of the diabatic column.
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Figure 4.10. Three contributions of Eq. 4.5 to entropy production due to heat
and mass transfer through interface in diabatic column.

First of all, mass transfer accounted nearly for all entropy production rate.
The contribution of heat transfer through the interface seems to be negligible.
But a surprising behaviour shows up: the contribution of the ethanol mass
transfer was negative on the first three trays, because the ethanol force and
flow had opposite sign. The sum of the three contributions was positive, as
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the second law demands. This means that ethanol was transfered against its
own gradient. It can be explained by looking at how forces and flows depend
on each other in terms of resistances (Fgrland et al. 2001):

Xe =reede + TewJw + TeqJq (4.17)

The resistance ree is related to normal Fick’s diffusion of ethanol, and the
second law dictates that it is always positive. The coupling resistance for in-
terdiffusion of ethanol and water is rew, and req is the resistance for coupling
between heat and ethanol transfer (or thermal diffusion or Soret effect). So,
the only physical explanation for the negative entropy productions is that cou-
pling in the form of thermal diffusion and interdiffusion was larger than the
Fick “s diffusion. However, the negative numbers are rather small for drawing
a solid conclusion. Although not likely, they could be blamed to inaccurate
measurements and models. But confirmation of this observation is obtained
from the data from De Koeijer and Kjelstrup (2000), where the entropy pro-
duction rate is minimised for two diabatic columns. In both columns negative
contributions can be clearly identified (not shown in publication).

It is said that the heat-mass coupling is negligible because the thermal gradients
are not large and not sustained long enough, see Taylor and Krishna (1993).
Equation 4.17 shows that a heat flow is enough for the heat-mass coupling to
have an effect, and that thermal gradients are not necessary. The heat flow is
in its turn generated by the driving forces for mass transfer by the reciprocal
coupling effect. So, as long as there is mass flow, there is heat flow, and there
is an effect due to heat-mass coupling. Hafskjold et al. (1993) says that it
may be important, but the effect of mass-mass coupling (or interdiffusion) is
most probably larger. Concluding, these negative contributions to the entropy
production rates are a strong indication that coupling was an important factor
in this diabatic rectifying column. This conclusion means that the contribution
from heat transfer could not be neglected, even if it is a small contribution (0.6
% of the total entropy production rate). It is certainly a part of this coupling
and might be significant. Because the established non-equilibrium distillation
model in Taylor and Krishna (1993) do not take all coupling into account, this
model might be in error for diabatic distillation. However, it is not yet possible
to give a good quantitative estimate of this error because there are, except for
Rivero (1993) and Rivero et al. (1993), no experimental data available on
diabatic distillation.
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4.6 Conclusions

The first conclusion is that the existing three flow-force description of entropy
production rate due to heat and mass transfer through the interface was in
agreement with the results of an exergy analysis. This is based on data from
two experimental non-equilibrium rectifying columns, separating ethanol from
water. This means that mass transfer through the surface determined largely
the entropy production rate in these columns. The second conclusion is that
the entropy production rate due to heat transfer in the heat exchanger was well
described by one product of flow and average force. The third and most impor-
tant conclusion is that diabatic distillation has proved to have also for a real
non-equilibrium column significantly lower exergy loss (39% less) than adia-
batic distillation. Furthermore, an analysis of the flows and forces showed that
the diabatisation mainly redistributed the ethanol flow through the interface.
Also a strong indication is given that coupling of heat and mass transfer was a
non-negligible factor in diabatic distillation. All these conclusions are building
stones for the further development and optimisation of diabatic distillation.
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Abstract

We improved our model for minimisation of entropy production
rate in diabatic tray distillation. The entropy production rate was
the objective function, which had contributions from heat and mass
transfer on the tray and from a heat exchanger on the same tray.
Four distribution rules for heat transfer area were investigated.
The heat exchangers had a significant effect on the entropy pro-
duction rate, but their relative effect reduced with increasing ther-
mal driving forces in the heat exchangers. In the limit of infinitely
large forces, the results of an adiabatic column were obtained. The
area distribution rule with constant average force in each heat ex-
changer had the lowest entropy production rate of the studied rules.
Possible consequences for column design were discussed. Two min-
imisation algorithms were used with similar outcome; the Matlab®
function fmincon being the fastest and most accurate.

5.1 Introduction

In the last 10 years there has been a discussion about minimising the entropy
production rate in diabatic distillation, see Rivero (2001), De Koeijer et al.
(2001), Schaller et al. (2001), De Koeijer and Kjelstrup (2000), Sauar et al.
(1997), Rivero (1993). A diabatic distillation column has heat exchangers
on all trays, and it is known for three decades that this type of distillation
produces less entropy, see Fonyo (1974a,b). Distillation is a separation method
that demands large inputs of energy, and even small improvements can save
large amounts of energy. Like this work, nearly all publications are based
on simulations. Rivero (1993) has given experimental results, however, which
confirm that a diabatic column has significantly lower entropy production rate
than a conventional adiabatic column (with one reboiler and one condenser).

Most of the focus until now has been on the entropy production rate of heat
and mass transfer on the trays, i.e. on separation. The reason has been to
start with a simple model. But diabatic distillation requires heat exchangers,
and they also produce entropy. The contribution from the heat transfer in the
heat exchangers has not been taken into account until now.

The purpose of this work is to study how the heat exchangers influence the state
of minimum entropy production rate in diabatic distillation, independent of the
operating conditions for the heat exchangers. We shall show that their role is
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substantial, and will influence the solutions. There are now several methods
available (De Koeijer and Kjelstrup 2000, Nummedal 2001) that enable us
to deal with the more complicated minimisation problem. We shall use two
of them, namely a Monte Carlo algorithm (De Koeijer et al. 2001) and an
algorithm that uses the function fmincon in Matlab®, see The MathWorks Inc.
(2001).

5.2 The system

The system was described by De Koeijer et al. (2001). It consists of a distilla-
tion column with heat exchangers on all trays, see Fig. 5.1.
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Figure 5.1. A sketch of the diabatic distillation column

The column has 20 trays, and splits an equimolar benzene/toluene flow (1
mol/s) into 0.95 benzene mole fraction in the distillate and 0.05 in the bottom.
The feed and products are liquids at their boiling point. The pressure is
constant (10° Pa). We assume equilibrium between the flows leaving each
tray. The equilibrium conditions were calculated with the integrated Clausius-
Clapeyron equations for a regular solution, with the Margules equation for
the activity coefficients. The Margules parameters are -0.0356 and 0.0619
(Gmehling and Onken (1977), volume I, part 7, page 282). The heat capacities
are temperature dependent, see the Appendix.

For a given tray temperature (7},), the mass balances over the trays and the



66 Chapter 5. The Role of Heat Exchangers

equilibrium relations give the mole fractions (zy,y,) and the flows (V,, Ly).
The duty (Q,,) then follows from the energy balance. The diabatic distillation
column is simulated in this manner for given number of trays, in- and output
flows, and in- and output concentrations

5.3 Objective function

The objective function for a second law optimisation is the entropy production
rate, which does not consider cost:

dsirr B D F Qn HX
i~ =BS"+DSP - FS +Z( n>+z QnXE (5.1)

The first three terms to the right are the change in entropy by the flows in
and out of the column, which is constant in the minimisation. The fourth
term is the entropy production rate from the added and removed heat, which
are needed to accomplish the separation. The duty, @,, is the amount of
heat transferred per unit of time in one heat exchanger n, and is varied in
the minimisation. The fifth term Y~ @, XX is the contribution to the entropy
production from heat transfer in the heat exchangers, see De Koeijer and Rivero
(2002). This term was not used before (De Koeijer et al. 2001). The symbol
XHX denotes the (average) thermal driving force for heat transfer in the heat

exchanger:
1 2

ST 2
Superscript u means the utilities (i.e. heating or cooling medium) that flows
through the heat exchanger coils. The force is positive when heat is added,
and negative when heat is removed. This makes the contribution of the heat
exchangers positive. This heat transfer does not couple with the heat and mass
transfer through the liquid/vapour interface. The variables in the minimisation
are the temperatures on the trays.

5.4 Model for heat exchangers

The heat exchangers are characterised by their area of heat transfer, the flows of
the utilities (i.e. heating or cooling medium), the temperatures of the utilities,
and the heat transfer resistance. The equations that relate these variables are
given in this section. The driving force in the heat exchangers is related to the
duty by, see Sauar et al. (1996):

Xn* = Ry Qn (5.3)
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where RIX is the average resistance to heat transfer of heat exchanger n. A
model for RIX is required. We apply the film model, and assume that:

o The heat exchanger is a coil, hanging above the sieve, like in Rivero
(1993).

e The coil on the tray is covered with a liquid film, in which all the resis-
tance to heat transfer is located. There are no dry spots.

e The film is not affected by the void fraction of vapour on the tray.

e The film is not affected by gas or liquid velocities.

e The conditions in the reboiler and condenser are similar to the ones in
the tray heat exchangers. The same resistance model is thus used for the
reboiler and condenser.

The simple model for the resistance becomes:

HX 0 1
R, = A_nw (5.4)
where § is the constant film thickness, arbitrarily set to 107> m, AL is the
thermal conductivity of the liquid on tray n (see the Appendix), and A4, is
the area of heat exchanger n (or the area of the film covering the coil). This
equation predicts heat transfer resistances from experimental data in Rivero
(1993) within the same order of magnitude.

It is not necessary to determine the utilities before the minimisation. Instead,
the energy balance over the heat exchangers can be used after the minimisation
to design a reasonable heat exchanger network. The energy balance is:

Qn = mpCh, (T = To™) (5.5)

n

5.5 Area distribution rules

The minimisation of the entropy production rate was carried out for four cases
with different rules for area distribution. In all cases, the total transfer area
(> Ap) was a result of the minimisations, where A,, obeyed one of the following
area distribution rules:

1. The computationally speaking simplest rule was to take the thermal driv-
ing force over the heat exchangers constant. This choice was motivated
by earlier findings for minimum entropy production in heat exchangers,
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see Nummedal and Kjelstrup (2001). Equation 5.4 is then not needed in
the minimisation, but is used afterwards to calculate the area on each
tray. Three finite forces were used. A fourth value of the force was set
equal to zero to model reversible heat transfer as a limiting case. This
rule will be abbreviated as EoF, which stands for equipartition of forces.

. In the next case, the heat exchanger area was taken as a linear function

of the vapour flow of the tray. In normal practise (Douglas 1988), the
tray area is linear with the vapour flow. This makes it possible to have
the same pressure drop on all trays. So, the following rule was used:

A, =aV, (5.6)

The value for the proportionality constant varied from 0.1 to 0.9 in the
experimental vapour flows and areas of a diabatic column, reported by
Rivero (1993). Various values in that range were used in this work. This
case was motivated by an efficient use of space in the column.

. In the third case, the area A, was set equal on all trays. To use only

one type of heat exchanger with the same area, can simplify the column
construction.

. In the fourth case, the entropy production in each heat exchanger (Q,X2X)

was the same for all n. This choice was motivated by the proposal of
Tondeur and Kvaalen (1987) and recent work in our group, see Johan-
nessen et al. (2002). This rule will be abbreviated as EoEP, which stands
for equipartition of entropy production.

By application of Eqs. 5.3, 5.4 and one of the rules, we can find the areas of
the heat exchangers. The area distribution among the heat exchangers is in
focus in this work.

5.6 Calculations

5.6.1 The Monte Carlo algorithm

A Monte Carlo algorithm was developed by De Koeijer and Kjelstrup (2000),
De Koeijer et al. (2001), and has now been slightly extended. The algorithm
starts from either a linear temperature profile (i.e. temperature as a function
of tray number) or the temperature profile of the adiabatic column. It changes,
on a random tray, the temperature with a random step multiplied by a factor
f. If the entropy production rate of the new profile is larger, or if the profile
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is not physically realisable, the profile is rejected, and a new random step is
tried on the previous profile. If the entropy production rate is lower, the new
profile is accepted. This step was shown to be successful and tried again on
the same tray, followed by the same check as on the previous step. The second
step is the extension in comparison to De Koeijer et al. (2001), and makes the
algorithm faster because it tries twice on a tray with improvement possibility.
The new profile is used as the next start for a new random step on a random
tray. The procedure is repeated 30000 times. The factor f is then decreased,
and the procedure is repeated. The factor f decreases exponentially in 6 steps.
When the factor f reaches its lowest value, the result is taken as the minimum.
In order to test for a true minimum, the temperature profile is perturbed. The
whole procedure is repeated again up to 1000 times. If there is no change in the
course of a 2-3 hours, the procedure is stopped, and presumably a minimum
is obtained.

5.6.2 Fmincon in Matlab®

Many of the nonlinear programming algorithms today are based upon the solu-
tion of the Kuhn-Tucker equations, see Nocedal and Wright (1999). The Kuhn-
Tucker equations are necessary conditions for optimality for a constrained op-
timisation problem. In the function fmincon in Matlab® 6.1 R12.1 (The Math-
Works Inc. 2001) the Kuhn-Tucker equations are implemented into a Sequential
Quadratic Programming method. Each iteration consists of three main stages:

e Updating the Hessian matrix.
e Solution of a Quadratic Programming problem.

e Line search to find a suitable step.

In short, this method closely mimics Newton’s method for constrained optimi-
sation as is done for unconstrained optimisation. For more details on Sequential
Quadratic Programming see Gill et al. (1981)

It is possible to minimise Eq. 5.1 just by performing an unconstrained opti-
misation, with given number of trays and in- and outlet concentrations and
flows. This means that the only variables are the temperature on each tray. If
the optimisation problem is highly nonlinear, the initial guess of the tempera-
tures must be close to the minimum, if convergence is to be achieved. While
this is tolerable in some cases, a more robust formulation can be obtained by
introducing the vapour flows as an extra set of variables. This formulation
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of the minimisation has proved to be less sensitive to the initial values of the
variables. To ensure that the final solution fulfils the component balance, these
balances are included as nonlinear constraints. Thus, we have a constrained
nonlinear optimisation problem. This approach resembles the one applied to
a primary steam reformer by Nummedal (2001).

5.6.3 Procedures

The minimisation of the objective function in Eq. 5.1 was first carried out with
both algorithms for Rule 1. The optimum feed tray was found by minimising
the entropy production rate for all possible locations, and selecting the one
with least entropy production rate. The faster algorithm (fmincon in Matlab®)
was next used for minimisation with Rules 2-4, with the feed tray on tray
number 8. The results were generated by putting in the four rules in the
simulation program for the columns. This makes the entropy production rate
different for each rule with similar temperature profile. The results consisted
of the temperatures, duties, mole fractions, flows, transfer areas, and entropy
production rates on all trays.

As a reference for the minimisation results, the entropy production rate in adi-
abatic columns were calculated. The duties (@) of the adiabatic columns are
zero, except for reboiler and condenser. So for the given separation, the adi-
abatic column has a unique temperature profile, reboiler duty, and condenser
duty. The heat transfer area of reboiler and condenser were taken equal.

5.7 Results

5.7.1 Reproducibility of algorithms

It was first established for Rule 1 (EoF) that the two algorithms gave the same
results. Table 5.1 shows agreement within 2% in the entropy production rate
for four thermal driving forces. The same feed tray was also found by both
procedures. The Matlab® fmincon algorithm was, however, faster by several
orders of magnitude, so we proceeded with this.

Table 5.1 shows that the entropy production rate increased with increasing
thermal driving force in the heat exchanger. It was smallest for the case of
reversible heat exchange (XHX = 0). Details of the solution are given below.
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Table 5.1. Results of Rule 1
Force (1/K) ds'™/dt (W/K) Area  Feed

Monte Carlo fmincon  (m?)  tray
0 1.7215 1.6889 00 8
0.00001 2.5308 2.4942 4.788 8
0.0001 9.3863 9.2726  0.4458 9
0.001 74.020 73.949  0.04319 9

5.7.2 Adiabatic column

Table 5.2 gives the entropy production rates and total transfer areas of the

adiabatic columns at the same driving forces and feed tray locations as in
Table 5.1.

Table 5.2. Adiabatic column
Force (1/K) dS™/dt (W/K) Area (m?)

0 3.3629 00
0.00001 4.081 4.342
0.0001 10.417 0.4304

0.001 74.495 0.04304

With increasing driving force, the entropy production rate increased, and the
total transfer area decreased.

5.7.3 Rule 1: Constant driving force

Figure 5.2 shows the variation in the duty across the column at minimum
entropy production rate with the four forces in Table 5.1.

For the case of reversible heat exchange, the behaviour was similar to the
ones in De Koeijer et al. (2001). With the largest driving force, the duty was
everywhere near zero, except for the last five trays. The duties for the first
and last tray were respectively -19.9 10 and 24.8 10> W. Intermediate driving
forces gave results between the extreme cases.

5.7.4 Rules 1-4 compared

Figure 5.3 shows the entropy production rate as a function of the total area of
transfer for all heat exchangers, for the area distribution from Rules 1-4 and
adiabatic column, see calculations.
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Figure 5.3. The entropy production rate vs. total area in Rule 1-}

The first rule, EoF, resulted in the lowest entropy production rate for all values
of the total area of transfer. Rule 2, that used an area distribution linear
with the vapour flow, had always the highest entropy production rate among
the diabatic columns. The EoEP results (Rule 4) gave slightly larger values,
and a near parallel curve to the one with constant area rule (Rule 3). At
small transfer areas, Rules 2-4 had a larger entropy production rate than the
adiabatic column. When the total area of transfer was large, the four diabatic
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profiles approached each other. When the total area of transfer became small,
the entropy production rates of all five cases approached infinity.

5.8 Discussion
5.8.1 The model

One premise for these results for diabatic tray distillation is the assumption of
equilibrium between vapour and liquid at the outlet of each tray. Wesselingh
(1997) argues that this assumption leads to results that have no connection
to reality. Our research has the same overall aim as his, to introduce non-
equilibrium models for simulations of distillation. This requires more work on
the modelling side, however. The assumption of equilibrium at the outlet on
each tray, is in the meantime an assumption that enables a first calculation of
the relative role of the heat exchanger for the minimum in the total entropy
production rate. Moreover, the effect of pressure drop is not taken into account
in this minimisation. At large transfer areas we expect it to have a non-
negligible influence.

An alternative to the model for heat transfer resistance in Eq. 5.4 is to use
an empirical correlation with the dimensionless Nusselt, Reynolds and Prandtl
numbers. Besides that no relation could be found in the literature for this
specific type of heat exchanger, these relations only give an order of magnitude
result. The model in Eq. 5.4, that corresponded to the results in Rivero (1993),
was therefore preferred.

5.8.2 Rule 1: Constant driving force

We have previously reported that the diabatic column is superior to the adia-
batic one in terms of its second law efficiency, see De Koeijer et al. (2001), De
Koeijer and Kjelstrup (2000). This was done using a model for heat transfer
in the diabatic column that corresponds to the zero driving force results of
Table 5.1. We see now, that the same result holds true, even if the driving
force is finite. But the relative gain is smaller, the larger the driving force is,
compare Tables 5.1 and 5.2. This is understandable, since the total area for
heat transfer varies. The larger the driving force, the smaller the area, the
larger the entropy production rate, and the smaller the relative gain. But, the
larger the transfer area is, the more expensive the column is.

By comparing the areas in Tables 5.1 and 5.2 we see that the adiabatic column
had a smaller transfer area with the same driving force. This is logical because
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> |@n] is smaller in the adiabatic column than in the diabatic column.

There is an upper limit to the thermal force, where addition of heat exchangers
has no beneficiary effect on the second law efficiency. This value is close to the
value 0.001 1/K used in Table 5.1. If it is not possible to have driving forces
below this value, the diabatic column has no justification. This is confirmed
also by Fig. 5.2 where Rule 1 with high driving force, approaches the adiabatic
column.

The reason that Matlab’s® fmincon performed more accurate (see Table 5.1)
than the Monte Carlo algorithm is that the Monte Carlo algorithm did not
reach the same convergence as fmincon in the given time span.

5.8.3 Rules 1-4 compared

As was already stated, the area distribution rule with constant driving force
(EoF) gave the lowest entropy production rate for all transfer areas, see Fig.
5.3. This means that the (economic) argument that a diabatic column will
always cost more due to unavoidable extra heat transfer area, does not hold
in general. However, a diabatic column will always be more complex than
an adiabatic column, because the area is distributed over more than two heat
exchangers.

The second lowest series of entropy production rates was given by the rule of
constant area. So, if it is expensive to build a column with a different heat
exchanger on each tray, Rule 3 could be a good alternative. Close to Rule
3 was Rule 4, with EoEP as distribution rule. The areas derived from using
the EoEP rule were, however, not constant over the column. In this case,
EoEP performed worse than EoF. Both equipartition theorems originate from
a minimisation with specific objective function and constraints, that are not
fulfilled here. We therefore expect that neither EoF nor EoEP are solutions to
the minimisation problem. It is interesting however that FEoF performs best.
The worst performance was from the common design rule of linear vapour flows
(Rule 2). So, this rule should not be used.

Figure 5.3 also shows that Rules 2-4 had a crossover with the adiabatic column.
This means that not all diabatic columns have automatically a lower entropy
production rate than the adiabatic column. A diabatic column should not be
preferred a priori. Figure 5.3 can be used to calculate the relative reduction of
entropy production for a certain amount of extra heat transfer area for various
rules for area distribution. This relative reduction decreases with decreasing
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driving forces. So, if extra transfer area is available, it has the highest effect in
columns with large driving forces. Figure 5.2 suggests to add this extra area
at the lowest and highest trays for this particular column.

The EoF area distribution rule does not necessarily give the most optimum
distribution of area. We expect that if the area is also allowed to vary an even
lower entropy production rate can be found. But at high driving forces, it is
plausible that the minimum is not far from the one with equal driving force
(Nummedal 2001, Johannessen et al. 2002).

5.8.4 Design

We have up to this point assumed that it is possible to design a heat exchanger
network with utilities that can fulfil the energy balance for the heat exchang-
ers, see Eq. 5.5. The entropy production rate is minimised independent from
the choice of utilities. Given the utilities, the last two terms in the objective
function, Eq. 5.1, can be replaced by Zév m“C%In (T,‘zl out ’in). The prob-
lem then becomes which utilities to use, and how to connect the in- and outlet
temperatures of the utilities. Our choice of objective function is independent
of the properties of the utilities, and the design of the connections and utilities
can be done afterwards.

In order to illustrate what the design task can comprise, we calculated the in-
and outlet temperatures of the heat exchangers for a constant driving force of
0.0001 1/K. The utilities were water (Cp=4180 J/kg.K) and steam (Cp=2000
J/kg.K). We chose a constant flow of each utility through the heat exchangers.
The values 0.3 kg/s water and 0.4 kg/s steam gave reasonable results, see Fig
5.4.

In the rectifying section the inlet temperature became lower than at the outlet,
while both were at least 5-10 K below the temperature on the trays inside the
column. The opposite behaviour was observed for the stripping section. This
ensures that there is feasible heating in the stripping section, and feasible
cooling in the rectifying section. The design demands a large variety of utility
temperatures, however. These are probably not available in a plant without a
heat exchanger network.

A design where the utilities flow from one heat exchanger to the next, like in
Rivero (1993), was not possible with the given utilities and results. Unrealistic
temperature differences around 1-2 degrees between in- an outlet of the utilities
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Figure 5.4. In- and outlet temperatures of water/steam for XHX=0.0001

were obtained. Furthermore, the temperature difference between outlet and
column became negligible, and the flows of utilities were not equal anymore.
These results make such a design unrealistic.

It may be possible, however, to design a diabatic column with equal driving
forces over the heat exchangers. Extra equipment and utilities are necessary,
however, e.g. valves, pumps, compressors, heat pumps. The designing of
such columns with realistic heat exchanger networks is a challenge for future
research. In practise however, economical considerations must also be made,
since the second law optimum does not necessarily coincide with the economical
optimum.

5.9 Conclusions

In this work the effect of the heat exchangers for the minimisation of entropy
production rate in diabatic columns is studied. Their effect was significant
for realistic values of thermal driving forces. For large forces, or small total
area, the adiabatic column was not much worse than the diabatic one, however.
Out of four different candidate transfer area distributions, the one with equal
forces over the heat exchangers had the lowest entropy production, for all
total transfer areas investigated. It remains to be seen if the conclusions are
altered by relaxing the assumption of equilibrium between liquid and vapour at
the outlet of each tray. It was discussed that it is possible to design a diabatic
column with minimum entropy production in connection with a heat exchanger
network. The fmincon algorithm in Matlab® was superior to the Monte Carlo
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algorithm for minimising entropy production rates in diabatic distillation.
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Appendix

The heat capacity for liquid and vapour, C’IID‘ and C’X, relate to the temperature
as (Smith and Van Ness 1987) :

Cop
_;Z = AY? + BOPT + CPPT? (5.7)
The heat conductivity for the liquid is given by Reid et al. (1987):

i = AM + BM + CMT? (5.8)

For a mixture the molar average of the two components is taken.

Table 5.3 gives the physical chemical properties that were used in the simula-
tions.

Table 5.3. Physical chemical properties

Component Benzene Toluene
TPoT(K) 353.25° 383.78°
Avap H (TP (J /mol) 307812 332012
ACF (- -0.206" 0.290P
BC?(1/K) 39.064 1073P  47.052 10~3P
CCF (1/K?) -13.301 1076 -15.716 10~6P
ACB(-) -0.747P 15.133P
BCF(1/K) 67.96 103> 6.79 10 3P
CCF(1/K?) -37.78 107> 16.35 106P
ANW/mK) 1.776 1071¢  2.0311071¢
BMW/mK?) 4.773 1076¢  .2.254 104¢
CANW/mK?) -3.78 1077 -2.47 1078¢

2 Sinnot et al. (1983)
b Smith and Van Ness (1987)
¢ Reid et al. (1987)
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Abstract

We have derived a set of transport equations for heat and mass
transfer across a liquid-vapour interface in distillation columns.
The set defines overall coefficients of transport. They include one
contribution from an interface, one from a vapour film, and several
terms related to transport properties of a liquid film. The values
were obtained by fitting the transport equations to the entropy
production rate, with the thickness of the liquid film as the only
adjustable parameter. They were calculated for experimental data
of an adiabatic rectifying column that separates ethanol and wa-
ter. The variation in the coefficients with temperature is shown.
Despite the result that the liquid film was 10 times thicker than
the vapour film, the coefficients had significant contributions from
both films. A significant contribution from the Soret effect was also
found. The driving force for mass transfer, calculated with coef-
ficients and rates, compared well with average values, which were
calculated from the experimental data. The set of equations was
compared to the Maxwell-Stefan equation set. It is more detailed
and can be used to asses several common approximations.

6.1 Introduction

Dynamic models of distillation require transport equations for mass and heat
across a vapour-liquid interface as input. Strong arguments are given, that
such models are needed also to describe the stationary state of distillation
columns. A central model has been formulated by Krishnamurthy and Taylor
(1985a,b), Wesselingh (1997), Taylor and Krishna (1993), Krishna and Wessel-
ingh (1997). In this model, diffusional fluxes are calculated from the Maxwell-
Stefan equations, and the heat flux from Fourier’s law. The matrix of mass
transfer coeflicients is solved with an iterative procedure, in which the mass
transfer rates become equal on both sides of the interface. The film thicknesses
are variables in the procedure. Dimensionless numbers are used to find film
thicknesses, for given flow patterns. Through various examples this approach
has been shown useful (Krishnamurthy and Taylor 1985b, Wesselingh 1997,
Taylor and Krishna 1993), and it is called the Maxwell-Stefan approach.

This work can be seen as a continuation of the efforts to find good equations of
transport for distillation. The purpose of this work is to extend the Maxwell-
Stefan approach. Both approaches have the entropy production in the system
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as the basis for their derivation. But this property will be used in a more
active way than before here, by using its value to obtain the thickness of the
diffusional films. We shall put heat and mass transfer on the same basis, and
define overall coefficients of transport through a liquid film, an interface and a
vapour film. This will be done without knowledge of the detailed conditions at
the interface. According to Alopeaus and Aittamaa (2000) it is not possible to
define overall coefficients of transfer without such knowledge. Our set of equa-
tions is illustrated using experimental data from Rivero (1993) for a rectifying
column that separates water and ethanol in 10 trays.

A detailed set of equations may help to assess approximations that are useful
in applications, and such assessments are carried out with the cited data. One
such assumption is the neglect of coupling between heat and mass transport.
The assumption is often introduced with the agreement that thermal gradients
are rarely high enough or sustained long enough, see e.g. Taylor and Krishna
(1993), Bird et al. (1960). This assumption will be questioned for distillation.

Our set of equations does not have the independence of the frame of reference
that characterises the Maxwell-Stefan equations. We can still take advantage
of the expressions for the transport coefficients in this set. A short presentation
of the numerical results, without the theoretical basis was already reported by
De Koeijer and Kjelstrup (2002).

6.2 The system

The separation of two components in a distillation column is considered. It
occurs when heat and mass are transported from the liquid phase to the vapour
phase on a tray. The tray is shown in Fig. 6.1, with vapour bubbles rising in
the liquid, and taking liquid droplets along. Vapour and liquid mole fractions
are indicated, y and x, together with vapour and liquid flows, V, and L,
respectively.

A close-up of one bubble/droplet between liquid and vapour is shown in Fig. 6.2.
Mass transfer rates are denoted J; and J2, and the measurable heat transfer
rate is Jy. Superscripts L, V, or ¢ indicate the phase in question. Our system
is the region with gradients around all bubbles or droplets on a tray. Three
subsystems are distinguished: the liquid film, the interface, and the vapour
film. Bubble curvature is not visible on the scale chosen. We assume that
all gradients in temperature, T, and chemical potential, u7, are in the liquid
and vapour films, and across the interface. All liquid and vapour outside the
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Figure 6.1. Tray in o distillation Figure 6.2. Close-up around
column interface

system is completely mixed. It is assumed that the extension of the gradients
are the same for heat and mass transfer. For a steady state, mass transfer
rates are constant throughout the region, while the heat transfer rate has a
discontinuity at the interface due to different enthalpies of liquid and vapour,
see the energy balance in Eq. 6.15 further on. The direction from the liquid to
the vapour is taken as the positive direction, perpendicular to the interface.

The interface (or surface) is a separate open system according to Gibbs (1961).
Interface coefficients lead to jumps in intensive variables across the interface.
When there is equilibrium across the interface, the jumps are zero. The in-
terface is the frame of reference for the transports. We shall further take the
transfer area A and the film thicknesses ", §V, to be the same on all trays.

6.3 The entropy production rate on a tray

All information about the transport processes is contained in the entropy pro-
duction rate, since the transport equations follow from the entropy production
rate. It is known that mass transport accounts for the largest part of the en-
tropy production rate on a tray (Ray et al. 1994, Taprap and Ishida 1996, De
Koeijer and Rivero 2002). Therefore, only heat and mass transfer is considered,
and contributions from turbulence, pressure drop, and mixing are neglected.
So, no entropy is produced outside the system. The total entropy production
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is the sum of the contributions of the three subsystems in Fig. 6.2:

dsirr _ dsirr,V N dsirr,i N dsirr,L (6 1)
dt  dt dt dt '

The aim is to describe all three contributions by the same variables. This is
necessary to have overall coefficients defined. The critical part is to include
possible interface coefficients, so we must start with an examination of the
interface. The general theory behind the flux-force equations can be read in
several books, see Fgrland et al. (2001), Kuiken (1994), Taylor and Krishna
(1993), De Groot and Mazur (1985). For the interface we refer to Bedeaux and
Kjelstrup (1999).

6.3.1 Interface

For a binary mixture there are in general six fluxes: three into the interface
and three fluxes out of the interface. In steady state evapouration or conden-
sation the number of independent fluxes reduces to three. The local entropy
production rate (¢! in J/K s m2) is a sum of products of fluxes (J") and forces
(X"). Each driving force is a sum of products of resistivities () and fluxes.
We have:

i 1" y-i 1" i 1" i
o =1 "X} + /X + Ty X,
i_ i vn i " i "
Xq —quJq + qu*]l + Tq J2
i_ i vn i " i "
Xl —que]q + 7’11J1 + 7'12e]2

Xy =rhqJd " + oy I+ ha gy (6.2)

All fluxes are measured with the interface frame of reference. One model for
these resistivities is given by kinetic theory (see section 6.6.2). The measurable
heat flux was chosen as the variable in Eq. 6.2 (rather than the rate of heat
transfer in the liquid) in order to include the interface resistivities. The entropy
production of the interface uses, per definition, forces that are integrated over
the interface (Bedeaux 1986), i.e. average forces for the region of transport.
There is always a certain arbitrariness in the choice of fluxes and conjugate
forces, but the entropy production rate is independent of this choice. Here, the
chemical forces are the differences in chemical potential at temperature of the
interface at the liquid side, divided by that temperature. These forces are for
component j=1,2:

; 1
X; == —ﬁAl (l’l’j,TiﬁL) (63)
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The thermal force X(il that is conjugate to the measurable heat flux in the

X} =N (%) (6.4)

vapour is

The differences refer to positions on each side of the interface. On the scale
chosen for Fig. 6.2, the differences appear as discontinuities at the position of
the interface. The entropy production rate in W/K is obtained by integrating
fluxes into rates of transfer for [=1,2,q:

d.Sirni ) .
= / oldA =" JX] (6.5)
A 1

dt

The total entropy production rate and the corresponding force-rate relations
for the interface are now:
dsirr,i
dt
Xy =Fog ) + T Ji+Top o
Xi =i J) + T J1+ TFipde
Xy =hoJy + Ty J1 + ThyJo (6.6)

=J) X+ WX} + L2 X5

Rates of transfer can be determined with higher precision from experiments
data than the forces. This is the reason to express forces in terms of rates and
coefficients. When the rates of transfer have been introduced, the coefficients
are the resistivities divided by the area of transfer:

F = (1) (6.7)
These coefficients are overall resistances for the interface alone. The general
word coefficient shall be used from now on for 7. Each coefficient is a function
of the (average) temperature and vapour mole fraction. The next step is to
write the entropy production rate in the vapour and liquid films with the same
variables and frame of reference.

6.3.2 Films

The entropy production rate in the films are obtained in a similar manner as
for the interface. But now the integration is not only over the area of transfer,
but also over the film thickness. The local entropy production rate (¢* in J/s
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K m?) gives the local driving forces as linear combinations of all fluxes for k& =
L,V:

O_k :JkIIXII+JII ,I+J2”X”

X" —rqué"" + rqlJ + quJ"

Xy =rf I8+ el gl + el Ty
X” TQqJ(I;” + 7‘21:] + 7‘22] (68)

The local thermal force in a film conjugate to the measurable heat flux, Jf" ,

is 471
n __ _ -
Xq = dz <T> (6.9)

The local chemical driving forces in a film conjugate to the mass fluxes Jf"
are, for j = 1,2:

X" = _ldyr

J T dz

The intensive variables do not change linearly between the liquid and vapour,
neither in space nor in time. The driving forces in distillation are at their
maximum value, when the vapour bubbles enter the tray, and at their mini-
mum value when the bubbles leave the tray. An average for the driving force
is somewhere between these extremes. It is assumed that there is such a rep-
resentative average force for a constant area and a representative time. The
integral of Eq. 6.8 for k=L,V and [=1,2,q

dsirr,k i P
il N dzdA =" JfX| (6.11)
l

The forces X; in Eq. 6.11 are the average forces obtained by integrating Eqgs. 6.9
and 6.10 over the film thickness. The integral of flux over area gives the
constant transfer rate, in a similar way as in Eq. 6.5 for the interface. By
applying this to Eq. 6.8 we have the entropy production rate and the average
forces for k = L,V:

(6.10)

dsirr,k
b7 =J¥XE + 0 XT + X}
Xk —rqug +7 rql Ji + FSQJQ

Xl _quz] + Flljl +Fllc2(]2
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The coefficients, 7, in these equations are overall coefficients of the film in
question. The resistance coefficient is equal to the resistivity (r) multiplied by
the film thickness, divided by the area of transfer.

L_ v_9 v
= (T, z) =g (T,y) (6.13)

6.3.3 Combining the contributions
The total entropy production is the sum of three contributions. From Egs. 6.1, 6.6,
and 6.12 we have:
dsirr
dt

=Jy (X + X)) + Jexk + (XY + X1 + X7)
+ o (XY + X5+ X%) (6.14)

We are now in a position to eliminate J}‘ using the energy balance for the
interface:

JE = JY + J1Avap Hi + J2Dvap Ho (6.15)
Equation 6.15 is introduced into Eq. 6.14:

d Sirr
dt

V (yL \% i N4 i L L
=J) (X§+ X + X))+ 1 (X)) + X+ X7+ ApH1 X))
+ Ty (X + X5+ Xy + AvapH2 XY)
=Jy Xq+ 1 X1 + o X (6.16)
The last equation contains the three rates of transfer that we started out with
in the entropy production for the interface. Each rate of transfer is multiplied
with a force that is an average for the transport region. The conjugate driving
forces to the three rates are:
Xq=X] +X,+Xx¥
X1 =X\ + X} + X[ + Avap H1 X[}
Xo =X) + X5+ X3 + Avap Ha X/ (6.17)
The entropy production remains the same, whether we choose this or other
representations. The form that is chosen, is motivated by practical consider-
ations. In the present case, the search for a definition of overall coefficients

motivated the choice. Expressions for the average forces in Eq. 6.17 shall next
be obtained.



6.4 Transport equations with overall coefficients 87

6.4 Transport equations with overall coefficients

The forces in Eq. 6.17 and their corresponding rates should map all (most) of
the dissipation in a good model. From Eq. 6.16 the following coefficient-rate
products are derived for the driving forces:

dsirr
dt
Xq= quJcY +Tq1J1 +Tq2d2

Xy =T1gJy +T11J1 + T2 )2
Xy = F2qe]-(¥ 4+ T91J1 + ToaJa (618)

= J(}/—Xq + 1 X1+ J2 X

Now 7 is an overall coefficient for vapour film, interface and liquid film. In
order to determine these coefficients, Egs. 6.6, and 6.12 are introduced into
Eq. 6.17. For the driving force of component 1, the result is:

Xy = (Phy + T + Ty + TeqDvapH1) Jy +
(Flll + F{Jl + FYI + 2AvapH1Fgl + AvapH%ng) J1+ (619)
(7112 + F{JQ + F}g + AvapH2F51 + AvapH1F32 + AvaleAvapH2ng) Jo
The coefficients in this equation are 711, 712, and 714. Similar derivations are
done for X3 and X, in order to obtain the other coefficients. In this manner

we obtain all overall coefficients as combinations of the coeflicients of the two
films and interface:

N | =V | =L

Tqq = Tqq T Tqq T Tqq

= _ = _ =i =V | =L , =L

Tql =Tiq = Tq1 + Tq1 + Tq1 + rqquapHI

= _ = _ =i , =V | =L | -L

Tq2 = T2q = Tg2 + Tq2 + Tq2 + rqquapH2

- i =V | -L —L 2-L

r11 = 7“111 + 1 + ™1 + 2AvapH17"q1 + AvapH]_ qu

_ i =V | =L L 2-L

rog = 7‘122 + 799 +Too + 2AvapI'I27‘2q + AvapI—I2 Tqq (6'20)

= = i =V | L =L =L L

ri9g =T921 = 7’112 + Ty +Tiy + AvapH27'q1 + AvapI'IIT'q2 + AvaleA"apH2rqq
The coefficients refer to the same region of transport. In this formulation,
gradients in temperature and concentration therefore have the same extension.
The overall coefficients are not just a sum of the corresponding film and in-
terface coeflicients. Only the main thermal coeflicient 74 is such a sum. The

terms that contain heats of vapourisation, Ay,pHj, originate from the energy
balance, that was used to eliminate the rate of heat transfer in the liquid. The
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main coefficients 711 and 722, and the coupling coefficient 712 depend there-
fore on the coupling between heat and mass transport in the liquid phase. An
assumption of equilibrium across the interface, means that coefficients with
superscript ¢ are zero. Neglect of coupling between heat and mass transfer in
the liquid, removes terms that contain Fgl and Féb. If these assumptions both
apply, we are left with:

- _ =V | L

Tqq = Tqq + Taq

Tql =T1q = ngAvale

Tq2 =T2q = F(I;quapHg

Ti1 =711 + 711 + AvapHiTyy

T2 = 7;[2 + F%Q + AvapHgng

T19 =T91 = FYQ + 7%2 + AvaleAvapH2F(qu (6.21)
The coeflicients in Eq. 6.21 are equivalent to the ones from the Maxwell-Stefan

equations plus Fourier’s law, which is the normal way of describing interface
transport, see also Appendix A.

6.5 Transfer rates, transfer area and film thickness ratio

The mass transfer rates are calculated from mass balances over the vapour
phase on a tray:

Jjn =Valin = Vas1¥Yint1 (6.22)

The heat transfer rate across the vapour film is also calculated from variables
of the vapour phase on a tray. From an energy balance over the vapour phase
in the tray, we obtain:

1
J(Y :(TTY-H - TrY)E(Vn [yn,lcl\i{,l + yn,201¥,2] +
Vast [U1041CB1 + Y2,n41CP5)) (6.23)

The temperature difference is multiplied with a term that can also be perceived
as the average heat capacity of the vapour, as it ascends on a tray.

The transfer area is the interface area of all bubbles/droplets on a tray. This
can be estimated by the average diameter of a bubble or droplet, d, the void
fraction, €, and the volume of the mixture on the tray V™.

8me

A==V (6.24)
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The film thickness of a layer can be estimated from divergence of the energy
flux across the interface. We assume that there is one film in each phase, for
conduction of heat and mass, undisturbed by hydrodynamic flow conditions.

VJ, =V(Jy +J{H + JyHy) =0 (6.25)
When the heats of transfer (De Groot and Mazur 1985) are constant, this gives:
d*T dH; dH>] dT
0=-Aos + |Jf = + T —=| — 6.26
dz2+[1dT+2dT]dz (6:26)
We solve the film thickness from the last equation for k = L, V:
)\k
oF ~ (6.27)

~ o, dHF dHE
n 1 n 2
I + I aF

In the approximation in Eq. 6.27 it was assumed that

§ -1
aT ar
— d— =1 6.28
/O ( dz ) dz (6:28)

The assumption is not always good, since 6% in Eq. 6.27 may be negative. The
ratio of film thicknesses may be more accurate:

ST B AL ch}pf,l + JQCX,Q
5V chllp‘,l + JQC};‘,Q

With Eqgs. 6.24 and 6.29, two of the three unknowns A, 6V, 6% are known. We
choose here the liquid film thickness as the adjustable parameter.

(6.29)

6.6 Overall coefficients from experimental data

Equations for the resistivities 1, r* and rV are given below. Once resistivi-
ties, interface area and film thicknesses are known, the corresponding average
coefficient for the region can then be calculated from Eq. 6.20.

6.6.1 Vapour and liquid resistivities

The resistivities for diffusion in the vapour and liquid phases were obtained
partly from the Maxwell-Stefan equations for interdiffusion, see Appendix A.
We used the expressions for Maxwell-Stefan resistivities given by Taylor and
Krishna (1993), Krishna and Wesselingh (1997). Table 6.1 gives an overview
of expressions for the resistivities in the vapour and liquid films. The Soret
coefficient in the vapour is neglected, because it is much smaller than the one
in the liquid, see Hafskjold et al. (1993). There are 3 independent resistivities
for each film.
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Table 6.1. Resistivities in the films
Liquid film Vapour film  Unit

, Rz, i Ry» mol? K
1 T CLD%Z Tqq Y1 CVDYZ sJm
” _ L _n.v mol”? K
12 To 11 Yo "1 sJm
r _Z1 L W v m012 K
22 T, 12 yy 12 sJm

i 1 KJ
Taq \LT? VT2 o
T1q —xQT(Il‘qSTRTQ %
T L 0 Kmol

"2q T 7‘1q sm

6.6.2 Interface resistivities

The interface resistivities (also called the jump coefficients) are given by kinetic
theory (Bedeaux et al. 1992, Cipolla Jr. et al. 1974). In this theory, the
interface has a thickness of approximately one Knudsen layer, i.e. one mean
free path. The resistivities refer to this thickness. The theory applies to atoms
and conditions that are closer to the triple point than to the critical point in
a pure system (Rgsjorde et al. 2001). The expressions for a binary mixture,
corrected for misprints in Bedeaux et al. (1992), are:
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Rym

Toctor (6.30)

i i
T2 =To1 =

These resistivities are all positive. In the expression for the resistivities, vy,
is the average of the most probable velocities of the two components (in m/s):

1 2RTV 2RTV
Vmp =y CY” o, +c¥” , (6.31)

The condensation coefficient(o;, j = 1,2) is the fraction of molecules of com-
ponent j that stays in the interface after collision. The rest bounces back after
collision. The condensation coefficient has been found to vary largely with
system and conditions (Marek and Straub 2001). We have chosen 0.8 for both
components. The choice is not critical, because it will be shown that the excess
entropy production rate of the interface with these coefficients is small in the
studied columns.

6.7 Calculations

Experimental column data were taken from Rivero (1993). He measured all
compositions, vapour and liquid rates and the temperatures in the liquid on
all 10 trays in a rectifying column that separated ethanol and water. Also the
entropy production rates were calculated. The vapour temperature was not
measured and we assumed that the vapour temperature was the same as the
temperature of the liquid flow that left the tray, i.e. 7Y = T~. The volume of
the mixture on each tray was V™*=2.0 10~% m?. A void fraction of 0.7, and a
bubble diameter of 10~2 m was assumed, see De Koeijer and Kjelstrup (2002).
This gave an area of transfer of 3 m?, and a film thickness ratio around 10
from Equation 6.29. The resistivities on a tray were found for the appropriate
composition and temperature using expressions in Table 6.1, and data referred
to in Appendix B.

An initial guess was made for the liquid film thickness, and the solver function
in MS Excel was used to minimise the squared difference between the entropy
production from experimental data, and the entropy production calculated
from transfer rates and coefficients, Eq. 6.18. The only adjustable variable
in this fit was the liquid film thickness. By minimising the sum of squares,
the liquid film thickness was determined, and the other variables accordingly.
With the above parameters, the liquid film thickness was 2.0 1072 m. The
main data are reported with this set.
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6.8 Results

De Koeijer and Kjelstrup (2002) have reported in a short form some of these
calculations already. A full report is now given. The contributions to the
entropy production rate are plotted in Figs. 6.3 and 6.4 as functions of tray
number. Figure 6.3 shows that mass transfer can explain most of its value.
Transfer of ethanol explains 68 % of the total, and transfer of water 32 % of the
total. Heat transfer accounts for only 0.04 % of the total entropy production
rate. The entropy production rate calculated from experimental results is also
shown in Fig. 6.3.

0.60 - —&— Ethanol —— Water X
0.4 1 —A— Vapor film
vﬁx —X¥— Heat = X= Experimental P
S 050 —= Liquid film
- c
) © 031 —¥- Interface
2 0.40 1 =
o O
S v
c
5 0301 S =02+
U _
5 Q. ~
S 0.20 1 > 9
o 2
o 8 ~ 0.1+
2 0.10 - =
o i
E 0.00 0.0 4
0 2 4 6 8 10 0 2 4 6 8 10
Tray number from condenser Tray number from condenser

Figure 6.3. Entropy production rate  Figure 6.4. Entropy production rate
from Rivero (1993) and of Eq. 6.18  in vapour film, interface, and liquid

film

The contributions from the subsystems are compared in Fig. 6.4. The results
is that 80 % of the entropy production rates takes place in the liquid film, and
the rest in the vapour film (20 %). The contribution of the interface is only
0.05 %.

Figure 6.5 gives the main coefficient for transfer of component 1 in the two
films, 711, as a function of average liquid temperature on the trays. The coef-
ficient 711 has the highest value of all coefficients and gives therefore the most
important contribution to the entropy production rate. The liquid coefficients
are relatively large, much larger than the vapour coefficients. The maximum
vapour contribution is 18 % at 360 K for 71;. The contribution of the heat-
mass coupling coefficients, 7, is 6.5 % at the lowest temperature, 351 K. The
interface coefficients are not seen with the scale that is used.
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Figure 6.6 gives the main coefficient for transfer of component 2 in the films,
T99, as a function of average liquid temperature on the trays. The coefficient
T2o has a larger relative contribution from the vapour than 7i1, but it is in
general smaller. The contribution of the heat-mass coupling coefficients, 7,
was 4.0 % at the lowest temperature, 351 K.
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Figure 6.8. Vapour an liquid
contributions to Tqq

Figure 6.7 gives the coupling coefficient 712 for transfer of the two components.
The coefficient 715 is shown as a function of average liquid temperature on the
trays. The coeflicient is vapour dominated in the middle of the column and
liquid dominated in the ends. There is a maximum in the liquid contribution,
while the vapour contribution is rather constant. The coupling coefficients 7,
contribute up to 10.9 % to 715 at 371 K.
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The main coefficient of heat transfer 7y is shown in Figure 6.8. The contri-
butions from the liquid film and vapour film to this coefficient are shown as a
function of average liquid temperature on the tray. The vapour contribution
is larger than the liquid contribution.

Figure 6.9 shows the role of the Soret coefficient on all trays. On tray 1,
all coefficients (711, Ta2, F12) have a significant contribution from the Soret
coefficient. In contrast, on tray 6 there is only a small contribution. After
tray 6 the contributions changes sign and becomes larger, because the Soret
coefficient changes sign around the temperature and concentration on tray 6.
The contribution to 712 has a minimum at tray 5. The contributions to 711
and 7o vary anti-symmetrically.
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Figure 6.9. Soret contribution to coefficient coefficients as function of tray
number

6.9 Discussion
6.9.1 Entropy production rate

An explanation for the location of the irreversibilities and their origin is first
of interest. Most of the entropy production rate is located in the centre of
the column, see Figs. 6.3 and 6.4. This can be explained by the particular
rectifying column that is used. At trays that are situated below the condenser,
the entropy production rate is small, because the most important coefficient,
the main coefficient of ethanol transport 711 is small. At trays where 717 is
large, there is not much separation work done, because the most important
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driving force is small (see Fig. 6.10 below). The entropy production is thus in
the middle part, where most of the separation takes place.

The experimental error in the mole fractions gives an error in the entropy pro-
duction rate of £0.02 W/K. This means that the experimental and theoretical
entropy production fall in each others confidence intervals in Fig. 6.3. The
resulting close fit is surprising, considering the approximations that we have
used, namely those of a constant area of transfer, constant film thicknesses
throughout the column, and the fact that the fit was obtained with only one
adjustable parameter (the liquid film thickness). The true entropy production
may contain other contributions than the ones we considered, for instance from
pressure variation and mixing. We are, however, able to predict the variation
in the entropy production rate along the trays rather well. This lends support
to the assumption that most of the entropy production is indeed due to cou-
pled heat and mass transport. Other authors (Ray et al. 1994, Taprap and
Ishida 1996) have concluded the same, but with different expressions for the
irreversibilities.

Figure 6.3 showed that transfer of both ethanol and water gives significant
contributions. This must be so for distillation, which is a typical process of
interdiffusion. The contribution from heat transfer is small, in agreement with
other studies by Ray et al. (1994). But even if this true, one must not conclude
that the coupling between heat and mass transfer is unimportant, cf. Figure
6.9. In general, the entropy production does not depend very much on the
coupling coefficient, see Fgrland et al. (2001). In the present case, we have the
entropy production in terms of rates and coefficients:

dsirr

dt

The first three terms on the right hand side are positive, as all main coeflicients
are positive, see Figs. 6.5, 6.6, and 6.8. The fourth term is also positive, because
in binary adiabatic distillation the mass transfer rates have opposite signs on
all trays, and because 712 is negative. However, the last two terms nearly
cancel each other, because 714 and 7oy are positive and have the same order
of magnitude. Even if the entropy production is not sensitive to the coupling
coefficients, the forces and the transfer rates are. The contribution of the Soret
effect on the thermal force in Eq. 6.18 was on average 50 %.

= T11 T A TogJf + Ty + 2101 o + 211 TV + 2o Jo Y (6.32)

Figure 6.4 shows that the vapour and liquid phases both contribute significantly
to the entropy production rate, in spite of the liquid film being 10 times larger
than the vapour film. The entropy production per length of film is around 5
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times larger in the vapour. In this analysis, the interface need not be considered
as a source of entropy production. One explanation for this is that the rates
of transfer are so moderate in distillation that the assumption of equilibrium
across the interface is a good one. But the result depends of course entirely
on the validity of rate coeflicients from kinetic theory. These coefficients for
the vapour film are derived for ideal gases close to the triple point (or triple
line), and most likely do not apply to non-ideal systems. We can therefore
only conclude that ideal systems have negligible coefficients for the interface.
Possible consequences of this for the rate equations are discussed further below.

6.9.2 The overall coefficients

The overall resistance coefficients for mass transfer must be understood on the
background of their interdependency. The main coefficients to mass transfer
711 and 7oy were plotted in Figs. 6.5 and 6.6. The coefficients vary in oppo-
site manners along the column, due to their interdependency introduced by
the Gibbs-Duhem equation, see Table 6.1. The large variation in the main
coefficients is avoided in the Maxwell-Stefan equations.

A smaller variation is seen in 719, see Fig. 6.7 and Table 6.1. In ideal lig-
uid mixtures, the coefficient 715 will show a monotonic variation with the
concentration, and a good estimate is obtained by the Wilke-Chang equation
combined with the Vignes equation (Taylor and Krishna 1993). For the liquid
ethanol-water mixture this was not the case, however. The Maxwell-Stefan
diffusion coefficients did not show a monotonic behaviour in the experimental
data from Tyn and Calus (1975). There is maximum in the liquid contribution
in Fig. 6.7 due to non-ideal behaviour. So, the normal method could not be
used. The alternative equation for this specific mixture is given in Appendix
B. In contrast, the vapour contribution is rather constant due to the choice of
model, see Appendix B.

The film thicknesses were calculated, assuming hydrodynamically undisturbed
films. They were found, by fitting a theoretical expression for the entropy
production rate (where the thicknesses entered) to values calculated from ex-
perimental results. We have assumed that the entropy production rate has
only contributions from mass and heat transfer, while other contributions may
also be present. This means that mazimum values for the thicknesses were
found. It is therefore not surprising that our values appear to be on the large
side of those reported elsewhere in Taylor and Krishna (1993), Alopeaus and
Aittamaa (2000). We explain this by our neglect of other contributions to the
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entropy production rate, and to hydrodynamic effects.

A film thickness ratio of 10 means that the liquid should dominate the co-
efficients, see Fig. 6.4. A close inspection shows, however, that the liquid
contribution is not systematically the largest contribution to all coefficients.
The main coefficients for mass transfer, 71; and 792, are dominated by the lig-
uid, but the coefficient of heat transfer 7,4 is largest in the vapour phase, see
Fig. 6.8. The coupling coefficient 712 showed a mixed behaviour. It is therefore
not correct to speak about one phase-control for heat and mass transfer. In
order for a single phase to dominate totally, a thickness ratio much larger than
10, or much smaller than 0.1, is necessary.

It is possible to estimate the film thicknesses by other methods than ours. We
took the film thicknesses for mass and heat transfer to be the same. This is
not only for simplicity, but also because we know that the coupling coefficients
for heat and mass influence the film thicknesses. The film thickness of Eq.
6.27 resembles the expression that is found from the Lewis number (Le =
A/pCpP12). The Lewis number gives the ratio of heat transfer and mass
transfer film thicknesses in cases when coupling coefficients are zero. With our
data, the Lewis number varied from 4 to 8 in the vapour, and from 17 to 48 in
the liquid. A ratio of 10 between the liquid and vapour is possible from these
numbers, but a difference is indicated for heat and mass transfer.

De Koeijer and Rivero (2002) gave a qualitative argument for the presence of
a non-negligible coupling effect between heat and mass transfer in distillation.
They arrived at this conclusion by analysing a diabatic column. The results
in Fig. 6.9 quantify their conclusion. The Soret coefficients may give a non-
negligible contribution to the overall coeflicients in Eq. 6.20. This conclusion
does not depend on the values for the transfer area, or of the film thicknesses,
because these variables are common to all coefficients. The ratio between
the thicknesses is important, however, since the Soret effects in the vapour
are smaller than in the liquid (Hafskjold et al. 1993). A shift in the film
thickness ratio from 10 to 1, will make the coefficients more vapour dominant.
The importance of the coupling between heat and mass transfer decreases
accordingly.

6.9.3 The average driving forces

The driving forces for transport, like in Eq. 6.19, are averages over the time that
the bubbles and droplets reside on the tray, as well as over the transport path
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between liquid and vapour. Once the overall coefficients have been determined,
the forces can be calculated from Eq. 6.18. This calculation used a constant
transfer area, constant film thicknesses and constant transfer rates. The force
can also be estimated as an arithmetic average of the minimum and maximum
driving force on a tray. The maximum driving force exists at the entrance
between L, 1 and V1, while the minimum force exists at the exit between
L, and V,. If equilibrium is reached on a tray, the minimum value is zero.
An arithmetic average can be justified, when there is a linear variation in the
intensive variables in Fig. 6.1. The average driving force of mass transport is
from Eq.(17), see also De Koeijer and Rivero (2002):

i,L i\L
5, L TP 2 P
! 2 yj+1PrY+1 yjPrY

(6.33)

The term with the thermal driving force over the liquid film in Eq. 6.17 can
be neglected. A corresponding expression for the average thermal force can be
written.

Figure 6.10 gives the driving force for ethanol transport on all trays as calcu-
lated from Eq. 6.33 and from Eq. 6.18 or 6.19. The two results were similar,
they followed each other rather well along the column. The agreement was less
good, but still reasonable for the driving force for water transfer, see Fig. 6.11.
Because ethanol transfer was the largest contributor to the entropy produc-
tion, it is reasonable that the fitting procedure will fit best the force for ethanol
transport. Differences in Figs. 6.10 and 6.11 reflect the goodness of the aver-
aging procedures and the model used.

109 XEg. 6.19 0 T XX K
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81 AEq. 633
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A
3 X = N
24 A x 34
A A AEqQ.6.33
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Tray number from condenser Tray number from condenser

Figure 6.10. Driving force X3 Figure 6.11. Driving force Xa

The thermal force is very probably much less well predicted by an average
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procedure, since we do not have temperature measurements in the vapour to
use. The term that contains the thermal force and transfer rate is also very
small compared to the other two, and less suitable for a similar examination
as this one.

6.9.4 Non-equilibrium modelling

Our set of equations, using Eq. 6.20, can be reduced to the Maxwell-Stefan ap-
proach of Taylor and Krishna (1993) when the interface coefficients and Soret
coefficients are zero. The first step in this direction is done in Eq. 6.21. The
Maxwell-Stefan equations of transport give convenient descriptions of multi-
component diffusion. They are independent of the choice of frame of reference
for the fluxes, and their coefficients are in many cases remarkably independent
of the concentration (Krishna and Wesselingh 1997). In the particular case
studied here, a concentration dependence was seen, however.

Our formulation needs the interface as the frame of reference, as explained
previously. One advantage of the Maxwell-Stefan’s formulation is lost by in-
troducing this particular frame of reference. We gain on the other hand, a
common basis that makes possible an inclusion of more terms, as they are
deemed necessary. The interface might be rate limiting to transport in non-
ideal systems. This is not known, but it is now feasible to include this, if
necessary. We can still take advantage of expressions for diffusion coefficients
in the Maxwell-Stefan equations, as was shown.

Rate equations are needed in dynamic modelling of distillation. We have de-
scribed above a procedure that can describe better, but not yet fully, the
coupling of heat and mass transfer, in distillation. This is the main difference
between our work, and other available methods. We have chosen a particu-
lar estimate for transfer area and film thicknesses, but these estimates can be
improved. Equation 6.18 is constructed in such a way that this is possible.

So far, the temperature profile of the column is best modelled by the temper-
ature that corresponds to the equilibrium of the outlet liquid mole fractions
on the tray. It will be interesting to see whether a better estimate can be
obtained, with a thermal force that include the Soret effect in the liquid. This
has not been possible to test with the available data.
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6.10 Conclusions

A set of equations for heat- and mass transfer in distillation has been de-
rived in a systematic manner from the entropy production rate of the trays
in a distillation column. The equations were illustrated by experimental data
from distillation of ethanol and water. The description was able to model the
variation in the entropy production over the trays that was calculated from
experimental data. This result was obtained with an estimated transfer area
and film thickness ratio, and one fitting variable: the liquid film thickness. The
fitting procedure was based on the entropy production. Six overall coefficients
for transport of heat and mass across the phase boundary were presented,
and discussed on the basis of the experimental data. Heats of vapourisation
contributed to the coupling coefficients, making these non-negligible. The co-
efficients include contributions from the liquid as well as the vapour phase and
the interface. While the actual contributions from the interface was negligible
with the kinetic theory model for these contributions, the interface does play a
role in defining proper boundary conditions. Further attention should be given
to the thermal force and its role in predicting the column temperature profile.
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Appendix: Resistivities in the interface frame of reference

The entropy production rate does not change when the frame of reference is
changed for the fluxes. This property is useful to derive relations between
our coefficients and other ones. The Maxwell-Stefan equations are convenient,
since they do not depend upon the choice for frame of reference. These are
our starting point. They are written for an interface frame of reference, with
an interface velocity u'. In an isothermal system, the entropy production rate
can be written:

; 1d ; 1d
o=-ci(u; —u') (_f 'l;lz’T> + ca(uz — u') (_f%> (6.34)
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where u; are component velocities. The flux equations that follow from this
formulation of the entropy production rate are the Maxwell-Stefan equations:

d . .
JAGLT T ) 4+ D22y — )

T d T\ T

A

codpaT To1 i T22 i
2t T2y — 22 (U — 6.35
T dz T(“1 “)JFT(“2 w) (6.35)

The rate equations are constructed so that Onsager reciprocal relations hold.
Because the sum of the left hand side of these equations is zero (Gibbs-
Duhem’s equation), and because the coefficients are dependent, the coefficients
(in J.s/m®) are related:

1 = —T12 = —T91 = T922 (636)

By filling in Eq. 6.36 into 6.35, the velocity of the frame of reference drops
out, and leaves a set that is independent of the frame of reference. With the
Maxwell-Stefan equations from Krishna and Wesselingh (1997) the coefficients
r are directly related to the Maxwell-Stefan diffusion coefficient:

T1T2
CD12

™1 = RT (637)

In order to compare with our work, the flux in the interface frame of reference
is defined for j=1,2 as:

Jj = cjuj — u') (6.38)

By filling in Eq. 6.38 and 6.37 into 6.35, we get the force equations in the
interface frame of reference:

_ldmgr R i R
T dz C:E1B12 0912
ldl@,T _ R, Ry

- = J. Jy 6.40
T dz CBl2 1 +C.’E2Dlg 2 ( )

Jy (6.39)

This derivation shows that both approaches are in principle the same. Next,
non-isothermal systems are considered. The Maxwell-Stefan equation for the
first component in a binary mixture with a temperature gradient is described
by Kuiken (1994):

_mdmr 21T (uf —u3)

ﬁ dz D12

(6.41)
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where uf are the augmented component velocities that incorporate the contri-

bution of thermal diffusion. By separating the isothermal and thermal veloci-
ties, we have

Il dﬂl T 12 (u1 — U2) dlIn Y1 dT
—_— = = 1 — 6.42
RT dz P, T\ e ) @z (6.42)
In terms of the driving force for component 1, this is:
RzoJ! RJY
Xy = L =2 _ ,STRT*X] 6.43
1 1‘16912 CBl2 L2or a ( )
with the experimental Soret coefficient st in
dl
Sp=sp 1+ 220 (6.44)
dlnx
The force in Eq. 6.18 can be rewritten:
2
X! = (m ~Ha ) T+ <r12 - —”qr?q> Jy + a (6.45)
Tqq Tqq Tqq

A comparison of the Eqs. 6.43 and 6.45 gives the resistivities in Table 6.1.
So, also for non-isothermal systems, it is shown that both descriptions are in
principle the same.

Finally, the experimentally measured Soret coefficients s7 from Kolodner et
al. (1988) is rewritten in our terms. They found the Soret coefficient from the
gradient in mole fraction at zero mass transfer rate:

d.’El dT
<E>J " = _ST-TI-TQE (646)
1=

This condition is rewritten as:

Xy = axy
Tqq
_ldmr  riqd(1/T)

T dz Tqq dz
dzy riq 1dT <1 dln%)_l

dz RryqT? dz

= 6.47
dlnzy ( )

The resistivity ratio r1q/7qq is connected to the Soret coefficient by these equa-
tions. From these equations, the coefficients in Table 6.1 are derived.
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Appendix: Estimating resistivities

The vapour-liquid equilibrium properties were calculated using the integrated
Clausius-Clapeyron equations for a regular solution with the Margules equation
for the activity coefficients. The Margules parameters were 1.6711 and 0.9006
(see DECHEMA data series Gmehling and Onken (1977)). Densities and molar
volumes for the vapour phase were calculated from the ideal gas law. For the
liquid phase we assumed constant density and molar volumes. The thermal
conductivity was taken from Reid et al. (1987) who tabulated A in the form:

\j = A} + B}T + C} T + D}T? (6.48)

The conductivity of a vapour mixture was the molar average one. For the
thermal conductivity of a liquid mixture, Yano et al. (1988) recommended the
following Filipov equation:

A = w11 + waky — 0.45w1w2|)\1 — )\2| (6.49)

The heat capacities for the liquid and vapour, C’II; and C’X, were taken from
Smith and Van Ness (1987). As a function of temperature, they are for j=1,2:
Cp,j Cp,; Cp,j Cpimz | DOPI
L A P,j B P,]T P,]T
- + +C + =
The Maxwell-Stefan diffusion coefficients were calculated from the experimen-
tal data (Tyn and Calus 1975) using the formulation from Kuiken (1994):

L dlny \ "

(6.50)

A polynomial of the third degree in mole fraction and second degree in tem-
perature was assessed to be sufficient to describe the experimental data for the
diffusion coefficient. The model was created by starting with the suggested
polynomial including all cross combinations, i.e. 11 terms. Then a linear re-
gression was performed and the term with the highest p-value was taken out
of the model. This was done until all p-values were below 10~7. The result
was a polynomial with only 4 terms and a constant:

T — 305

10°PL, = 1.15 + (1.66 + 18.4zy — 35.727 + 17.723) (6.52)

The Fuller relation was used for Y, as proposed by Taylor and Krishna (1993):

Mi+M>
My Mo

P,V =1.01310 271" (6.53)
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Kolodner et al. (1988) measured the Soret coefficient of a liquid water/ethanol
mixture in the range from 283-313 K and 0.05-0.6 in ethanol mole fraction. The
experimental results showed a shift in sign, i.e. a highly non-ideal behaviour.
A model for the s was presented, suitable for extrapolation:

1/3
T —-0.2 5
10%s7 = (2.493 - M) 1 —3.190 (tanh <%> > (6.54)

The temperature is given in K and w is the weight fraction of ethanol. Table 7.2
gives an overview of the constants that are used.

Table 6.2. Physical chemical properties

Component Ethanol Water Reference
TPol(K) 351.45 373.73 Sinnot et al. (1983)

oY (kg/m?) 789 998 Sinnot et al. (1983)
Ao H (TPOM) 38770 40683 Sinnot et al. (1983)
(J/mol)

ACP () 3.518 3.470 Smith and Van Ness (1987)
BCF (1/K) 20.001 1072 1.450 102  Smith and Van Ness (1987)
CCr (1/K2) -6.002 10°¢ - Smith and Van Ness (1987)
DCr (K2) - 0.121 105  Smith and Van Ness (1987)
ACB(-) 33.866 8.712 Smith and Van Ness (1987)
BCF(1/K) -172.60 1073 1.25 1073 Smith and Van Ness (1987)
CCF(1/K2) 349.1710=¢  -0.18 107®  Smith and Van Ness (1987)
AN (W/m.K)  -7.797 1073 7.341 1073 Reid et al. (1987)

BN (W/mXK?) 4.16710°° -1.013 10°° Reid et al. (1987)
cM(W/mK3) 1.21410°%  1.8017 107 Reid et al. (1987)

DN (W/m.K?%) -5.184 1071 -9.100 10~ Reid et al. (1987)

AN (W/m.K) 2.629 1071 -3.838 1071 Reid et al. (1987)

BN (W/mK?) -3.847107% 3.374 1073 Reid et al. (1987)
CN'(W/mK3) 2211107 -3.667 10°° Reid et al. (1987)
ydif 90.96 113.79 Taylor and Krishna (1993)
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Abstract

The entropy production rate of a SOy converter is minimised by
changing simultaneously the heights of four catalytic beds, temper-
ature differences across five intermediate heat exchangers, and the
distribution of area available for heat exchange. The inlet temper-
ature, inlet pressure, inlet composition, outlet temperature, and
outlet composition were kept constant in the minimisation. In
comparison to a standard converter, 16.7 % of the entropy produc-
tion rate due to reaction, pressure drop, and heat transfer could
be saved. This can appear as higher quality heat output, or less
area of transfer required for heat exchange. The optimum op-
erating conditions indicate that the reaction can be carried out
under milder thermal conditions than in the standard converter.
We found that the requirement for catalyst, as measured by the
total bed height, decreases with area available for heat transfer,
from 2.4 m at 2000 m? to 1.7 m at 6000 m2. So, there is a large
improvement potential for this process.

7.1 Introduction

Optimisation of reactors in chemical industry is studied intensively, since a
reactor is most often the central unit around which a plant is designed. A good
reactor design is crucial for the performance of other units. We have chosen
to consider a simple and well studied reactor system, namely the oxidation of
sulphur dioxide (SO2) to sulphur trioxide (SOg3) in packed beds. The system
is part of the sulphuric acid synthesis system, a well proven technology, see
Zeisberg (1911), Fogler (1992), Mueller (1994). There is a large variety of
optimisation problems of interest for this system: high yield by Chartrand
and Crowe (1969), return on investment by Doering and Gaddy (1980), and
operating and investment cost of heat exchangers by Ostrovsky et al. (1990),
to mention some.

In view of the demands worldwide on higher energy efficiency and smaller
emissions of carbon dioxide, we have chosen to minimise the entropy production
rate (or exergy loss or lost work) of reactor systems. This is equivalent to
maximise the second law energy efficiency. We have so far worked mostly
on method development with that purpose (Kjelstrup et al. 1999b, Kjelstrup
and Island 1999, Kjelstrup et al. 1998, 2000, Nummedal et al. 2001, 2002,
Johannessen et al. 2002). Some simplifications have been introduced, i.e. we
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have always assumed plug flow conditions. It is not enough to study the
reaction alone. The optimum solution changes considerably, when the heat
exchange in the system is taken into account. The method development has
now reached a stage that it is possible to test it on a real system.

The technology studied here consists of four catalytic beds and five heat ex-
changers (Lurgi GmbH 1990). Some standard operating conditions are chosen
and used to define our reference system. The objective function is the entropy
production rate of the beds and the heat exchangers, and the problem we want
to examine is the following: Given that we keep the most important inlet and
outlet conditions constant, is it possible to find a new path of operation that
has minimum entropy production rate? The reason why we keep inlet and out-
let conditions fixed is that we want an answer that effects up- and downstream
processes in the plant as little as possible. The variables of the minimisation
are realistic: The temperature differences between the outlet and inlet of the
heat exchangers, the heights of the catalytic beds, and the areas available for
heat transfer in the heat exchangers.

We shall indeed see that it is possible to find a state of operation that has a
significant lower entropy production rate. The maximum gain solution is inter-
estingly also characterised by milder thermal conditions in the reactor. This
may be beneficial for the durability of the catalyst. A trade-off situation shall
also be demonstrated between heat exchanger design and amount of catalyst
used. The requirement for catalyst amounts, as measured by the bed heights,
decreases namely with area available for heat transfer. Furthermore, chemical
equilibrium is not necessarily reached at the outlet of each catalyst bed. In
addition we will see that when fewer variables are allowed to vary, a smaller
gain is obtained.

7.2 The system
7.2.1 Introduction

In the system sulphur dioxide is oxidised. This is an important step in the
production of sulphuric acid. Sulphur dioxide is a toxic gas, so governments
have imposed strict regulations on the amount and the concentration of sulphur
dioxide outputs to the environment. An important aspect of sulphur dioxide
oxidation units is thus to keep the outlet concentration of sulphur dioxide
below acceptable levels. Sulphur dioxide, diluted in air, is oxidised to sulphur
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trioxide according to:

S0x(9) + 502() = SO3(o) (I)

A vanadium pentoxide catalyst is used. The product, sulphur trioxide, is
afterwards dissolved in water producing sulfuric acid, which is an important
bulk chemical.

A low enough concentration of sulphur dioxide cannot be reached in one adia-
batic catalytic bed. Therefore, more beds with intermediate cooling are needed.
The intermediate cooling is done with heat exchangers. We chose a reactor sys-
tem design with four beds and five heat exchangers. In most literature 4 or 5
beds are reported. The system is shown in Figure 7.1.

Y P TZOAT
Feed AT,

yiOUtPOULI_ out A|;3|X
Product — ATs

Figure 7.1. Sketch of the reactor system

Inlet and outlet parameters, as well as some other parameters for the reactor,
are given in Table 7.1. The parameters are arbitrary, but representative for
an industrial reactor system (Malsnes and Rostad 1998). We consider them as
fixed in the present study.
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Table 7.1. Parameters

Parameter Description Value

dbed Diameter bed 6 m

drart Particle diameter 8 mm
pPed Bed density 450 kg/m3
€ Bed porosity 0.26

Tin Inlet temperature 333 K

pin Inlet pressure 1.3 10° Pa
¥8o, Inlet mole fraction SOy 0.075

ygloa Inlet mole fraction SO3 0

Y0, Inlet mole fraction Oy 0.1

yi{é Inlet mole fraction No  0.825

Fn Initial molar flow 480 mol/s
n Gas viscosity 3.7107° Pa s

7.2.2 Conservation equations for the catalyst beds

We use a plug flow model for the catalyst beds. This model considers only
transport by convection in the z-direction, i.e. from the top of the first bed to
the bottom of the fourth bed. There is a flat gas velocity profile and no radial
gradients in the beds. Heterogeneous effects due to diffusion and reaction inside
the catalyst pellets are neglected. Each bed is adiabatic.

We want to model the state of the reacting stream as it moves from the inlet at
z = 0 to the outlet at z = h,, (n =1, 2, 3, 4). The state is fully specified by the
temperature (T'), pressure (P) and chemical composition. The composition of
the reacting mixture can be described with a single variable; the conversion of
SO2 in reaction I. This is a standard way to keep track of the composition in
plug flow reactors (see for instance Fogler (1992)). The conversion of SOz in
reaction I is defined as

moles of SOy consumed by reaction I

X= moles of SOs initially (7.1)
The molar flow rates, F;, and the mole fractions, y;, become then
Fy = Fi%, (0 +vix) (7.2)
and
yi= 23 it (7.3)

_Ftot_9to —%X
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respectively. Here, ¢ = SO9, Oz, SO3, Na, superscript in means values at the
inlet of the first bed, v; is the stoichiometric coefficient of component ¢, and

F_in in
9i = Flil 9t0t = Fltl?t (74)
502 SO2

The state variables are governed by conservation equations. These are the
energy balance, the momentum balance and the mole balance, see for instance
Fogler (1992) for a derivation. The energy balance is

a7 rso, (—ARH )
&2 _ T (gped)2 bed SO2 )
dz 4 ( ) > FiCpy (7.5)

Here, ArH is the heat of reaction, rgo, is the rate of reaction I, and Cp; is
the heat capacity of component i.

Ergun’s equation is used to describe the pressure drop:

dz (dbed)2 €3 Jbed €3 (7.6)

dP ( 150 (1—¢)? 175 pnoin 1 — e)

= - v
Here, 7 is the gas viscosity, p'® is the initial density of the gas, v™™ is the initial
gas velocity, and v is the gas velocity.

Finally, the mole balance is

dX T 2 Pbed

&z~ 4 e TS0 o
We use the heat capacities, the enthalpy of reaction and the reaction rate
expressions given by Fogler (1992), pages 438-440. All variables have been
converted to SI units. Details are given in the Appendix.

7.2.3 The heat exchangers

We use the same values for the properties of all heat exchangers. The following
parameters were fixed: The diameter of the heat exchanger tube (d"% = 0.03
m), the number of tubes (N = 1000), and the Fanning friction factor (f =
0.005). These choices lead to reasonable overall heat transfer coefficients, be-
tween 10 and 50 W/K.m? for gas-gas type heat exchangers (Sinnot et al. 1983).
These values are representative for a shell and tube heat exchanger where the
reaction mixture flows turbulently on the tube side.
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A linear relation is used between the average driving force XX, and the total
heat transferred (the duty), @, of heat exchanger number m, see De Koeijer
et al. (2002b).

XX = REXQp, (7.8)

The average driving force is

2 2
T#{OUt + T,},l{in Tr(r)zut + Tglzl

XHX — (7.9)
The superscript u refers to the utility, i.e cooling or heating medium. The
proportionality constant RHEX can be seen as an average resistance to heat
transfer. The resistance to heat transfer is located in the gas film that covers
the heat exchanger pipes, giving:

) 1
RHX — (7.10)
" AT
The film thickness of the gas layer, §, was set to 1073 m (Taylor and Krishna
1993), and AHX is the area of transfer. The thermal conductivity of the gas,
A, depends on the average temperature, see the Appendix.

For a given duty and area of transfer, the average driving force in the heat
exchanger is calculated by introducing Eq. 7.10 into 7.8:
XHX — 759{;
ABXT A
From knowledge of the number of tubes and the diameter of the tubes, the
average velocity of the gas in the tubes v, is:
_ AFRTrm,
Um = —— 5 e
™ Nn(diX)2pin

(7.11)

(7.12)

Here, F,, is the total molar flow, R is the gas constant, and P,i,? is the pres-
sure at the entrance of the heat exchanger. We should have used the average
pressure in the heat exchanger, but using Pi» enables a calculation without
iterations with a negligible error. The average density of the gas p,, is:

_ PBM,,

7.13
RT. (7.13)

Pm
where M,, is the average molecular weight of the gas mixture. The length of
the tubes LEX in the heat exchangers is:

AHX
HX _
L~ = wdHn;(N (7.14)
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The pressure difference (outlet minus inlet), A, P2X, over heat exchanger m

18: HX
Lm ]. _ 9

A, PHX = —4f —f5% 5PmPm (7.15)

The pressure difference is necessary for the calculation of the entropies, (Eq.
7.30), that define the objective function.

7.2.4 The reference reactor system

In order to have a meaningful optimisation, one needs to define a reference.
A reference reactor system was chosen, using the variables of Table 7.1 as a
basis. The height of the catalytic beds were all set to 0.6 m. The reference
reactor system had a heat exchanger network in which the heats, taken away
in heat exchanger number 2, 4, and 5, were used for heating the feed with heat
exchanger number 1. Four of the five duties of the heat exchangers were thus
related:

Qi +Q2+Qs+Q5=0 (7.16)

The temperature differences between the outlet and the inlet of the heat ex-
changers, A, T, were 374.54, -90, -80, -55, and -214 K, respectively. So, nega-
tive sign means cooling. The areas of transfer of the heat exchangers were taken
as 1743.8, 581.2, 512.5, 181.3, and 981.2 m2. The total area of transfer was
then 4000 m?. This total area was used as a constraint on the minimisation.
The restriction on the duties was not maintained in the minimisation.

The equations of the reactor system were solved (see Sections 7.2.2 and 7.2.3),
and the following results were obtained. The outlet temperature of the refer-
ence reactor was 486.22 K, and the outlet mole fraction of SO, was 1.839 1073,
The duties of the heat exchangers were 5.58, -1.45, -1.27, -0.87, and -3.26 MW,
respectively (negative sign means cooling). The outlet temperature and mole
fraction of SO4, obtained in this manner, were used as constraints.

7.3 The minimisation problem
7.3.1 The objective function

The objective function is the entropy production rate dS™/dt of the reactor

system:
i 4 irr,bed 5 irr, HX
dsTr dSp™ dSm’
TR () (M) e

n=1 m=1
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The first sum on the right hand side is the contribution due to the reaction
and pressure drop in the beds. The second sum is due to heat transfer and
pressure drop in the heat exchangers. The contribution from bed number n
was obtained from the entropy balance over the bed:

ggirmbed o
e (7.18)

The contribution to the entropy production rate from heat exchanger m was
obtained from the entropy balance over the heat exchanger:

dsirr,HX ] ]
O = R (S5 — Sia) + Fya (S — Si) (7.19)

Here, superscript © means properties of the unknown utility, which cools or
heats the reaction mixture on the shell side of the heat exchangers.

The entropy production rate due to heat transfer is also approximately equal
to the product of average force and total heat transferred. The following
expression from a diabatic column applies (De Koeijer and Rivero 2002):

Qum XHX _ % } Fu(guout _ guiny (7.20)

m
By introducing Eq. 7.20 into Eq. 7.19 we have an expression for the entropy
production rate in the heat exchangers, that does not dependent on knowledge
of the utility:

dSirr,HX )
— B = F, (82" — iy — & + QmX X (7.21)
dt T

The term QmXEX is the contribution from heat transfer perpendicular to the
area of transfer. In case of zero pressure drop the first and second term on the
right hand side of Eq. 7.21 would cancel. But this is not the case here, and
Eq. 7.21 is therefore a convenient description.

By introducing Eqgs. 7.21 and 7.18 into Eq. 7.17 the objective function is
obtained:

dsirr

dt

5 5
= Feutgont — pingin _ " Om > QmXxiX (7.22)
m=1"™" m=1
The calculation of entropies is explained in the Appendix. The explicit expres-
sions for XX or REX were introduced in the objective function as explained
before. An objective function has thus been formulated without explicit refer-
ence to the cooling and heating media around the reactor.
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7.3.2 Choice of variables and constraints

Three sets of variables were allowed to vary in the minimisation. These were:

1. The height of the beds, h,, (n =1, 2, 3, 4). These were also used in op-
timisation studies by Chartrand and Crowe (1969), Doering and Gaddy
(1980). The heights can be changed to a certain extent in an already
existing reactor systems during the replacement of the deactivated cata-
lyst. This makes them a practical variable. Since catalyst costs money
(Doering and Gaddy 1980), these variables have a direct economical sig-
nificance.

2. The transfer areas of the heat exchangers, A4,, (m =1, 2, 3, 4, 5). By
varying them, we automatically allowed the driving forces to vary, see
Eq. 7.11. We chose the transfer areas and not the forces, because the
areas are always positive. They are thus convenient properties for the
minimisation algorithm. Like the catalyst, transfer area costs money,
and has therefore also a direct economic significance.

3. The temperature differences of the reaction mixture between out- and
inlet of the heat exchangers, AT, (m =1, 2, 3,4, 5). They correspond to
the duties of the heat exchangers. They are relatively easy to manipulate
with the choice of utilities, but might have a significant effect on the heat
exchanger network. We did not consider this effect here.

This choice of variables enables us to optimise the reactor system without ref-
erence to utilities (cooling and heating media) and heat exchanger network.
Additional variables like number of beds, number of heat exchangers, bed
porosity, inlet conditions, outlet conditions, diameter of the bed, etc. may
be studied in a similar manner.

The main constraints were on the mole fractions at the inlet and the outlet, and
the inlet molar flow rate, F'™. These constraints fixed the chemical production
to that of the reference case. The inlet temperature and pressure, T and
P and the outlet temperature, T°", were also kept constant. In this way
the up- and downstream processes are disturbed as little as possible. The bed
diameter, the bed density and the bed porosity were constant. The sum of bed
heights, Eizl hn, was less than or equal to the total height in the reference
reactor. In other words, we afforded the weight for a height of 2.4 m, but not
more and preferably less. A similar constraint was put on the sum of transfer
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areas, Z;E’n:l Ap,. The outlet pressure, P°%, is a function of the height of the
beds and area of transfer, which were variables in the minimisation. The outlet
pressure was therefore allowed to vary.

7.4 Calculations
7.4.1 The mathematical method

The minimisation problem is a constrained nonlinear programming problem.
We used the Matlab® 6.1 function fmincon to solve it. The same function has
been used earlier to minimise the entropy production rate of distillation by De
Koeijer et al. (2002b) and reactors by Nummedal et al. (2001, 2002). Fmincon
uses a sequential quadric programming method to solve our problem. We
refer to The MathWorks Inc. (2001) for details on the algorithms in fmincon.
In addition to the constraints described in Section 7.3.2, we included upper
and lower bounds on the variables. The temperature differences over the heat
exchangers were allowed to vary from -700 to 700 K, the bed heights from 0 to
2.4 m, and the transfer areas from 1 to 10000 m2. This was done to prevent
the algorithm from crashing by trying unfeasible values.

In order to check for multiple minima and the reliability of the minimum that
is reported, we used different starting vectors. The first starting vector was
always the reference. Secondly, perturbed versions of the reference were used.
Finally, perturbed versions of the minima were tried. The perturbations were
done on all variables. The main ones were to set a height or temperature
difference to zero, and to rescale the transfer areas. For the minimisations
that served the purpose of comparison with the reference reactor 20-30 different
starting points were tried. By varying the total transfer area, the results of a
previous minimum was used and 5-10 perturbations were tried. Furthermore,
a random choice of starting vectors was made over a period of two weeks
for selected cases. Several hundreds initial variable vectors were tried. Most
vectors caused the algorithm to crash. Among those which converged, the
optimum was the same as the one found directly using the reference reactor to
start.

Depending on the initial values, it took the algorithm 1000-10000 iterations
to find a minimum. The algorithm needed a high accuracy of the simulation
of the system (107%) and minimisation (107!°) to converge to a satisfactory
minimum.
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7.4.2 The calculation procedure

The conservation equations were solved for the reference reactor, and used to
establish the boundary conditions for the optimisation. The input and output
from the reference reactor to the optimisation were given above.

A general study was first performed, when all three sets of variables were varied
simultaneously as described above. A minimum was found, and studied in more
detail. The sum of all areas of transfer was less or equal to the value of the
reference reactor (4000 m2) in this calculation. In the next set of calculations,
the upper limit of the total transfer area varied from 1000 to 6000 m?. In
the end further restrictions were introduced in order to gain more insight, and
show alternative optimisations.

7.5 Results and discussion
7.5.1 Entropy production rates

Figure 7.2 shows the entropy production rate as a function of the sum of areas of
transfer (an:l Ap,) of the reactor system with minimum entropy production
rate (solid line) and with the entropy production rate of the reference reactor

system (triangle).
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Figure 7.2. Entropy production rate of the contributions of the minimum vs
transfer area, including reference

The reduction in entropy production rate from the reference state to the state
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of minimum entropy production was 16.7 % at 4000 m2. This means that the
reference reactor system has a large potential for saving energy. This is the
main result of this work. The second law energy efficiency (Smith and Van Ness
1987) increased from 0.31 of the reference to 0.42 of the minimum. The reason
for the large relative difference in efficiency is that the maximum obtainable
work from this system (1.97 MW) was in the same order of magnitude as the
entropy production rate times reference temperature (298.15 K).

Figure 7.2 gives also the contributions to the entropy production rate. The
total entropy production rate (solid line) is the sum of contributions from
the reaction and pressure drop in catalytic beds (thick dashed line), and heat
transfer and pressure drop in the heat exchangers (thin line with cross). The
total entropy production rate was roughly parallel to the contribution of the
heat exchangers. So, the contribution from the heat exchangers was the most
important part in Eq. 7.22. This means that the variation in the entropy
production rate must be explained by the contribution of the heat exchangers.
The contribution of the beds to the entropy production decreased very little
with increasing area of transfer (from 1400 W/K at 1000 m? to 1270 W/K at
6000 m?), see Figure 7.2.

The value of the entropy production rate was roughly inversely proportional to
the transfer area. This is reasonable. At zero area of transfer, the entropy pro-
duction rate would be infinite. At infinite transfer area the entropy production
rate due to heat exchange went to zero. Only the contributions of reaction and
pressure drop remained.

By drawing a straight line parallel with the area axis, through the point that
represents the reference system, we see from Figure 7.2 that the same produc-
tion and entropy production can be maintained, but with 1200 m? less area
of transfer area. This may be an interesting alternative to improve the energy
efficiency; to save instead on the area of transfer. The details of this solution
were however not further investigated.

7.5.2 Temperature and concentration profiles for a given total trans-
fer area

The variables that characterised the state of minimum entropy production are
shown in more detail in Fig. 7.3. The figure applies to a total transfer area of
4000 m?. The temperature and SO, mole fraction profiles through the reactor
are shown and compared to the profiles of the reference system.
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Figure 7.3. Temperature and mole fraction profiles of the optimised and
reference reactors

The profiles of the reference system were typical for a conventional SO» oxida-
tion reactor system, see Mueller (1994). The reacting mixture reached equilib-
rium (characterised by flat profiles) well before the end of each bed. This gives
the reactor system a possibility to cope with deactivating catalyst. From the
mole fraction profile, there seemed to be little reacted in the last bed. However,
there was a significant relative conversion, since pgo,/ pg}O%4 reached 0.40 in
the last bed.

In the state of minimum entropy production rate, equilibrium was only nearly
reached at the outlet of each bed. This is expected in an optimisation that
had catalyst height as a variable; reaching the equilibrium state in this respect
means a waste of catalyst. Extra catalyst would only cause unnecessary pres-
sure drop. So, Figure 7.3 show that there was excess catalyst in the reference
reactor. The total bed height decreased from 2.4 m in the reference state to
1.98 m in the state of minimum entropy production rate.

The fact that one did not reach equilibrium at the outlet of a bed made the
reactor system more sensitive to deactivation of catalyst, however. The SO2
mole fraction profiles show that the production was now more uniformly dis-
tributed. More importantly, this state of operation had a lower maximum
temperature in the reactor, and the high temperature region is smaller. In
summary, the catalyst was overall exposed to milder conditions, meaning that
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the catalyst will deactivate slower than in the reference case. So, the optimum
case did not only have a higher second law energy efficiency, but probably also
longer catalyst lifetime. An excess bed height may thus be less important.

The profiles as shown in Fig. 7.3 did not change much by varying the sum of
transfer areas. Their qualitative behaviour was maintained. The only quan-
titative exceptions were the heights and transfer areas (or forces) as we will
discuss later on.

A temperature-conversion diagram with the equilibrium and maximum reac-
tion rate lines is a common way to illustrate this type of processes (Mueller
1994, Lurgi GmbH 1990). For the sake of comparison this diagram with the
lines of the reference and minimum is also given in this work.
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Figure 7.4. Conversion as a function of temperature of reference and
minimum

We know from Fig. 7.3 that the turning points of the reference reactor must lie
on the equilibrium line. But we see now that the turning points of the minimum
were nearly on the equilibrium line. So, the mixtures of the minimum came
very close to equilibrium at the end of the beds.

7.5.3 Heat exchanger conditions and bed heights as a function of
area of transfer

The values of the variables were investigated as a function of area of transfer.
Figure 7.5 gives the temperature differences between out- and inlet of the heat
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exchangers for different total transfer areas in the state of minimum entropy
production rate. We see that these temperature differences were not affected
much by the varying transfer area. Their values showed some scatter. We ex-
plain this by numerical inaccuracies, due to the flatness of the solution surface
around the minimum, see also section 7.5.5.
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Figure 7.6 gives the heights corresponding to Figure 7.5. The height of the
first bed decreased with the transfer area, while the others increased slightly.
Mueller (1994) recommended however single bed heights between 0.2 and 1.0
m. Above 4000 m?, the state of minimum entropy production did not break
with this recommendation significantly. But above, the height of the first bed
became too large. Moreover, the sum of the heights was 2.4 m when the total
area is below 2000 m?, and decreased to 1.7 m when the total area becomes
6000 m2. The reason for this lies in the total amount of heat transferred, which
was larger at larger transfer area. This means that the system had a larger
flexibility, which made it easier to operate closer to maximum reaction rate,
see Fig. 7.4. That this was indeed the case is confirmed by the higher entropy
production rate of the reaction per kg catalyst at larger transfer area.

Figure 7.7 gives the driving force for heat transfer, corresponding to Fig. 7.6.
All driving forces decreased in absolute value with the transfer area and tended
to zero at infinite transfer area, as expected.
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Figure 7.7. Driving forces in the state of minimum entropy production

7.5.4 Further restrictions of the variables

In order to see how sensitive the minimum solution was to the set of variables
chosen, the minimisation was carried out with subsets of the variables. A
more practical motivation for doing this is to provide guidelines for improving
a reactor system if a total optimisation is not possible. This situation can
occur during a shut-down, replacement of deactivated catalyst, or redesign of
the heat exchangers. In the first calculation, only the bed heights were varied.
In the second case, only the transfer areas of the heat exchanger were varied.
Finally, the variations of the temperature differences were studied.

By varying the bed heights only, the entropy production was reduced by 4.2 %
(4490 W/K) compared to the reference case. The resulting heights for mini-
mum entropy production rate were 0.250, 0.175, 0.465, and 0.580 m for bed
numbers 1-4. The sum of the heights of those four beds was smaller than 2.4
m. So, the reactor system require less catalyst than the reference case. The
entropy production rate decreased by only 3.6 % when the transfer area distri-
bution alone was allowed to vary. The areas became 2247, 386, 349, 199, and
819 m2. A variation of the temperature differences, gave a 12.4 % reduction
in the entropy production rate in comparison with the reference reactor. The
temperature differences were respectively 213.3, 121.6, -118.3, -45.2, and -237.6
K. The first two heat exchangers were used for heating, and the first bed did
not perform any reaction due to the low temperature difference over the first
heat exchanger.
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To vary only one of the variables may thus be fruitful. The temperature
differences had by far the largest impact on the reduction in entropy production
in this reactor system. The heights as a variable came second, and the area
distribution had the least impact. But the results of the single variable set
minimisations were distinctly different from the ones found when all variables
were included, see Figs. 7.5-7.7.

The last case we investigated was the one with constant average forces across
the heat exchangers. This is motivated from the good results in De Koeijer
et al. (2002b) for diabatic distillation by applying this rule. For a reactor
system with 4000 m? the constant driving force was 2.08 10~ 1/K, and the
minimum entropy production rate was 4039.53 W /K. The reduction was 13.8 %
compared to the reference value. This is also a significant reduction, which is
in accordance with the result obtained for diabatic distillation columns.

7.5.5 Final comments

An interesting question is now how to turn the reductions in entropy production
rate into benefits? Since entropy is a measure of quality of energy, a lower
entropy production rate means higher quality outlets and/or lower quality
inlets. A good example of a benefit is a higher outlet temperature of the heating
medium. As already mentioned, less transfer area could also be a benefit. The
benefits will however depend on the other processes in the plant. Further
research should be done to investigate all possible benefits systematically.

The expression for the entropy production rate in the objective function was
found starting from the entropy balances of the different parts. This means
that the different parts of the process were taken as black boxes. The entropy
production rate per unit of volume, as given by a flux-force product from
irreversible thermodynamics

dgimbed o hn ARG
— = Zd%ed pbed/ TS0, <— ; > dz (7.23)
0

is an alternative used by Johannessen and Kjelstrup (2002), Kjelstrup and
Island (1999), Kjelstrup et al. (1999a), but may be unnecessarily complicated.
More detailed information can be obtained from the flux-force expression, for
instance information on the local behaviour of the driving force, (—ArG/T).
In this work, we choose the simpler way to express the entropy production
rate, Eq. 7.18, because the computations became faster.

The multidimensional surface around the minimum was flat: Several other
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minima with entropy productions very close (< 0.3 W/K) to the reported
ones were found, but with different values for the variables. The maximum
differences were 2.5 K for the temperature differences, 0.013 m for the heights,
and 16 m? for the transfer areas. This is the reason for the scatter of the
variables in Figures 7.5- 7.7.

It is interesting to compare the results obtained here, to the results obtained
for diabatic distillation columns in De Koeijer et al. (2002b). A diabatic tray
distillation column has heat exchangers in connection with several trays. A
similar figure as Figure 7.2 was presented for distillation. In both processes,
the contribution to the entropy production rate of heat transfer was modelled
by QmXHX. The main conclusion of the work on distillation is that the heat
exchangers have a significant influence on the state of minimum entropy pro-
duction rate. The same conclusion is made for this reactor system, see Fig.
7.2. Here a non-equilibrium model was used, however, while the distillation
columns were modelled with the assumption of equilibrium between the outlet
flows from a tray.

7.6 Conclusion

We have shown that the entropy production rate of a typical SOy converter
in the industry can be reduced by 16.7 % in comparison with a reference
system. This was obtained by changing bed heights, area distribution between
intermediate heat exchangers, and inlet and outlet temperatures from the heat
exchangers. Inlet and outlet conditions to the surrounding equipment were not
altered. The state of operation that has minimum entropy production rate is
characterised by milder thermal conditions. The calculations also show that
the amount of catalyst used, can be lowered if the area of the heat exchangers
is increased. If one chooses to operate with the same entropy production as the
reference case, the results can be used to find a smaller area for heat exchange.

It is interesting to note that even for well proven technology, it seems possible
to find new modes of operation that do not alter the output, but results in
better overall energy economy for the part studied.
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Appendix

The reaction rate, rgo,, is given by Fogler (1992):

Pso, Pso, \°

— k. Py, — [ =222 24
rso, =k Pso, 02 (P502KP (7.24)

where:

— 2
ke = 9.869210 2 exp < 82 11017 + 848.1) (7.25)
and
98359

Kp = 0.003142 exp (W — 11.24) (7.26)

Below x = 0.05, the reaction rate at x = 0.05 was used. This is recommended
by Fogler (1992) because Eq. 7.24 gives to high reaction rate in that region.

Fogler (1992), page 403, reported the heat capacities as a function of temper-
ature in the form:

Cpi = AS? + BEPT 4 CEPT? (7.27)

Here, Afp , C’ic P and C’ic P are coeflicients given in Table 7.2.

With these heat capacities, the heat of reaction was:

ARH =Ag H(T™) — 6.5415(T — T"*")+
—6
0.0205165 (72 _ ety _ 10.007 10

> (1% - Tref?) (7.28)

The heat of reaction at reference temperature, 700 K, was taken as -98787.5
J/mol.

The thermal conductivity was taken from Reid et al. (1987) who tabulated A
in the form:

\i = A} + BM + CMT? + D)3 (7.29)

The thermal conductivity and heat capacity of a vapour mixture was the molar
average one. The coeflicients are given in Table 7.2.
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The absolute entropies of a gas, required for Eqs. 7.18 and 7.21, were calculated
with:

T
Cpi P
S=3u (S;ef+/ f%dT) ~RY yilnyi— Rln—o (7.30)
i Tre z

The reference pressure was 1.013 10° Pa. The reference entropies at 298.15 K
in the gas phase can be found in Table 7.2, and were taken from Weast and
Astle (1982).

Table 7.2. Heat capacity coefficients, thermal conductivity coefficients and
reference entropies

Component SO SO3 O] Ny
ACP (J/mol.K) 30.178 35.634 23.995 26.159
BCP(J/mol.K2)  42.45273 71.72273 17.507 1073 6.615 1073
C°P(J/mol.K3) -18.218 1078 -31.539 1076 -6.628 107® -2.889 10~
AMNW/m.K) -8.086 1072 -6.683 1073  -3.273 10%  3.919 1073
BMNW/m.K?) 6.344 10°° 7.07710°° 9.966 107°  9.816 10°°
CMNW/m.K3) -1.382107%  -1.968 1078  -3.743 1078 -5.067 1078
DMNW/m.K3) 2.303 1072 1.256 10'2 9.7312 10" 1.504 101!

Sref(J /mol.K 248.488 256.185 204.994 191.47

~—
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8 Conclusions and Outlook

8.1 Overall conclusions

The entropy production rates of diabatic distillation columns and a SO con-
verter were minimised. This means that the second law efficiency of large
energy users is maximised. So, this type of optimisation serves the need of
making development sustainable. For defining the entropy production rate
irreversible thermodynamics was useful. The minimum entropy production
could be investigated accurately due the availability of fast computers and
good optimisation procedures.

With the objective functions, variables, and constraints used in Chapter 5, the
entropy production rate in distillation could be reduced up to 50 %. The second
law efficiency in Eq. 1.1 increased from 0.57 of the adiabatic column to 0.73
of the diabatic column at the limit of reversible heat transfer. The reduction
of the SOy converter was 16.7 % in Chapter 7. The reductions are large, and
show that there is still a large improvement potential for these processes. To
achieve such reductions their operation had to be changed. In distillation heat
exchangers were added. For the SOy converter, the heights of the catalytic
beds, the transfer areas of the heat exchangers, and temperature differences
over the heat exchangers were redistributed.

The theory on diabatic distillation was developed further by applying the the-
ory of irreversible thermodynamics. The systematic character of irreversible
thermodynamics enabled us to derive for various assumptions different equa-
tions for the entropy production rate. The ones we started with were derived
by Sauar et al. (1997) and De Koeijer et al. (2002a). For the purpose of Chap-
ter 2, we needed an equation that enabled an analytical solution of the Euler-
Lagrange minimisation. After improving the use of the Gibbs-Duhem equation
of Sauar et al. (1997), and neglecting the liquid contribution in De Koeijer et
al. (2002a), we obtained Eq. 2.2 for the driving force of mass transport. The
corresponding equation for the entropy production rate contained only one
product of average driving force and flow. It performed satisfactory for equi-
librium columns separating ideal mixtures. Furthermore, it led to the desired
solution of the Euler-Lagrange minimisation, see Eqgs. 3.21 and 3.22. However,
we found that this equation did not perform satisfactorily for the experimental
results of a column separating the non-ideal mixture water-ethanol, see Fig.
4.6. We needed to extend it to an equation with three force-flow products.
Furthermore, a more accurate equation for the driving force for mass trans-



128 Chapter 8. Conclusions and Outlook

port was derived, see Eq. 4.7. It included the activity coefficients, and both
liquid and vapour contributions. A similar improvement was observed for the
equation for the measurable heat flow through the interface. In Chapters 2 and
3 the contribution to the entropy production rate from heat transfer through
the interface was neglected. This was based on an equation where the tem-
perature gradients in the liquid were neglected, see De Koeijer et al. (2002a).
This assumption was removed, and a new equation was derived in Chapter
4, Eq. 4.9. The relative contribution of the measurable heat flow to the total
entropy production rate decreased from less than 8% to 0.6% by improving the
equation. The Soret effect (or thermal diffusion) was shown to be significant
in Chapter 6. The average thermal driving force over the interface and films is
still uncertain. The best estimate we have is Eq. 4.6, but it was not assessed
with the experimental data.

Following the reversible column of Fonyo (1974a) and the diabatic column of
Rivero (1993), we give a sketch of a diabatic distillation column at minimum
entropy production rate. The sketch is shown in Fig. 8.1.

Condensef

e

Buljoo

Reboiler

Figure 8.1. Sketch of an optimum diabatic distillation column

The sketch is based on the results of Chapter 5 with reasonable thermal driving
forces over the heat exchangers (1073-10~* 1/K). The duty profiles in Fig. 5.2
indicated that heat exchangers are necessary for trays near the top and bottom.
The larger the driving force, the fewer heat exchangers are necessary, but the
more entropy is produced. The transfer area and duty decrease the further
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away from reboiler or condenser the heat exchanger is. To avoid problems with
uneven pressure drop, weeping, and flooding (Douglas 1988), the diameter of
the column should decrease at the top and bottom trays. For every single
column the details of the optimum operation will of course be different, but
we believe that some general characteristics are described with the sketch.

8.2 Estimate of possible savings

In the introduction in Chapter 1 it was said that increasing the energy effi-
ciency of distillation can be a significant factor for increasing the overall energy
efficiency of society and sustainability level of development. We are now able to
qualify this statement. Figure 5.3 shows that even with the contribution of the
heat exchangers diabatic distillation has a large improvement potential with
respect to energy efficiency. The benefit of a reduction in entropy production
rate lies in a lower inlet and/or higher outlet temperature of the utilities. As
most of the utilities are fixed as inlets, a higher outlet temperature is probably
preferred. By using this higher outlet temperature somewhere else in the plant
the steam generation of the plant can be reduced. Say that we can reduce the
contribution to the steam generation of distillation with 20 %. This can be
seen as direct fuel saving. Humphrey and Siebert (1992) says that 40 % of the
equivalent of 3 million barrels of crude oil per day is used by distillation in the
USA, i.e. a possible saving of 3 x0.4 x 0.2 = 0.24 million barrels per day. Since
Humphrey and Siebert (1992) gave numbers from 1991, we continue to do so.
Given the total USA oil demand of 17.04 million barrels a day (Energy Infor-
mation Administration 2002), this means a reduction of 1.4 %. If this saving
is similar for the whole world, it is possible to reduce oil production with 0.84
million barrels per day!. In order to give an idea, this is the same as 42 % of
the oil production of Norway?. As the use of crude oil and CO5 emissions are
related, we expect that CO9 emissions can be reduced in the same order.

This estimate is rough, and requires that all distillation columns in the world
are built diabatically. But on the other hand we might have been conservative
in the possible reduction, and we did not take possible reduction of entropy
production rate in all reactive processes into account. Concluding, the numbers
tell that the methods and results presented in this thesis can contribute to
substantial energy savings.

"World oil production in 1991 was 60.207 million barrels a day (Energy Information
Administration 1999)

*Norwegian oil production in 1991 was 1.890 million barrels a day (Energy Information
Administration 1999)
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8.3 The method

With the results from Sauar (1998), Nummedal (2001), and the ones pre-
sented in this thesis, we can construct and exemplify a method. The aim of
this method is to show how the thermodynamically optimum operations of dis-
tillation columns and reactors can be determined. The elements of the method
follow common practise, see e.g. Bejan (1996), Biegler et al. (1997), Kjelstrup
et al. (1998):

e The first step is to determine the system and the system boundaries. If
the system is complex and/or large, we have learned to start with a sim-
pler or smaller one, in order to gain experience and insight. This was for
example done for distillation where the contribution of the heat exchang-
ers was not taken into account at first in Chapters 2 and 3, but added
later in Chapter 5. Another example is found in Kjelstrup et al. (2000)
and Nummedal et al. (2002). In the first work only the contribution of
the reaction was minimised, and in the latter the contribution from heat
exchange was added.

e A decision on the purpose of the minimization must be addressed. Is a
realisable design the main purpose, or is it more knowledge and insight?
In the first case the entropy balance in Eq. 1.8 over the system as a
black box may hold. This was done for the catalytic beds in Chapter 7.
Irreversible thermodynamics can provide insight and knowledge on the
system (see e.g. Ch. 6), but needs more information.

e The system can now be modelled. From our experience several assump-
tions must be made. Irreversible thermodynamics allows us to do this
in a systematic manner (see also overall conclusions further on). In the
thesis, this is illustrated by moving from the assumption of equilibrium
between the flows leaving the tray in Chapters 2, 3, and 5 to the non-
equilibrium models in Chapters 4, 6, and 7.

e The objective function, here the entropy production rate of the system,
must be determined at this stage. Nummedal (2001) and Sauar (1998)
use the sum of flux-force products from irreversible thermodynamics.
The most extended type of objective function in this thesis is the com-
bination of entropy balances (Eq. 1.8) and flux-force products from irre-
versible thermodynamics (Eq. 1.4), like in Chapters 5 and 7.

e The next step is to determine the constraints and variables. In the cases
we studied, constraints were mainly on in- and outlet properties, while
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the variables were operation properties. If an applicable design is pur-
sued like in Chapter 7, the constraints and variables need to have a direct
connection to the design, e.g. transfer areas, bed heights. It is also possi-
ble to choose variables without a direct connection to the design, e.g. the
driving forces in Chapter 5, and idealised temperature in Johannessen et
al. (2002), Johannessen and Kjelstrup (2002). The realisability in terms
of design can be determined afterwards, see e.g. Fig. 5.4. We learned
to look for alternative descriptions of the variables and constraints. An
example is the choice between driving force and transfer area in Chapter
7. We choose the transfer area as variable, because it is always positive.
Also introducing extra variables and constraints for increasing conver-
gence of the minimisation procedure should be investigated. This is for
example done in Chapter 5 by adding the energy balance as constraints,
and the vapour flows as variables.

e In this thesis 5 different minimization procedures were used: FEuler-
Lagrange with irreversible thermodynamics (analytical, Ch. 2 and Sauar
(1998)), Equal Thermodynamic Distance (analytical, Ch. 3), Powell’s
procedure (numerical, Ch. 3), Monte Carlo procedure (numerical, Ch.
2, 3, and 5), and the function fmincon in Matlab® 6.1 (numerical, Ch. 5,
7 and Nummedal (2001)). The latter was for distillation columns and re-
actors the fastest and most accurate. Which procedure to choose depends
on the complexity of the system, objective function, variables and con-
straints. Simple problems can often be solved analytically (Sauar 1998,
Bejan 1996). More complicated problems need a numerical procedure,
like Powell’s procedure and the function fmincon in Matlab®. If the solu-
tion is very non-linear and/or dependent on the starting point, a certain
randomness should be introduced, like in the Monte Carlo procedure.
Randomness increases however the calculation time.

e At last, the entropy production rate can be minimised. A critical as-
sessment and redefinition of the system’s objective function, constraints,
variables, and minimisation procedure is always necessary. The minimum
needs to be explored, not only to check whether there are minima lower
than the ones already found (as observed in Ch. 7), but also because the
interaction between the phenomena producing entropy can change with
the constraints. This insight might lead to better results. Chapters 5
and 7 showed for example that by increasing the total amount of trans-
fer area of the heat exchangers the reduction of entropy production rate
increased even more.

e The last step of this method is to design the optimised system. Especially
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if the solution is not directly realisable from the choice of variables, this
is a challenge, as illustrated in Chapter 5.

8.4 Outlook

There is not yet much experience with the last element of the method: the
final design of the systems at minimum entropy production rate. Chapters 5,
7, Johannessen et al. (2002) and Johannessen and Kjelstrup (2002) contain
first proposals on how to do this. More research should be done on how the
potential reduction in entropy production rate can be converted fully into
energy savings. The optimisation method could for example be extended with
the design of the most optimum heat exchanger network, see e.g. Biegler et al.
(1997).

To understand the transport phenomena in optimum diabatic distillation bet-
ter (see also section 4.4.1), the minimisation of entropy production rate should
be done with a set of non-equilibrium transport equations. Chapters 4 and 6
show that the set should include at least the Soret effect, and preferably the
interface. The importance of these effects can then be investigated quantita-
tively. Their role in multi-component distillation should also be investigated.
Furthermore, a model for the thermal resistance in the heat exchangers should
be tested with experimental data. Chapter 5 gives a first proposal. Finally, a
complete model should be tested and adjusted with experiments on pilot plant
scale, like Rivero (1993). In a pilot plant advanced process control should be
used, which was also suggested by Humphrey and Siebert (1992). Time depen-
dent factors as fouling, start-up/shut-down should be investigated before the
design of the pilot-plant. Afterwards, a full economic evaluation can be done
for the industrial scale process. If the Net Present Value (Park and Sharp-
Bette 1990) of the project is larger than zero it should be done. Governments
can have an influence in this decision by means of subsidies and regulations.

A comparison of diabatic distillation columns with Heat Integrated Distillation
Columns (HIDiC, Nakaiwa et al. (2001)), Petlyuk columns (King 1980), and
Secondary Reflux and Vapourisation (SRV, Mah et al. (1977)) columns will
be interesting for further research. All types can namely have a higher energy
efficiency than conventional adiabatic distillation columns. Beside taking the
optimisation of diabatic distillation as a single project, minimisation of entropy
production rate of a whole plant is a challenge.
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Nomenclature

Transfer area (m?)

Proportionality constant (1/m)

Bottom (mol/s)

Concentration (mol/m3)

p Heat capacity (J/mol.K)

Constant pressure coexistence heat capacity (J/K)
Distillate (mol/s)

Fick’s diffusion coefficient in Ch. 6 (m?/s)
Maxwell-Stefan diffusion coefficient (m?/s)
Diameter (m)

dS™ /dt Entropy production rate (J/s.K)

Ex Exergy (J/mol)

F Feed (mol/s)

F Flow in Ch. 7 (mol/s)

f Fanning friction factor (-)
G Gibbs energy (J/mol)
H

I

J

JI

Q°c We =

SEECECRS

Enthalpy (J/mol)

Value of constraint (mol/s or J/mol K)
Transfer rate or flow (mol/s or J/s)
Flux (various)

Jq Measurable heat flux (J/s.m?)

Kp Reaction rate constant (-)

ky Reaction rate constant (mol/s.kg.Pa)
L Liquid flow (mol/s)

l Phenomenologic coefficient (various)
ac Thermodynamic length (1/J/K)

Le Lewis number (-)

m Mass flow of utility (kg/s)

M Molar mass (kg/mol)

M Number of search directions in Powell’s algorithm in Ch. 3 (-)
N Number of trays (-)

P Pressure (Pa)

Q Duty (J/s)

R Gas constant (J/mol.K)

RHX Heat transfer resistance (s/J.K)

R? Correlation coefficient (-)
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Nomenclature

O [
S

)
S

TS < g < e BN

g B
&R

S
g

=

NN

Gr

o 2

A

S R

eek

Ex

Resistivity (various)

Reaction rate in Ch. 7 (mol/s.kg)
Resistance (various)

Entropy (J/mol K)

Soret coefficient (1/K)

Experimental Soret coefficient (1/K)
Temperature (K)

Temperature profile (K)

Search direction (-)

Component velocity (m/s)

Vapour flow (mol/s)

Volume (m?)

Volume of mixture on tray (m3)

Diffusion volume (Taylor and Krishna 1993)
Velocity (m/s)

Most probable velocity (m/s)

Work (J/s)

Weight fraction (-)

Driving force conjugate to flow (J/mol.K or 1/K)
Local force conjugate to flux (various)
Liquid mole fraction (-)

Vapour mole fraction (-)

Average Gibbs-Duhem vapour mole fraction ratio,
see Egs. 2.3 and 4.10 (-)

Extensive variables of the system (various)
Distance (m)

Activity coefficient (-)

Film thickness (m)

Exergy loss (J/s)

Heat of vapourisation (J/mol)

Void fraction/porosity (-)

Efficiency (-)

Viscosity in Ch. 7 (Pa.s)

Flow fraction (-)

Thermal conductivity (W/m K)

Lagrange multiplier in Ch. 2 and 3 (mol/s or J/molK )
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Chemical potential (J/mol)

Stoichiometric coefficient (-)

Definition introduced in Eq. 3.7 (W/K)

Density (kg/m?)

Largest decrease in Powell’s algorithm (J/s K)

Local entropy production rate (J/s.K.m3 or W/K m?)
Condensation coefficient in Ch. 6 (-)

Molar flow (mol/s)

Conversion (-)

w  Non-ideality parameter (-)

.‘gqmbmt‘:

= ©

Super- and subscripts

I First law of thermodynamics
IT Second law of thermodynamics
B Bottom

b Benzene

boil  Boiling

cond Condenser

cool  Cooling water

Distillate

See Eq. 3.7

Energy

Ethanol in Ch. 4

Feed

Heat exchanger

Component number (subscript)
Interface in Ch. 6 (superscript)
Imperfect insulation
Component number in Ch. 6
Liquid or vapour

Phenomenon number

Liquid

Number of search directions in Powell’s algorithm in Ch. 3 (-)
Heat exchanger number in Ch. 7
Phenomenon number in Ch. 1
Total number of trays

Tray or bed number

Particle

mDHEe ® m™g

<

grmIzgooEeEoS
-+
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Measurable heat
Reaction
reb Reboiler
ref  Reference

sojytal

T At constant temperature (subscript)

T  Augmented with thermal diffusion (superscript in Ch. 6)
t Toluene

tot  Total

u Utilities, i.e. heating or cooling medium
A% Vapour

vap Vapourisation

w Water

0 Reference state (298.15 K, 1.013 10° Pa)
* Saturation

T Average of property x

T Property x per second
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A C-code for Monte Carlo procedure
Introduction

For enabling reproduction of the results of the Monte Carlo procedure in Chap-
ters 2, 3, and 5, the ANSI C-code is given in this appendix. For using this
algorithm one needs some basic knowledge about programming in C. The code
calls several times the function ’column()’. This function simulates the col-
umn. An array of temperatures "T|[]’ is used, which is a global variable in the
program. It calculates the vapour flows 'V|[]’, liquid flows 'L[]’, heat exchanger
duties 'QJ]’, and the total entropy production ’totalentropyproduction’, which
are also global variables. Comments that explain the code are set between ’/*’
and '*/7; as used in C, and refer to code below. The compiling command was
‘gcc <filename> -lm’.

C-code

void minimize()

/* The local variables are defined */
int randomtray, randomsign, i, j, k, 1;
double randomstep, maximumTstep, Tchange, minimumentropyproduction, power;

/* A factor is introduced that determines the maximum size of the temperature step. It
enables adjustment of the precision in a simple manner*/
maximum Tstep=0.0000001;

/*Before the algorithm starts, a simulation of the starting column must have been done.
The minimum entropy production rate is set to the entropy production rate of the starting
column.*/

minimumentropyproduction=totalentropyproduction;

/* The temperatures of the column with minimum entropy production rate are set equal to
the ones from the starting column*/
for(i=0; i<=Ntray; i++)

Tminimum[i]=T[i];

/* The minimisation starts. The values of the counters 1, k, and i can be used for adjusting
duration and accuracy of the algorithm*/
for(1=0;1<50;14++)

{
for(k=6;k>2;k- -)

for(i=0;i<30000;i++)
{

/* the value of the random tray, random step, random sign, and power are set zero, which
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is good custom in programming C*/
randomtray=0;

randomstep=0;

randomsign=0;

power=0;

/*The integer value of the random tray is determined with the function rand(), which has a
maximum high value RANDMAX. Ntray is the total number of trays and is a global vari-
able.*/

randomtray=(int)((double)(rand())/(double)(RANDMAX)*(double)(Ntray-1))+1;

/* the temperature of tray number 1 should not be altered. So if the random tray has the
value 1, it is set to 2. Some randomness is lost here*/

if(randomtray==1)

{

randomtray=2;

}

/* For an exponential decrease of the step, it is multiplied with the variable power (factor f
in the chapters). Power is determined from the counter k.*/
power=0.01*pow(10,(double)(k));

/* the size of the step is calculated*/
randomstep=power*maximumTstep*((double)(rand())/(double)(RANDMAX));

/* The sign of the step is determined randomly*/
randomsign=(int)((double)(rand())/(double)(RANDMAX)+0.5);
if(randomsign==0)

{

randomsign=-1;

}

/* The step is added to temperature of randomtray™*/
Tchange=T[randomtray];
T[randomtray]=Tchange+(double) (randomsign)*randomstep;

/*A switch for checking whether the simulation is feasible is introduced. If the switch is zero
the column is feasible. If it is unity the column is unfeasible. This switch is also be used in
the function column() for avoiding the return of unfeasible results to minimize()*/
physicalfeasibilityswitch=0;

/* The column is simulated. The global variable T[] is used for calculating the global vari-
ables V|, L[], x[], y[], HeatExchangerDuty[], and totalentropyproduction./*
column();

/*The function column allows the vapour and liquid flows to be less then zero. If this is the
case the feasibility switch is set unity*/
for(j=0; j<=Ntray; j++)
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i{f(L[.i]<0 || Viil<0)

physicalfeasibilityswitch=1;
}
}

/* If the entropy production rate of the recently simulated column is lower than the previ-
ously found lowest value (or of the value of the starting column if this is the first time a value
lower than that one is found), and if the column is feasible, the temperatures and duties of
the minimum are set to the recently simulated one. In the next iteration, a new step will be
tried on this temperature profile.*/

if(totalentropyproduction <minimumentropyproduction && physicalfeasibilityswitch==0)

{

minimumentropyproduction=totalentropyproduction;

for(j=0; j<=Ntray+1; j++)

{

/*Tminimum(] is also a global variable*/
Tminimumlj]=T[j];

/* The step that gave a lower entropy production rate is applied on the same tray, with
the same check afterwards. This increases the algorithm but the random character is de-
creased*/

T[randomtray]=T[randomtray]+(double)(randomsign)*randomstep;
physicalfeasibilityswitch=0;

column();

for(j=0; j<=Ntray; j++)

{

if(L[j]<0 || V[j]<0)

{

physicalfeasibilityswitch=1;

}
}

if(totalentropyproduction <minimumentropyproduction && physicalfeasibilityswitch==0)

{

minimumentropyproduction=totalentropyproduction;
for(j=0; j<=Ntray+1; j++)

Tminimumlj]=T[j];
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/* If the entropy production rate of the recently simulated one is not lower than the min-
imum entropy production rate, the step is reversed and the original temperature profile is
restored. */

else

{

Tchange=T[randomtray];
T[randomtray]|=T|[randomtray]-(double)(randomsign)*randomstep;

}

else

Tchange=T[randomtray];
T[randomtray]=Tchange-(double)(randomsign)*randomstep;

}

}
}

/* after one part minimization(the for-loops with counters i and k) is done the intermediate
result is saved. This enables a quick restart of the algorithm at the point it stopped or
crashed. First the temperature must be set to the one of the minimum that is found up to
now*/

for(i=0; i<=Ntray; i++)

T[i]=Tminimum]i];

/* The column with minimum entropy production rate is simulated again.*/
column();

/* For having a unique filename for each time the results are saved, the file gets the value
of the entropy production in its name*/
sprintf(filename,"minimumEntrprod%.0f" totalentropyproduction*1000000000000);

/*The file is opened*/
if((minimumdata= fopen(filename,"w")) == NULL)

printf("could not open file \n");
fclose(minimumdata);

}

else

{

/* The global variables of the minimum are saved */
fprintf(minimumdata,"trayno T Q SL V x y \n");
for(i=0; i<=Ntray+1; i++)
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{

fprintf(minimumdata,"%d %9.8f ",i,T[i]);
fprintf(minimumdata,"%11.8f ",HeatExchangerDuty][i]);
fprintf(minimumdata,"%11.8f %11.8f " ,L[i],V[i]);
fprintf(minimumdata," %11.8f %11.8f \n" x[i],y[i]);

}

fclose(minimumdata);

}

/* The value of the minimum entropy production is relaxed by a factor 1.2. So the first step
that has feasible results will be the next minimum. In this way the temperature profile is
perturbed. The next step in the for-loop with counter 1 is started afterwards.*/

minimumentropyproduction=1.2*minimumentropyproduction;

}
}

B Matlab® code for fmincon procedure
Introduction

The Matlab® codes of the four main files of the procedure used in Chapter 7
are given here in order to enable reproduction of the results. Moreover, it can
serve as a guideline for writing Matlab® codes for optimising other applications,
see also The MathWorks Inc. (2001). The first file is called ’optimize.m’ and
is the file that contains the fmincon function and the starting point. In the
function fmincon "EP.m’ and ’constraints.m’ are called. "EP.m’ returns the
entropy production rate, and ’constraints.m’ the value of the constraints. In
"EP.m’ the function ’simulate.m’ is called. This function simulates the reactor
system with the four beds and five heat exchangers. For understanding the
code, knowledge of Matlab® is required. Some comments are included after
the %-symbol. The names used here are as close as possible to the ones used
in Chapter 7. The only exception is EP, which is entropy production rate.
Otherwise, P is pressure, T is temperature, xi is conversion, y is mole fraction,
F is flow.

Matlab® code
Optimize.m
close all

clear all

global k iter
format short e

% The name of the RunDump file
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k.RDfile = 'RunDumpA’;

% All variables and constraint are put in or returned from fmincon in
% scaled form in order to increase convergence.

k.Scales.T = 1000;

k.Scales.EP = 5000;

k.Scales.ySO2 = 0.05;

k.Scales.height = 0.01;

k.Scales.area = 100000;

k.Scales.DeltaT = 700;

% Starting point of the variables is given. As an example the
% reference values are given

DeltaT =1e3*[0.37454 -0.0900 -0.080 -0.055 -0.214];

heights = [0.6 0.6 0.6 0.6 |;

areas = [1743.75 581.25 512.50 181.25 981.25];

variables) = [DeltaT heights areas|;

% The values of constraint are given here
k.Settings.ySO2 = 0.00183932159311;
k.Settings. T = 4.862150269147006e+02;
k.Settings.sumheights = 2.4;
k.Settings.sumareas = 4000;

% Counter for number of times entropy production rate is calculated is initialised.
k.count = 0;

% Simulating the reactor system with starting point
iter = simulate([variables0]);

% See below for explanation of these quantities

A=f

B =[;

Aeq = [|;

Beq = [|;

% Lower and upper bounds on the variables
LB(1) = -700;
UB(1) = 700;
LB(2) = -700;
UB(2) = 700;
LB(3) = -700;
UB(3) = 700;
LB(4) = -700;
UB(4) = 700;
LB(5) = -700;
UB(5) = 700;
LB(6) = 0;
UB(6) = 2.4;
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LB(7) = 0;
UB(7) = 2.4;
LB(8) = 0;
UB(8) = 2.4;
LB(9) = 0;
UB(9) = 2.4;
LB(10) = 1;
UB(10) = 10000;
LB(11) = 1;
UB(11) = 10000;
LB(12) = 1;
UB(12) = 10000;
LB(13) = 1;
UB(13) = 10000;
LB(14) = 1;
UB(14) = 10000;

%Numerical optimisation
OPTIONS = optimset(’Diagnostics’, ’on’, ’Display’, ’iter’, ’"MaxFunEvals’, 1e10,’MaxIter’,
1el0, "TolCon’, 1E-10, 'TolFun’, 1E-10, "LargeScale’, ’off’);

[Optimalvariables, MinEP, EXITFLAG, OUTPUT, LAMBDA, GRAD| = fmincon(’EP”,
variables0, A, B, Aeq, Beq, LB, UB, ’constraints’, OPTIONS);

%Right hand side

%

% FMINCON Finds the constrained minimum of a function of several variables.
% FMINCON solves problems of the form:

% min F(X) subject to: A*X <= B, Aeq*X = Beq (linear constraints)
% X C(X) <=0, Ceq(X) = 0 (nonlinear constraints)

% LB <= X <= UB

%

% LB and UB defines a set of lower and upper bounds on the design

% variables, X, so that the solution is in the range LB <= X <=

% UB. Use empty matrices for LB and UB if no bounds exist. Set

% LB(i) = -Inf if X(i) is unbounded below; set UB(i) = Inf if X(i)

% is unbounded above. (Set LB = [| and/or UB = [] if no bounds exist)
%

% The function ’constraints’ should return the vectors C and Ceq,

% representing the nonlinear inequalities and equalities

% respectively, when called with feval: [C, Ceq] =

% feval(constraints,X). FMINCON minimizes FUN such that C(X) <= 0 and
% Ceq(X) = 0.

%

% "EP’ is a function that returns the total entropy

% production of a reactor as a function of the variables.

%

% variables0 is the inital value of the variables.

%
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%Left hand side

%

% Optimalvariables contains the values of the variables that gives the minimum
% entropy production if it is minimized with respect to the variables.

%

% MinEP is the minimum entropy production.

%

% EXITFLAG :

% > 0 then FMINCON converged to a solution X.

% 0 then the maximum number of function evaluations was reached.

% < 0 then FMINCON did not converge to a solution.

%

% OUTPUT is a structure with the number of iterations taken in

% OUTPUT.iterations, the number of function evaluations in

% OUTPUT.funcCount, the algorithm used in OUTPUT.algorithm, the
% number of CG iterations (if used) in OUTPUT.cgiterations, and

% the first-order optimality (if used) in OUTPUT firstorderopt.

%

% LAMBDA returns the Lagrange multipliers at the solution X:

% LAMBDA .lower for LB, LAMBDA.upper for UB, LAMBDA .ineqlin is for
% the linear inequalities, LAMBDA .eqlin is for the linear

% equalities, LAMBDA .ineqnonlin is for the nonlinear inequalities,

% and LAMBDA .eqnonlin is for the nonlinear equalities.

%

% GRAD returns the value of the gradient of FUN at the solution X.

EP.m

function EPreactor = EP(variables)
global iter k

% If the reactor is not simulated with the another ’variables’ than

% the one in the global struct iter, the reactor system is simulated.

% This enables independent use of the function, and avoids excess calculations
if max(abs(iter.variables-variables))>1e-16

iter = simulate(variables);

end;

% the calculated entropy production rate is returned
EPreactor = iter.EP /k.Scales.EP;

% The intermediate results are presented with graphs in order to
% see what is happening
k.count = k.count + 1;

if (mod(k.count, 5) == 0)

figure(1)
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subplot(2,2,1)

if (mod(k.count, 25) == 0)
cla

end

plot(iter.z, iter.T);
ylabel(’temperature /K’)
xlabel(’reactor length /m’)
hold on

drawnow

subplot(2,2,2)

if (mod(k.count, 25) == 0)
cla

end

plot(iter.z,iter.xi);
ylabel(’conversion /-?)
xlabel(’reactor length /m’)
hold on

drawnow

subplot(2,2,3)

if (mod(k.count, 25) == 0)
cla

end

plot(iter.z,iter.FT);
ylabel("flow / mol/s’)
xlabel(’reactor length /m’)
hold on

drawnow

subplot(2,2,4)

if (mod(k.count, 25) == 0)
cla

end

plot(iter.z,iter.P/1E5);
ylabel("Pressure / bar’)
xlabel(’reactor length /m’)
hold on

drawnow

end

% The results are saved in case of a crash
if (mod(k.count, 200) == 0)
save(k.RDfile)

end
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constraints.m
function [C, Ceq] = constraints(variables)
global iter k

% If the reactor is not simulated with the another ’variables’ than

% the one in the global struct iter, the reactor system is simulated.

% This enables independent use of the function, and avoids excess calculations
if max(abs(iter.variables-variables))>1e-16

iter = simulate(variables);

end;

% Equality constraints
Ceq = [(iter.ySO2-k.Settings.ySO2) /k.Scales.ySO2 (iter.Tout-k.Settings.T)/k.Scales.T];

% Inquality constraints

C = [(iter.sumheights - k.Settings.sumheights) /k.Scales.height
(iter.sumareas - k.Settings.sumareas)/k.Scales.area
max(max(1E-7 - iter.y))];

simulate.m
function result = simulate(variables)

global k

% initializing the matrices for building up the result matrices
result.z = [[;

result. T = [];
result.P = [|;
result.xi = [];
result.y = [[;

result. FT = [J;

% Initializing parameters from the file ReactorParameters.m.
% This file contains all the values of the inlet parameters
ReactorParameters;

% Giving the variables their physical names
DeltaT = variables(1:5);

height = variables(6:9);

A = variables(10:14);

% Heat exchanger number 1
[EPHX(1), k.T0, k.P0, Q(1), force(1), DeltaPHX(1)] = MODELHX(k.T0, k.P0, k.xi0,
DeltaT(1),A(1));

for i = l:k.numberofbeds

% Bed number i
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if height(i) > 0

% Initial values
profiles0 = [k.T0 k.P0 k.xi0];

% Modelling bed number i
[z, profiles; EPBED(i), DeltaP] = MODELBED(profiles0, height(i));

% Calculating molar flow rates and mole fractions
x = CALCx(profiles(:,3));
F = CALCF(profiles(:,3));

% Updating inlet properties

k.T0 = profiles(end,1);

k.P0 = profiles(end,2);

k.xi0 = profiles(end,3);

k.v0 = knT0 * k.R * k.T0 / k.PO;

% Result struct build up

ifi==1

result.z = z;

else

result.z = [ result.z z + (i-1)*1E-12+4sum(height(1:i-1))];
end

% Putting the results in the result struct
result.T = [result.T; profiles(:,1)];
result.P = [result.P; profiles(:,2)];
result.xi = [result.xi; profiles(:,3)];
result.y = [result.y; x];

result.FT = [result.FT; sum(F, 2)];

end

% Modelling of heat exchanger number i+1
[EPHX(i+1), k.T0, k.P0, Q(i+1), force(i+1), DeltaPHX(i+1)] = MODELHX(k.T0, k.PO,
k.xi0, DeltaT(i+1), A(i+1));

% Updating the inlet flow rate [m/s]
k.v0 = knTO0 * k.R * k.T0 / k.PO;

end

% Output

result. EPHX = sum(EPHX);

result. EPBED = sum(EPBED);

result. EP = sum(EPHX) + sum(EPBED);
result.variables = variables;

result.ySO2 = result.y(end,1);
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result.Tout = k.TO;

result.Pout = k.PO;

result.sumheights = sum(height);
result.sumareas = sum(A);

result.sumQ = Q(1) + Q(2) + Q(4) + Q(5);
result.Q = Q;

result.DeltaPHX = DeltaPHX;

result.force = force;





