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Non-linear Observers for GNSS- and Camera-Aided
Inertial Navigation of a Fixed-Wing UAV
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Abstract—In this paper, exponentially stable non-linear ob-
servers for estimation of position, velocity, specific force, attitude
and gyro bias of a fixed-wing unmanned aerial vehicle (UAV) are
proposed. The sensor suite consists of an Inertial Measurement
Unit (IMU), a global navigation satellite system (GNSS) receiver,
a camera, an altimeter, and, possibly, auxiliary roll and pitch
measurements. A first observer is designed making use of all the
named sensors and is proven to be globally exponentially stable
(GES). Subsequently, the auxiliary roll and pitch measurements
are removed and replaced by an additional feedback loop from
the estimated attitude, and the new observer is analysed and
proven to be uniformly locally exponentially stable (ULES). An
optical flow algorithm is used to calculate the UAV velocity based
on the camera images, which is used as a measurement of the
body-fixed velocity in the attitude observer. The performance
of the observers is tested offline on simulated and experimental
data.

Index Terms—navigation, nonlinear filters, unmanned aerial
vehicles, optical flow.

I. INTRODUCTION

HE most used algorithm in navigation has been the

Extended Kalman Filter (EKF), but in the last decades
researchers have started to investigate alternatives to the
EKF, namely by developing non-linear observers with stability
proofs and experimental validation. Non-linear observers have
the advantage, over the EKF, of featuring a smaller compu-
tational footprint and often being proven exponentially stable
with a large region of attraction, a result that renders the ob-
servers robust to disturbances and initialization uncertainties.
The problem of attitude estimation has received significant
attention as a stand-alone problem [1]-[13]. In addition to this,
researchers have integrated Inertial Navigation System (INS),
magnetometer/compass, and GNSS to estimate the navigation
states of a vehicle.

In [14] the author expanded the vector-based observer pro-
posed by [8] and [9] to include GNSS velocity measurements.
[1] and [2] built GES attitude estimators based on multiple
time-varying reference vectors or a single persistently exiting
vector. A similar observer was developed in [15] and [16] to
include also gyro bias and GNSS integration. A variation of
this [17] replaced the rotation matrix with the unit quaternion
for representing attitude, considered Earth rotation and curva-
ture, a non-constant gravity vector, and included accelerometer
bias estimation.

Another sensor commonly used in navigation is the camera.
Low weight, low power consumption, and a wide range of
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machine vision software make it a viable choice for navigation
purposes. Some drawbacks are its dependence on light and
weather conditions and the difficulty in separating camera
motion from moving objects in complex non-stationary en-
vironments.

Optical flow (OF) is the motion of features in the image
plane between two consecutive images. Several methods exist
for determining the OF of a series of images, e.g. [18]-[21].
A comparison of the performance of different methods of
estimating the attitude of UAV based on machine vision is
presented in [22], and different OF algorithms are evaluated
in [23], [24] by estimating the UAV velocity.

The authors of the present paper have previously used OF
vectors from a single camera to calculate the normalized
body-fixed velocity of the UAV, which was fed into the non-
linear observer as a reference vector [25]; the observer was
then successfully tested on experimental data in [26]. In [27],
OF was used in combination with epipolar geometry and
compared with the results of [26].

A. Contributions

This paper is built on the authors’ previous works [25]—
[27], [28], [16], and proposes exponentially stable non-linear
observers for the estimation of position, velocity, specific
force, attitude, and gyro bias of a fixed-wing UAV. Expo-
nential stability is important for systems that are exposed
to environmental disturbances, measurement noise, and un-
certain initialization, since it guarantees strong convergence
and robustness properties [29]. Moreover, a globally stable
observer has the advantage of not requiring assumptions on
the characteristics of the process and measurement noise. This,
together with the fact that non-linear observers have a small
computational footprint, constitutes an advantage over other
popular algorithms, such as the EKF.

A first observer uses a GNSS receiver, an IMU, a camera,
an altimeter, and auxiliary roll and pitch measurements, with
a structure that reflects the one in [15] but without using
magnetometers, and is proven to be GES. Subsequently, the
roll and pitch measurements are replaced by the feedback from
the estimated attitude: the modified observer is then proven to
be ULES. Not having to rely on roll and pitch measurements
is an advantage: the sensors typically employed to obtain such
angles suffer from inaccuracies in systems with fast dynamics,
like fixed-wing UAVs, therefore the solution presented here
has a wider range of applicability, for it obtains the roll and
pitch angles from the estimated attitude.

Machine vision is implemented in order to provide the OF
to the observers. The idea behind this is to find a replacement
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for magnetometers: even though they are commonly used on
payloads, they suffer from high and variable levels of distur-
bances and require an often complicated calibration procedure
before use. To the best of the authors’ knowledge, [25] was
the first time that OF was used in a non-linear observer for
navigation purposes.

The observers are tested on experimental data to corroborate
the theoretical results. A computer simulation is also run to
compare the observers during sharper turns of the UAV, and
to demonstrate that in such cases the version with feedback
from the estimated attitude performs better than the version
with roll and pitch measurements.

II. NOTATION AND PRELIMINARIES

Vectors and matrices are represented by lowercase and
uppercase letters, respectively. X ~1, X+, and tr(X) denote the
inverse, pseudo-inverse, and trace of a matrix, respectively, and
X7 the transpose of a matrix or vector. An estimated value
of x is represented as Z and the estimation error is defined
as £ = x — &; similarly, for a matrix, X = X — X. The
operator || - || denotes the Euclidean norm for vectors and
the Frobenius norm for matrices, I,, is the identity matrix
of order n, and 0,,x, is the m X m matrix of zeros. A
vector x = [x1, 72,237 is represented in homogeneous coor-
dinates as z = [r1, 72, 23, 1]7. The function sat(-) performs a
component-wise saturation of its vector or matrix argument to
the interval [—1,1]. The operator S(z) transforms the vector
z into the corresponding skew-symmetric matrix, such that
S(z)y = = x y. The inverse operation is denoted as vex(-),
such that vex(S(x)) = =. For a square matrix A, its skew-
symmetric part is represented by P,(A) = £(A4 — AT).

The reference frames considered in the paper are the body-
fixed frame {B}, the North-East-Down (NED) frame {N}
(Earth-fixed, considered inertial) and the camera frame {C}.
The rotation from frame {B} to {N} is represented by the
matrix R} = R € SO(3), where SO(3) represents the Special
Orthogonal group. The camera is assumed to be fixed to the
body and perfectly aligned to its axes, so the camera-frame and
body-frame represent the same coordinate system and can be
identified by {B} alone.

A vector decomposed in {B} and {N} has superscript
and ™ respectively. The body (camera) location w.r.t. {N} is

described by ¢ = [c?, ", ¢?]T. A point in the environment

Yy’ Tz
expressed w.r.t. {N} is t" = [z, y", 2"]T: note that a point

located at the mean sea level corresponds to 2" = 0, and
such it will be considered throughout the paper. The same
point expressed w.r.t. {B} is t* = [z, 4%, 2°]7. Tt will also

be assumed that every point is fixed w.r.t. {N}. The gravity
vector is defined as g" = [0, 0, g], with g the local gravitational
acceleration. The greek letters ¢, 6, and v represent the roll,
pitch, and yaw angles respectively, defined according to the
zyx convention for principal rotations [30]. A 2-D camera
image has coordinates [r, 5], aligned with the y°- and z°-axis
respectively. The derivative [r, $]T of the image coordinates
is the optical flow (OF). Subscript r indicates a quantity
evaluated by means of the OF.

A. Measurements and Observed System

The sensor suite consists of the following units:

e GNSS receiver: NED position p™ and velocity v™;

e IMU: biased angular velocity w? = w® + b°, where b

represent the bias, and specific force f%;

o camera: 2-D projections [r, s]7 onto the image plane of

points [z, 3", 2"]7 from the 3-D world;

e altimeter: height over ground c7;

o roll ¢ and pitch 6 angles measurements.

All measurements are affected by noise and errors, but only
the gyro bias is explicitly reported here, for it is estimated by
the proposed observer. The measured specific force f° is also
affected by a bias; although not explicitly considered when
designing the observer, its effect is mitigated by pre-filtering
the IMU readings, as explained in Sec. V-A.

The system to observe is described by [15]

R=RS(w, — %) pt ="
bb:O bn:fn_,'_gn
with f? = Rf’ Despite having direct access to v" and

p", they are also estimated by the observer, so that they
become smoother signals and the observer preserves a par-
ticular structure that allows to exploit known theorems from
[16]. Although the gyro bias is considered constant in the
model, the proposed estimator can estimate its low-frequency
components, as it will be evident in Sec. V.

The observer presented in Section III depends on velocity-
over-ground measurements from the on-board camera decom-
posed in the body-fixed frame. It is necessary to compute
the OF vectors from consecutive images before these vectors
are transformed to velocity measurements. The method was
already presented in [26].

All features tracked by the camera are assumed to be
stationary with respect to {N}, hence the UAV’s linear and
angular velocities, v% and w%, relative to a feature tracked by
the OF algorithm, will be equal for every tracked feature at
a given instant in time. Furthermore, it is assumed that the
terrain is flat, such that every feature is located at the same
altitude: this assumption can be restrictive for applications that
cover an uneven surface, but it can be satisfactory for localized
flights, depending on the elevation profile over which the UAV
operates; it does, however, greatly simplify the analysis and
calculations, such that it is worth to keep it and evaluate the
performance in experiments, in Sec. V.

The angular and linear velocities can be computed by

b
v . . . .
{ f] =—M7T [Fi, 81, T, sk]" (1)
S

where each pair [r}, $;], j = 1...k, represents the OF for an
image feature, and M € R?¥*6 is a rectangular matrix built
by stacking k sub-matrices M, j = 1...k. See [26] for more
details on the method and the structure of M.

III. OBSERVER DESIGN
A. Assumptions

When designing the non-linear observer, the following as-
sumptions are made:
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Fig. 1. Block diagram of the observer. ¥; represents the attitude observer,
and Yo the translational motion observer.

Assumption I: A sufficient number of distinct image features
are selected such that M has full rank and its pseudo-inverse
can be calculated as M* = (MTM)='M7T. Moreover,
o(M) > o, > 0, where g(M) is the smallest singular value
of M, and o,, a constant.

Assumption 2: The gyro bias b® is constant, and there exists
a known constant L;, > 0 such that [|b°| < L.

Assumption 3: There exists a constant c,ps > 0 such that,
vt >0, |If° x v%|| > cops-

Assumption 3 imposes that vectors v% and f° are non-
collinear, i.e. the angle between them is non-zero and none
of them can be identically zero (see, e.g., [14], [8]). This
condition restricts the types of manoeuvres that ensure a
correct functioning of the proposed observer. This is not an
issue for fixed-wing UAVs: the specific force f includes the
effect of gravity, implying that, for a vehicle at rest or moving
at constant speed, the IMU will measure the gravitational
acceleration, not zero; in addition, fixed-wing UAVs always
have a positive forward velocity during flight and typically
never accelerate just opposite to gravity, so that Assumption
3 is always satisfied.

B. Observer Equations

The observer is chosen as

R= RS(wh, — b°) + oKpJ

DR " o )
b® = Proj(b’, —krvex(P,(RTKpJ)))
ﬁn —¢n +Kpp(p"—]5") —|—va(1}"—@”)

Sy v :f +g +K'Up(p -p )+K'UU(U —v ) (3)

§=—0KpJft+ Kep(p"—p") + Keo(v"—0")
fr=Rft+¢

It is similar to the one in [16], but the matrix J is defined
differently. The subsystem X is the attitude observer, in which
K p is a symmetric positive definite gain matrix, R, = sat(R),
o > 1 is a scaling factor tuned to achieve stability, k; > 0 is
a scalar gain, Proj(-, -) represents a parameter projection that
ensures that ||b°]| not exceed a design constant L; > Ly (see
[15] for the definition). J is the output injection representing
the attitude error, whose design is inspired by the TRIAD
algorithm [31]. It is defined as

J(f°, /0%, 0" R) == A, AT — RA AT
Ay = [f° 2 x vk, f2x (P xop)]

(4a)
(4b)

A= [F7, frcon, froc(from] do

The body-fixed velocity vector v is calculated by means of
the OF, according to
— _ At T
=] ®

E
Wi

The subsystem X is the translational motion observer,
where K, Kpy, Kyp, Koo, Kep, and K¢, are tunable ob-
servers gains. The estimate f" is necessary, as it is a compo-
nent of the injection term J; the term & captures unmodelled
dynamics of the specific force, and ensures the linearity of
(7). The system X1-39 has a feedback interconnection, as

illustrated by Fig. 1.

C. Stability Analysis

The error dynamics of the attitude observer X; is
(6a)
(6b)

R = RS(W) — RS(w®, — ") — ok pJ
B = —Proj(8, (.J))

where 7(.J) = —kyvex(Py(RT K p.J)). The origin of (6) was
proven to be GES in [28], using magnetometers instead of
optical flow, assuming that all arguments of J were perfect
measurements and not estimates.

The error dynamics of X5 is

ﬁn — " — Kppﬁn _ va,ﬁn (78.)
0" = = Kopp" — Ky 0" (7b)
= —Kepp" — Ke, 0" +d (7¢)

where d = (RS(w’) — RS(wl, — b)) f* + (R — R)f*. By

defining the error state @ = [(p™)T, (7™)T, (f™)T]7, the error
dynamics (7) can be written in a more compact form as

W= (A—KC)w+ Bd (8)
where
Osx3 I Opx3
A= 5 B = )
[ O3x3  Osxe ] [ I3 }

KPP KPU

C= [ Ig  Ogxs3 ] ) K = K’Up Ky,

Kep Keo

Theorem 1: Let o be chosen sufficiently large and define
Hg(s) = (Is— A+ KC)~!B. There exists a v > 0 such that,
if K is chosen such that A— K C' is Hurwitz and || Hg ()]0 <
v, then the origin of (6), (8) is GES. Moreover, K can always
be chosen to satisfy these conditions.

Proof: The vectors f°, v%, and v™ in (4) are all measured
or calculated using only measured quantities, whereas f” is
estimated by X,. The theorem is then analogous to Theorem
3 in [16], and proof and conclusions are the same. |

The matrix M requires that auxiliary measurements of the
roll ¢ and pitch 6 angles be always available [23]. They can be
measured, for example, with computations from accelerometer
measurements, with inclinometers, or with a camera by using
the horizon as reference [32].
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Fig. 2. Observer modified such that the roll and pitch measurements are
replaced by the estimated attitude R.

Roll and pitch estimates from accelerometers are often
obtained statically due to the simplicity of the method, but
it does not take into account the Coriolis and centripetal
accelerations, leading to inaccuracies if applied to systems
with fast dynamics, like UAVs. Improved performance could
be obtained using a dynamic, more accurate model [30], [33].

For these reasons, it would make sense to employ the
existing attitude estimate R instead of measurements.

IV. NO AUXILIARY ROLL AND PITCH MEASUREMENTS

The observer presented in Sec. III estimates, among other
things, the attitude of the vehicle, i.e. roll, pitch, and yaw,
so it is natural to investigate whether the estimated roll and
pitch can be used as an alternative to the roll and pitch
measurements, as illustrated by Fig. 2.

These angles appear in M, but in the new observer they
are replaced by g?) and 0, respectively, and the matrix M and
its pseudo-inverse are denoted M and M, respectively. A
modified observer is presented here and proven to be ULES.
In practice, local stability is not a limitation in the present case,
since the global approach of Sec. III can be used, if necessary,
in an initial phase until the estimation error is small, to monitor
the performance of the ULES algorithm.

A. Attitude Observer with Feedback from R

The analysis in Sec. III-C investigated first the stability
of X7 independent of Yo, considering all inputs measured
signals. The introduction of the feedback from R makes it
not possible any more to consider one of the inputs, v%, a
direct measurement, as it depends on R itself and is therefore
renamed %. It is in fact possible that the value of R be
far from the actual R, for example at initialization, yielding
a wrong 5. This means that the stability of ¥; has to be
investigated again for this case.

In >4, J now depends on R via M+, and is denoted J
to avoid confusion. Assuming for the moment that all inputs
except v% are measurements, J is then defined as

J(f, fr, 0%, 0" R) := A, A — RA, AT (9a)
=[f0 fox 0%, fox (f° x %) (9b)
=[f" 7 x ", fx (f x ") (%0)

so the observer equations are written as
5 {{E:RS(wAER —Eb)-‘rUKij ) (10)
b® = Proj(b®, —krvex(Po(RTKpJ)))

4

The error dynamics is then
fi:RS(wb)—RS(wfn—I;b)—aKpj (11a)
B = —Proj(b?, 7(.J)) (11b)

Lemma 1: Assume that 0 < ¢ < || f?||?> < kg, for positive
ko and c. For any given choice of Kp and kj, there exists a
o* > 0 such that, for all o > o*, the origin of (11) is ULES.

Proof: M can be written as M = M1 + M, where

. 1 [0 —s ™ 00 0
M, = — —p l
TR EPER R 000}
Lo o = =000
e ®lr 0 00 0
[0 =l 00 0
a0 000}
000 -2 _rs g
2=l g 0 0 oz _ri2 r] (12

It is evident that M is linear in R and since 7;; = r;; —
M is linear in R as well.

A linear approximation for M is used, in order to render
the pseudo-inverse treatable. Replacing #;; with r;; —7;; in M 1
allows to separate the part that depends on R, called mQR
from the part that depends on R, called m(R), such that M =
m(R) — m(R) + My = M + E, where E = —m(R) is the
error introduced with the feedback of R. Since F is linear in
R, a small perturbation around the origin of (6) will result in
a small E. Following [34], the pseudo-inverse M+ can then
be expressed using the Neumann expansion of (M TN )71 as

Tijs

Mt = Mt - MYEM* + (MTM)'ET(I - MM™)
+O(F) (13)
where O(E) contains higher-order components, and
INTF|| < ks + kel R + O(IR]) (14)

where kjs and kg depend solely on physical quantities,
hence they are bounded by Assumption 1, and O(||R|[?) is
a remainder term containing all the powers of || R|| above one.
Following [28], choose the Lyapunov function candidate
. 1 - . S
VR B) = SIRI? — x(SGRTR) + )P
1
which satisfies oy (|| R||? + [|0°]|?) < V < ao(||R|? + [|B°]|?).
Hence,

V = tr(RT(RS(w® + b) — RS(b)) — otr(RT Kp.J)

+ ttr(S(Proj(b, —kvex(P(RT K pJ))))RTR)

— ttr(S(D)ST (WP)RTR) — ttr(S(b)RT RS (w® + b))

+ t(S(D)RT RS (D)) + Lotr(S(b)RT K pJ)

2o -~ R A _
- %bTProj(b, —hvex(B(RT K pJ)))
I

Considering that An7: ]}Ab agdﬁ]f?,i: R—R,itis possible to
write .J = R(A, — Ay) Al — RA, A, whose norm is ||.J|| <
[ 4p — Ap[[| Ay || + | ]| [| Ap||*. Defining € := [0, f* x o5, f* x
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(f¥ x o)), it is Ay — A, = €. Since © depends linearly on R
and when R = 0 it is 3% = 0 and € = 0, it results that [J¢]| <
[f°I[| Rl|k. The norm of J is then ||.J|| < || RI|(k[f*]|[| Ay|| +
| Ap||?). The matrix Ay has norm || Ay || 2= 2112+ £ x 0% |2+
lf% x (f* x 9%)||%. Considering (5) and (14), 9% is bounded
by |04 < ky (kar + kg|| R|| + O(||R[|?))? for some positive
k,. The matrix A; can then be bounded by

[4p* < K + Ko |R]| + K3 BRI + O(IR|*)  (15)
for positive ki, ko, and k3. Finally, .J is bounded by
1711 < BRI+ B2l RIIP + O BIP) (16)

for some positive 4 and SB5. V is bounded by
V <+ VO[|R|[[Ib] — oA (Kp)e| RI* — 2¢[b]>
+ (3V3tkr + V6to Ly) | Kp|| (B R|* + O(| R*))
+ 2V/30L,, || R||||b]| + 2V/30( Ly, + Ly) || R[]

For small ||R|| and ||b|, the terms of order higher than two
can be dominated to yield

oq — g2 —olqs —qs — f%] [IIEII]
—qa — {gs5 20 [l0]]

V< —[IR| |Ib]]

where L., and L; are bounds on w and 5, respectively, and
the different q1, g2, g3, g4, and g5 are constant positive values
independent of o and ¢. Choose ¢ independent of o and
sufficiently small such that ¢; — ¢g3 > r1, for some r; > 0.
The first-order principal minor of the above matrix is
positive if o is chosen to satisfy o > fgo/r1. The second-
order principal minor is positive if o is chosen to satisfy o >
((qa + €g5)* + 20q2)/(20r1). Hence, for a sufficiently large
o there exists an a3 > 0 such that V < —as(|| R[> + ||b]|?).
which implies local exponential stability. [ |

B. Integration of the Translational Motion Observer

When connecting X} to the translational motion observer,
J™ has to be replaced by f", and it gives rise to a new matrix
J that substitutes J. The complete observer equations are

X _ ~ b _ b K S
yy { B = BSlom =) 4 oKp T 17)
b’ = Proj(b?, —krvex(Po(RTKp.J)))
I?n = fin + Kpp(p"—p") + Kpo (0" =0")
sy § O =S R (D) H (07 07)
€= —0KpJ f*+ Kep(p"—p")+ Keo (0" ")
fr=Rf"+¢
and the error dynamics is
b _ By _ RS(wl — B — oK
5 {{ RS(wz Rf(wm b*) —oKpJ (19)
b = —Proj(b®, 7(J))
vy {ib = (4 - KC)a + Bd (20)

with (20) defined as in (8).

Theorem 2: Let o be chosen to ensure stability according
to Lemma 1 and define Hy (s) = (Is — A+ KC)~!B. There
exists a v > 0 such that, if K is chosen such that A — KC

is Hurwitz and ||Hk (s)||c < 7, then the origin of the error
dynamics (20)-(19) is ULES. Moreover, a K that satisfies
these conditions can always be found.

Proof: The proof proceeds in a fashion similar to Theo-
rem 1. As (20) and (8) are identical, K can always be chosen
to satisfy the conditions of the theorem. By choosing the same
Lyapunov function candidate V, the same V is obtained, only
with J instead of J

V < —as(|[RI? + [0]2) + te(RT o K p.J)
— 0te(S (Proj(b?, 7(.J)) — Proj(b?, 7(.J)))RTR)
— tr(S(B)RTo K p.J)

200 ~ -

+ k—lbbT(Proj(bb,T(j)) — Proj(b, 7(J)))

J is bounded as (16), and a bound for J = (A, — A,)A] =
flnAbT has to be found. fln is bounded, as already seen in
the proof of Theorem 1, as || A, | < hi||@|| for some positive
hi. The bound on Al is derived from the proof of Lemma
1: given (15), it is also [|A,] < S2°°,&l|R|* = L(||R]),
for some positive §;. The combination of these results yields
]| < hi|l@||L(||R|). Neglecting the terms of order greater
than two due to linearization about the origin, V becomes

V< —as(|R]”+ [10°)
+ (V31 + V6Lsy)hal|RI[ @] L(| B)

20/s ~ - ~
+ (6t + = ) |81 | L&)
< —azC® + (V3s1 + V6Lls3)hido|| R |||
200 P
+ (VBs1 + 2223 by bo 1B |

I
< — as(® + (|||

for some n > 0 and ¢ := (|| R||> + ||b°||?)*/2. Considering
again the Lyapunov function U = W 4~V from Theorem 1,
the system results to be ULES. [ ]

V. EXPERIMENTAL RESULTS
A. Setup

The UAV used is a UAV Factory Penguin-B with a custom-
made payload that includes all the necessary sensors. The IMU
is a Sensonor STIM300, a low-weight, tactical grade, high-
performance sensor that includes gyroscopes, accelerometers,
and inclinometers, all recorded at 300 Hz. The GPS receiver
is a uBlox LEA-6T, which gives measurements at 5 Hz. The
video camera is an IDS GigE uEye 5250CP provided with an
8mm lens. The camera is configured for a hardware-triggered
capture at 10 Hz: the uBlox sends a digital pulse-per-second
signal whose rising edge is accurately synchronized with the
time of validity of the recorded GPS position, ensuring that the
image capture is synchronized with the position measurement.
The experiment has been carried out on 6 February 2015 at the
Eggemoen Aviation and Technology Park, Norway, in a sunny
day with good visibility, very little wind, an air temperature of
about -8°C. The terrain is covered with snow and flat enough
to let all features be considered lying at zero altitude.
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All the images are captured with a resolution of 1600x 1200
pixels and without any filtering or correction of distortion.
SIFT is implemented with the open source computer vision
library (OpenCV) [35] with default settings. Each match is
tagged with a value indicating the accuracy of the match, and
the smallest of these values is considered to be the best match.
To increase the reliability of the OF vectors, each match is
compared to the best one: every match with an uncertainty
more than double the uncertainty of the best match is removed.
Also the template matching algorithm is implemented with
OpenCV. The size of the templates is chosen to be 120x90
pixels, and a correlation of 99% is required to consider a
template match reliable.

The observers are implemented using forward Euler dis-
cretization with a time-varying step depending on the interval
of data acquisition of the fastest sensor, namely the STIM300,
typically around 0.003 seconds. All the tunable gains are
obtained by running the observers several times and correcting
the gains until a satisfactory performance was achieved. For
all the different case studies, the parameters and gains are
chosen as Ly = 2°/s, Ly, = 2.1°/s, 0 = 1, Kp =
diag[0.08,0.04,0.06], k;y = 0.02, K, = 3013, K, = 213,
Kvp = 001[3, va = 20[3, KEp = Ig, and KEU = 50[3

The reference for the position, velocity, and attitude is the
output of the EKF of the autopilot mounted on the Penguin-
B. An exact reference for the gyro bias is not available, but
an approximation of it is calculated by averaging the gyro
measurements at standstill before the flight. The accelerometer
bias is not estimated, but it is computed the same way as the
gyro bias and subtracted from the accelerometers measure-
ments before they are used in the observer.

The results presented here refer to a complete flight of
the Penguin-B, from take-off to landing, corresponding to
a travelled distance of approximately 9 km in around 5
min. The time on the x-axes is the elapsed time since the
data logging begins, and only the significant part involving
the flight is represented. The manoeuvres performed include
flights on a straight line and turns with a large and small
radius of curvature, namely approximately 200 m and 100 m;
the trajectory described is depicted in Fig. 3. The UAV was
operated manually during take-off and landing, while it flew
automatically otherwise, following predetermined waypoints.

B. Results

Three different case studies are considered here, depending
on how the roll and pitch angles are obtained: from accelerom-
eters, from inclinometers, and from R. The estimation errors
are presented in Fig. 4-7. The position and velocity errors all
reach zero and present no significant differences, as expected
when the GPS is always available. The attitude errors have
instead different behaviours: when using roll and pitch from
accelerometers, the performance is clearly worse than the other
two cases. The roll and pitch estimates are slightly better
when using feedback from R than when using inclinometers,
whereas the yaw estimate often has the opposite outcome. The
gyro bias error is more erratic: around the z-axis, the estimates
are best with accelerometers and worst with inclinometers;
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Fig. 3. Position on the N-E plane and altitude, as output by the EKF, used
as reference. The blue and red stars indicate the start and end of the data set,
respectively.
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Fig. 4. A comparison of the attitude error from the three methods.

around the y-axis, the case with R is the best one, with
inclinometers behaving slightly worse and the accelerometers
quite bad; around the z-axis, all three cases present similar
results, but the case with R looks more precise and accurate.
The most probable reason for this is that an exact reference
for the gyro bias is not available; what is used is the value
measured at standstill before the flight, but it would certainly
vary during the flight. As the reference is not very accurate—but
it is the best avaialble-the estimation error for the gyro bias
is the least significant term of comparison to decide which
method performs best. The estimated gyro bias has, however,
a significant impact on the estimated attitude: as this is worse
with accelerometers than with inclinometers or R, it can be
stated that R yields the most accurate overall results.

A key assumption is that all image features have zero
altitude: this can be too strict and unrealistic in many cases,
but the results presented here indicate that the estimation errors
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Fig. 5. A comparison of the NED position error from the three methods.
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Fig. 6. A comparison of the NED velocity error from the three methods.

are not large enough to require a more accurate terrain model
for this experiment.

VI. SIMULATION RESULTS

The solution with inclinometers is supposed to provide
less accurate estimates than the case with R in manoeuvres
characterized by high accelerations, like sharp turns, so it is
worth checking the behaviour of the attitude observer in such
occasions. The estimation error in Fig. 4 is always very small,
so it is reasonable to wonder whether the reference values used
here, i.e. the EKF of the autopilot, are really the closest to the
real values. The solution is to test the observer on simulated
data, for which the reference values are perfectly known.

The simulator is similar to the one in [27], with the
following differences. The UAV path is composed of a straight
line, a sharp turn by 180° with radius of curvature 40 m, and
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Fig. 7. A comparison of the gyro bias deviation from reference from the
three methods.
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Fig. 8. Attitude errors resulting from the simulation. The flight path features a
straight line, a sharp turn by 180° with radius of curvature 40 m, and another
straight line. The turn begins at time 24 s.

a final straight line. The flight is simulated over flat terrain,
white noise is added to all measurements and it is assumed that
the UAV has flown long enough to let the gyro bias estimation
error be zero. A model for the inclinometer is taken from [36],
where the authors proposed a model of the U.S. Digital T2-
7200-T optical inclinometer and identified its parameters.

Fig. 8 shows the Euler angles estimation errors for the simu-
lation. The sharp turn begins at time 24 s, and it is evident that
the case with feedback from R performs better than the ones
with inclinometers or accelerometers. This is not a surprise:
as explained in Sec. III-C, roll and pitch measurements based
on inclinometers or accelerometers are solutions that suffer
from known problems in the presence of large accelerations.
Inclinometers perform worse than accelerometers, but this
depends on what type of models are considered.
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VII. CONCLUSIONS

In this paper two non-linear observers for navigation of a
UAV were analysed and tested. The sensors used were an
altimeter, a GNSS receiver, an IMU, and a camera. Also
roll and pitch were necessary, and the difference between the
two observers was in how such angles were obtained. The
first observer made use of roll and pitch measurements from
sensors, i.e. inclinometers or accelerometers, in the machine
vision system in order to provide the body-fixed velocity of
the UAV, and it was proven to be GES. The replacement of
the roll and pitch measurements with the feedback from R
gave rise to a slightly different observer, which required a new
analysis and was proven to be ULES. The paper also provided
a description of the machine vision system employed, how
the OF was calculated, and how it could be used to obtain
the body-fixed velocity. Both observers were then tested on
experimental data, which confirmed the theoretical results.
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