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Abstract

Fillet welding is widely used in connections in civil engineering and marine structures. Thus, un-

derstanding the behaviour of fillet welds under various types of loading is important, and numer-

ical simulations can provide increased insight into this topic. This paper concerns finite element

simulations of previous quasi-static and dynamic (impact) tests on fillet welds. The test speci-

mens employed were structural steel components joined by either longitudinally or transversely

oriented fillet welds. In the simulations, the material of the fillet welds was modelled using a

shear-modified Gurson model, which accounts for material softening in both low and high stress

triaxiality regimes. Additionally, strain rate and temperature dependencies were incorporated in

the material model with a modified Johnson-Cook constitutive relation for the matrix material.

Several types of material tests were conducted to identify the parameters entering the material

model. For the quasi-static component tests and simulations, a good agreement was observed in

terms of both force-deformation curves and failure mechanisms. The simulations of the dynamic

tests predicted appreciably higher force levels and weld deformations at failure than those obtained

in the corresponding experiments. A parameter study showed that these discrepancies may partly

be due to inaccurate values used for the material parameters related to strain-rate hardening and

thermal softening. Finally, a comparison was made between simulations with the shear-modified

Gurson model and a simpler material model that does not account for void-induced softening. The

simpler model employed the Cockcroft-Latham failure criterion, uncoupled from the constitutive

relations. This model was unable to capture the response of the fillet welds to the same extent as
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the shear-modified Gurson model.

Keywords: Fillet welds, finite element simulations, impact loading, shear-modified Gurson,

Johnson-Cook

1. Introduction1

Fillet welds are common connection elements in structural joints such as beam-to-column2

joints. A vast amount of experimental data concerning fillet welds under quasi-static load condi-3

tions can be found in the literature, as the literature review by Miazga and Kennedy (1989) shows.4

However, hardly any studies are concerned with the behaviour of fillet welds under severe impul-5

sive loading. Grimsmo et al. (2017) therefore performed experiments where fillet welds of steel6

were subjected to quasi-static and impact loading. The test specimens had fillet welds oriented7

either longitudinally or transversely to the load direction. It was experienced that the resistances8

of the welds were practically unaffected by the deformation rate. The deformation capacity, i.e.,9

deformation before fracture, of the transverse welds was also independent of the deformation rate.10

On the other hand, the longitudinal welds experienced a significant reduction in the deformation11

capacity as the deformation rate was increased. The principal purpose of the present work is to12

investigate whether the behaviour observed in these quasi-static and dynamic tests can be captured13

with finite element (FE) simulations. Moreover, the simulations are employed to study strain rate14

and thermal effects in the dynamic tests. The simulations of the quasi-static and dynamic tests are15

hereafter denoted the quasi-static and dynamic simulations, respectively.16

In the past decades, efforts have been made to model fillet welds subjected to quasi-static load-17

ing by means of FE simulations. One major advantage of simulations compared to experiments18

is the low economical cost. Thus, parametric and sensitivity studies are cheap to perform. Fur-19

thermore, the inevitable scatter of results obtained from physical tests of welds is avoided with FE20

simulations, which makes it simpler to isolate and investigate the effects of varying parameters.21

Numerical simulations also conveniently allow for studying local mechanisms such as the evolu-22

tion of plastic strain and damage in the deforming welds. Many of the FE models of fillet welds in23
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the literature, where the geometry of the welds is explicitly modelled, are two-dimensional (2D)24

and employ plain strain elements; see for instance Kanvinde et al. (2008, 2009), and Picòn and25

Cañas (2009). As the number of elements is significantly lower for 2D models than for com-26

parative 3D models, finer element meshes can be used. However, 2D models cannot account for27

out-of-plane deformations, which restricts the analyses to simulate fillet welds loaded transversely28

to the length axis of the weld. To accommodate more general loading conditions, we employed29

3D models in the present work.30

An adequate material model is a necessary prerequisite for capturing the behaviour observed31

in the tests. This implies that the material model should incorporate yielding, work hardening,32

strain-rate hardening, thermal softening, and damage softening. Kanvinde et al. (2008) employed33

a micromechanical model called the Stress Modified Critical Strain (SMCS) model to predict34

fracture in FE simulations of fillet welds under quasi-static loading. By comparing the simula-35

tions with corresponding tests, as well as simulations with a traditional fracture model based on36

the J-integral, they observed that the SMSC model was better suited to predict fracture than the37

J-integral model. Nielsen and Tvergaard (2010) applied a shear-modified Gurson model similar38

to the one proposed by Nahshon and Hutchinson (2008) to simulate failure of spot welds of steel.39

However, Nielsen and Tvergaard (2010) argued that the damage contribution from the shear mod-40

ification is possibly too large for moderate and high stress triaxiality states where effects of the41

third deviatoric stress invariant are less significant. They therefore modified the shear contribution42

to be a function of stress triaxiality so that it vanishes at high stress triaxialities. From their sim-43

ulations of shear and plug failure of spot welds, they observed that this modification allowed the44

shear-modified Gurson model to be used for both low and high stress triaxiality regimes.45

In the present work, we employ a shear-modified Gurson model similar to the one used by46

Nielsen and Tvergaard (2010). However, two modifications are incorporated. First, the yield47

function of the matrix material is described by the general isotropic yield criterion proposed by48

Hershey (1954) rather than the von Mises yield criterion. Thus, effects of the third deviatoric49

stress invariant are incorporated in the yield criterion. Second, the shear damage contribution is50

governed by a slightly different function of triaxiality. Strain-rate and temperature sensitivity are51

introduced in the material model by assuming that the flow stress of the matrix material follows a52
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modified Johnson-Cook constitutive relation similar to the one proposed by Børvik et al. (2001).53

We have performed a comprehensive set of material tests to determine several of the parameters54

employed in the material model. These experiments included tensile tests with smooth specimens55

conducted at different strain rates, tensile tests with notched specimens, and shear tests with in-56

plane shear specimens. The material test programme incorporated both the fillet weld material57

and the base material around the welds, but the main focus was on the weld material. Note that58

welding-induced residual stresses are not considered in the present work.59

The paper is organised as follows. Section 2 presents both the component tests and the mate-60

rial tests. The material model and the calibration of material parameters from the material tests61

are discussed in Section 3. Section 4 presents the FE model of the components tests, and the62

corresponding simulation results are provided in Section 5. Finally, some concluding remarks are63

presented in Section 6.64

2. Laboratory tests65

2.1. Component tests66

Grimsmo et al. (2017) provide a detailed description of the component test specimens and67

setup, and only a summary is therefore presented herein.68

Figure 1 depicts the two types of component test specimens employed; one with four fillet69

welds oriented longitudinally with respect to the load direction and one with two fillet welds70

oriented transversely with respect to the load direction. The specimens are denoted longitudinal71

and transverse specimen, respectively. Both specimen types comprise two plates with dimensions72

230 × 160 × 15 mm3 that were fillet welded to a brick with dimensions 60 × 60 × 30 mm3. These73

parts were made of S355 steel, whereas the specified minimum yield stress was 460 MPa for the74

basic-coated stick electrodes used to assemble the specimens. The specified throat thickness of the75

fillet welds was 4 mm, and the lengths of the welds were 30 and 60 mm for the longitudinal and76

transverse specimens, respectively. This design of the specimens ensured that plastic deformations77

and failure predominantly occurred in the fillet welds, and not in the adjacent base material. Thus,78

the strength and ductility of the welds can be determined, which is essential knowledge in design79

of welded components and structures.80
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Figure 1: Illustrations of the component test specimens (dimensions in mm).

The specimens were mounted in a fixture, as shown in Figure 2. The fixture consisted of two81

supporting blocks that were welded to a supporting plate and bolted to the stationary part of the test82

machines. Two M30 bolts of grade 12.9, which were finger-tightened, fixed the specimens to the83

supporting blocks. The so-called nose in Figure 2 was welded to a circular plate that was attached84

to the moving part of the test machines. During a test, the nose displaced along its longitudinal85

axis and between the supporting blocks. As the nose attained contact with the brick of the test86

specimens, the fillet welds became loaded. Since the plates of the specimens were practically87

fixed, the fillet welds were deformed and eventually failed. The strain gauges attached to the nose88

(see Figure 2) enabled determining the axial force developing in the nose.89

The quasi-static tests were carried out with a standard servo-hydraulic test machine, and the90

applied displacement rate was approximately 0.5 mm/min. A pendulum accelerator was employed91

in the dynamic tests. This test machine accelerated a trolley of 1444 kg, which rolled along two92

rails. In this experimental programme, the trolley was accelerated to a velocity of 2.3-2.5 m/s. The93

nose in Figure 2 was mounted on the front of the trolley, whereas the fixture and the test specimens94

were attached to a reaction wall. After the trolley moved a certain distance, the nose impacted the95

brick of the test specimens. Thus, the fillet welds experienced a high deformation rate.96
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Figure 2: Illustration of the component test assembly with a longitudinal specimen mounted in the rig.

2.2. Material tests97

In order to identify the parameters employed in the material model described in Section 3, we98

conducted a large number of material tests. Figure 3 shows the geometry and dimensions of the99

various material test specimens, which facilitate tensile loading with different stress triaxialities100

and shear loading. The comparatively small dimensions of the specimen in Figure 3a enabled101

extracting this specimen type from the fillet welds of the component specimens, where the tension102

specimens were oriented along the length of the fillet welds. However, this was a costly procedure,103

and only four specimens were therefore machined from the fillet welds, two from each type of104

component specimen, i.e., longitudinal and transverse.105

The V-butt weld assembly in Figure 4 simplified testing a weld material made with the same106

electrode type as for the fillet welds. This assembly comprised two 16 mm steel plates placed107

14 mm apart, and a 10 mm steel backing-plate spot welded to the other two plates. The 16 mm108

plates were bevelled so that they formed a V-shaped groove. Several passes were necessary to fill109

the groove with weld metal. Material test specimens of the types in Figure 3b, 3c, and 3d were110

machined from the butt weld, as indicated in Figure 4. Material test specimens of the type in111
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Figure 3: Test specimens used in the material tests.

Figure 3b were also machined from the brick and plate material.112

Figure 5 displays the engineering stress-strain curves determined from tensile tests of the fillet113

weld material of the longitudinal and transverse specimens, the butt weld, and the base materials,114

i.e., the brick and plate materials. As appearing from the figure, two or three replicate tests were115

conducted for each case. Although the butt weld was manufactured with the same electrode type116

as used for the fillet welds, Figure 5 shows a difference of around 20% in strength between the117

materials of the butt and fillet welds. As discussed by Grimsmo et al. (2017), this observation can118

probably be explained by differences in cooling rates. Nevertheless, we assume in Section 3 that119

some of the material parameters determined from the butt weld material are representative for the120

fillet weld material of the component specimens.121

A strain-rate sensitivity study was conducted by subjecting the tensile specimens of the type122

in Figure 3b to strain rates of approximately 10−3, 10−1, and 300 s−1. The two lowest strain rates123

were obtained by employing a standard screw-driven test machine, whereas the highest strain rate124

was achieved by using a split-Hopkinson tension bar. For this investigation, the butt weld and plate125
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Figure 4: Illustration of the V-butt weld assembly and how the material test specimens were extracted.
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Figure 5: Engineering stress-strain curves acquired from tensile tests with smooth specimens (Reprint from

Grimsmo et al. (2017)).
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Figure 6: Results from Vickers hardness tests performed on sections of welds (Reprint from Grimsmo et al.

(2017)).

materials were tested, and the results are provided in Section 3.3.4. We assume that the strain-rate126

sensitivity parameters obtained for the butt weld and plate materials are also representative for the127

fillet weld and brick materials of the component specimens.128

In addition to the tests described in the preceding paragraphs, Vickers hardness tests were car-129

ried out on polished cross-sections cut from a longitudinal and a transverse specimen, as well as the130

butt weld assembly. The measured hardness values are shown in Figure 6. Hardness is commonly131

assumed proportional to the strength. Thus, the hardness measurements agree with the results in132

Figure 5 since the hardness in general is significantly higher for the weld material compared to133

the base material. Figure 6a and 6b also show that there is a noticeable zone where the electrode134

and base material have fused together, which means that the effective throat thickness of the fillet135

welds is slightly larger than the one determined from external throat thickness measurements. This136

was taken into account in the FE model, as described in Section 4.3.137
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3. Material modelling138

3.1. Background139

The choice of material model was based on the following observations:140

• From scanning electron microscope images (see Grimsmo et al. (2017)) it appeared that141

predominantly ductile fracture occurred.142

• Strongly localized deformation occurred in the welds, which suggests that incorporating143

material softening is appropriate.144

• The simulations showed that both the stress triaxiality and Lode angle varied considerably145

within the failure plane of the welds. Thus, both the stress triaxiality and Lode angle depen-146

dence of the failure strain should be considered.147

• The duration of the impact tests was of the order of 1 millisecond. Thus, high strain rates148

were present and strain-rate hardening should therefore be accounted for. Moreover, such149

short test durations justify the assumption of adiabatic heating because heat conduction and150

convection effects can be neglected.151

• Results from microhardness tests suggested that some thermal softening took place (see152

Grimsmo et al. (2017)). Moreover, infrared-camera measurements indicated that significant153

heating took place in the welds. Thermal softening should therefore be included.154

Ductile failure is governed by the growth and coalescence of microscopic voids that are either155

present in the material prior to deformation or nucleate from particles during the course of the156

deformation, as discussed by for instance Garrison and Moody (1987). A widely used model157

was proposed by Gurson (1977), who performed an upper-bound plastic limit analysis of a hollow158

sphere. His seminal porous plasticity model has later found extensive use throughout the literature.159

However, an inherent limitation of the Gurson model resides in the assumption of a spherical160

volume element, which restricts the void growth to remain spherical, and thus renders the model161

incompatible with the void evolution typically observed under low and moderate stress triaxialities.162

This has important consequences for the numerical modelling of structural components, where a163

large range of stress triaxialities are present. Possible ways to overcome this deficiency were164
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proposed by Nahshon and Hutchinson (2008) and Xue (2008) by augmenting the rate of void165

growth with a term that accounts for the deviatoric part of the plastic strain rate. By way of166

consequence, such an extension incorporates damage due to shearing and rotation of the voids.167

Steels usually display yield surfaces that depend upon the position in the deviatoric stress168

plane. We therefore extended the Gurson model to incorporate effects of the third principal in-169

variant of the stress deviator (J3). Moreover, steels subjected to fast transient dynamics normally170

exhibit considerable strain-rate hardening and thermal softening effects. Johnson and Cook (1983)171

proposed an empirical-based constitutive relation suitable for such conditions. A modified version172

of this extensively used relation is therefore also adopted in the current work.173

3.2. Material model description174

The constitutive model is implemented in the finite element framework using a corotated for-175

mulation, such that176

Σ̂ = RT · Σ · R (1a)177

D̂ = RT · D · R (1b)178
179

where the superimposed hat notation is used to represent the corotated tensors. The rotation tensor180

R is defined through the polar decomposition of the deformation gradient, Σ is the Cauchy stress181

tensor at the homogenized material level, and D is the rate-of-deformation tensor. We assume that182

the rate-of-deformation tensor can be split into elastic and plastic parts, viz.183

D̂ = D̂e
+ D̂p

(2)184

The elastic response is governed by the linear Hooke’s law on rate form185

˙̂
Σ =

E
1 + ν

D̂
′e

+
E

3 (1 − 2ν)
tr (D̂

e
)1 (3)186

where E and ν are the elastic constants, D′e and tr (De) are the deviatoric and volumetric parts187

of the elastic rate-of-deformation tensor, respectively, and 1 is the second-order identity tensor.188

We note that thermoelasticity is not considered, and that any influence of the voids on the elastic189

response is neglected. This is deemed acceptable since the elastic deformations and the porosity190

are predominantly small throughout the loading.191
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To enable the description of material damage, we have employed a heuristic extension of the192

porous plasticity model derived by Gurson (1977). This extension follows along the same lines193

as taken by Doege and Seibert (1995) in the case of a Hill (1948) plastically anisotropic matrix194

formulation. The yield function reads195

Φ
(
Σ̂, f , σM

)
=

(
Σeq

σM

)2

+ 2q1 f cosh
(
3
2

q2
Σh

σM

)
− 1 − (q1 f )2 ≤ 0 (4)196

where Σeq and Σh are the equivalent and hydrostatic stress measures derived from the Cauchy stress197

tensor Σ̂, σM is the matrix flow stress, f is the void volume fraction, and q1 and q2 are the material198

parameters introduced by Tvergaard (1981). We use the values suggested by Tvergaard (1981)199

throughout this paper, and thus q1 = 1.5 and q2 = 1.0. The yield function is slightly modified by200

using an equivalent stress measure on the form given by Hershey (1954), namely201

Σeq =

[
1
2

(|Σ1 − Σ2|
a + |Σ2 − Σ3|

a + |Σ3 − Σ1|
a)
] 1

a

(5)202

where Σ1, Σ2, and Σ3 are the principal values of Σ̂ and the coefficient a governs the curvature of203

the yield surface in the deviatoric stress plane. The current porous plasticity model thus accounts204

for effects of J3 whenever a , {2, 4}. An exponent value of a = 6 is typically assumed for metals205

with a body-centred cubic (BCC) crystal structure; see for instance Hosford and Caddell (1993).206

We therefore use a = 6 in the current study.207

The matrix material is defined as elastic-thermoviscoplastic with isotropic work hardening208

governed by a two-term Voce hardening rule. Strain-rate hardening and thermal softening are209

accounted for in the matrix material through a modified Johnson-Cook constitutive relation similar210

to the one proposed by Børvik et al. (2001), viz.211

σM =

[
σ0 +

2∑
i=1

Qi

(
1 − exp

(
−
θi

Qi
p
)) ][

1 +
ṗ
ṗ0

]c[
1 −

(
T − Ta

Tm − Ta

)m ]
(6)212

where σ0 is the initial yield stress, Qi and θi are constants describing the level and rate of strain213

hardening, p is the equivalent plastic strain, ṗ and ṗ0 are the equivalent plastic strain rate and the214

reference plastic strain rate, c is the rate sensitivity parameter, T is the current temperature, Tm and215

Ta are the melting and ambient temperatures, and m is a constant governing thermal softening.216
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The associated flow rule is adopted, such that217

D̂
p

= Λ̇
∂Φ

∂Σ̂
(7)218

where Λ̇ serves as the plastic multiplier. The plastic strain rate ṗ is defined as the plastic power219

conjugate measure to the flow stress σM, and in association with the Gurson model it is calculated220

from221

ṗ =
Σ̂ : D̂

p

(1 − f )σM
(8)222

The total increase of the void volume fraction is governed by two contributions223

ḟ = ḟ g + ḟ s (9)224

in which ḟ g denotes growth of voids due to matrix incompressibility (Gurson, 1977) and ḟ s ac-225

counts for damage due to shearing of voids (Nahshon and Hutchinson, 2008). Specifically, the two226

void growth terms are given by227

ḟ g = (1 − f ) tr (D̂
p
) (10a)228

ḟ s =
(
1 − cos2(3θ)

)
k∗s f
Σ̂
′

: D̂
p

Σeq
(10b)229

230

where k∗s is a parameter defined below and θ is the Lode angle, which is defined as231

cos 3θ ≡
J3

2
√

(J2/3)3
(11)232

Here J2 is the second principal invariant of the stress deviator. The initial void volume fraction,233

i.e., f (t = 0) = f0, serves as an initial condition for Equation (9). Due to the inclusion of the234

shear term in this equation, the void volume fraction f should be regarded as a damage parameter235

since the mass balance of the underlying representative volume element is violated, as discussed236

by Nahshon and Hutchinson (2008). In the FE element simulations, the elements are deleted as237

the void volume fraction f reaches its critical value fc at the integration points.238

Inspired by the modification presented in the study by Nielsen and Tvergaard (2010), we have239

suitably modified the parameter k∗s such that the shear term is scaled by the stress triaxiality σ∗,240

which is given by the expression241

σ∗ =
Σh
√

3J2
(12)242
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In the current study, we employ a continuous function to scale the shear term with stress triaxiality243

according to244

k∗s =

(
1

1 + 〈σ∗ − σ∗0〉
s

)
ks (13)245

where ks and s are constants, σ∗0 is a reference triaxiality level which shifts the scaling curve246

along the σ∗-axis, and the Macaulay bracket 〈x〉 = max (0, x) is used to enforce positive scaling247

for all triaxialities. The purpose of the function in Equation (13) is to reduce the shear damage248

contribution given in Equation (10b) for moderate and high stress triaxialities; see Section 3.3.3249

for more details.250

The loading/unloading conditions are governed by the Kuhn-Tucker expressions, i.e.,251

Φ ≤ 0, Λ̇ ≥ 0, ΦΛ̇ = 0 (14)252

where Φ = 0 represents a so-called dynamic yield surface; see for instance Ristinmaa and Ottosen253

(2000).254

The temperature change under adiabatic conditions is calculated using255

Ṫ =
χ

ρCp
Σ̂ : D̂

p
(15)256

where χ is the Taylor-Quinney coefficient, which determines the fraction of plastic work converted257

to heat, ρ is the density, and Cp is the specific heat capacity.258

A semi-implicit return map algorithm was used for temporal integration of the governing equa-259

tions. If the equivalent strain norm ‖∆tD̂‖ > 0.01ε0 = 0.01σ0/E during the return mapping, a260

sub-stepping algorithm was enforced to ensure sufficient accuracy.261

3.3. Material parameter identification262

The material parameters entering the constitutive relation and the equations governing the263

increase of void volume fraction were determined from a series of material tests and by inverse264

modelling of these tests. The tests were presented in Section 2.2. Inspired by the work of Xue265

et al. (2010, 2013), we employed a calibration procedure which is summarized as follows:266

• The matrix flow stress parameters were determined by employing the smooth tensile speci-267

mens (see Section 3.3.1)268
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• The initial porosity was estimated by using the notched tensile specimens in which the tri-269

axiality is high (see Section 3.3.2)270

• The shear damage parameters were found by employing the in-plane simple shear specimens271

(see Section 3.3.3).272

Note that the first bullet point above pertains to all the materials, i.e., the weld, plate, and brick273

materials. The two remaining bullet points apply only to the weld materials. More specifically,274

notched tensile tests and shear tests were conducted for the butt weld material, and the parameters275

determined for this material are also assumed to be representative for the fillet weld material. Since276

the plate and brick materials experienced insignificant damage in the tests, they were modelled277

as non-porous, which is equivalent to setting f = 0 in Equation (4). Thus, failure in the base278

material was not considered herein. To further reduce the computational effort, the plate and brick279

materials were modelled using the von Mises yield criterion, which corresponds to setting a = 2280

in Equation (5). For the weld materials, on the other hand, a = 6 was assumed. Section 3.3.4281

describes how the strain-rate sensitivity parameters were determined from smooth tensile tests282

conducted under low, medium, and high strain rates.283

Table 1 lists the material parameters identified for the fillet weld material, as well as for the284

plate and brick materials. In addition to the material parameters given in this table, several other285

parameters were employed in the simulations. Ordinary values for steel were assumed for the286

following parameters: E = 210 GPa, ν = 0.33, ρ = 7800 kg/m3, and Cp = 452 J/kgK. The287

temperature related parameters in Equation (6) were chosen based on the work by Dey et al.288

(2004). They tested three Weldox steels of different strengths, and found that m varied between289

approximately 0.9 and 1.1 for the different steels. We therefore adopted m = 1.0 in the present290

work, whereas the ambient temperature Ta and melting temperature Tm were taken as 293 and291

1800 K, respectively.292

3.3.1. Matrix yield and work hardening parameters293

This section only shows the results obtained from tests and simulation of the butt weld material.294

However, the same procedure was used for the fillet weld, plate, and brick materials. Furthermore,295
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Table 1: Material parameters identified from material tests and simulations

Parameter Weld Plate Brick

σ0 [MPa] 550.0 384.0 397.0

Q1 [MPa] 132.8 97.1 180.8

θ1 [MPa] 2806 1991 4215

Q2 [MPa] 351.2 379.6 548.2

θ2 [MPa] 565.9 621.0 564.9

f0 0.001 0.0 0.0

fc 0.12 - -

ks 4.0 - -

σ∗0 -0.5 - -

s 20.0 - -

ṗ0 [1/s] 0.001 0.001 0.001

c 0.017 0.020 0.020

the critical void volume fraction fc is not considered in the simulations presented in this section and296

in Section 3.3.2 and 3.3.3. All simulations presented in this paper were performed by employing297

the commercial FE software Abaqus/Explicit.298

As mentioned previously, the tests and subsequent FE simulations with smooth tensile spec-299

imens were conducted to determine the yield and work-hardening parameters of the two-term300

Voce law in Equation (6). Figure 7a shows the discretized model of the tensile specimen used in301

the numerical simulations. Axisymmetry was assumed for computational efficiency. As the load302

conditions were quasi-static, the strain rate and temperature dependencies were omitted from the303

material model in these simulations. In order to capture the response experienced, also after neck-304

ing of the specimens, the hardening parameters were optimized so that a good agreement between305

tests and simulation in terms of engineering stress versus diameter reduction ratio was obtained, as306

exemplified in Figure 8. Note that the yield plateaus observed for the test curves were accounted307

for in the simulation. However, distinct yield plateaus were only observed for the butt weld and308
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(a) Smooth tensile specimen model (axisymmetric).

Element size in gauge length is 0.15 mm.

(b) Notched tensile specimen model (axisymmetric).

Element size in notch region is 0.25 mm.

Node 1

Node 2

(c) Shear specimen model (3D). Element size in shear deformation zone is approximately 0.25

mm. Displacements of the two nodes highlighted with red dots were used to evaluate the defor-

mation in the test.

Figure 7: Discretization of the material test specimens.

brick materials (see Figure 5), and were therefore not included in the material model description in309

Section 3.2. Note further the appreciable scatter between the three experimental curves in Figure 8,310

which can be expected for weld metals.311

In accordance with the observations of Xue et al. (2010), we found that the material softening312

induced by void growth had negligible influence on the response in the simulations with smooth313

tensile specimens, and we thus chose to calibrate the matrix flow stress parameters by using zero314

initial porosity, i.e., f0 = 0.315
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Figure 8: Validation of the matrix yield and work-hardening parameters. Zero initial porosity ( f0 = 0) was

assumed in the simulation.

3.3.2. Initial void volume fraction316

We employed the previously obtained yield and hardening parameters to simulate the notched317

tensile tests. The notched tensile specimen was modelled using axisymmetric elements with the318

discretization illustrated in Figure 7b. A suitable value for the initial porosity f0 was obtained by319

performing simulations with different values for f0. The element size applied in the simulations320

that were used to determine the damage parameters, i.e., f0 and ks, was approximately the same as321

the element size used in the fillet welds of the component test models. This is necessary because322

the damage parameters are inherently mesh sensitive.323

Figure 9a depicts curves of engineering stress (left-hand axis) versus diameter reduction ob-324

tained from the tests and simulations conducted with three different initial porosity levels; f0 =325

0.000, 0.001, and 0.002. Additionally, the evolution of the void volume fraction f (right-hand axis)326

of the critical element in the centre of the specimen is included in the figure. Recall that a critical327

value for f is not considered in these simulations, and f can therefore grow to unrealistically high328

values. As can be observed from the figure, the simulations generally over-predict the stress level.329

This cannot be remedied by the softening of the Gurson model. A possible explanation for the330
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(a) Results with varying f0 (here ks = 2.0).
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(b) Results with varying ks (here f0 = 0.001).

Figure 9: Curves obtained from simulations and tests with notched specimens. These simulations are used

to determine f0.

discrepancy in stress may be due to pressure sensitivity of the flow stress. Spitzig et al. (1976) and331

Richmond and Spitzig (1980) found that the yield strengths of steels depended on the hydrostatic332

pressure. In the more recent works by Wilson (2002) and Bai and Wierzbicki (2008) on aluminium333

alloys, it is shown that neglecting pressure dependency can lead to over-prediction of the force in334

simulations of notched tensile tests. Nevertheless, pressure sensitivity of the matrix material is not335

accounted for in present work. Considering the engineering stress curves in Figure 9a, the initial336

porosity f0 = 0.001 seems to give an appropriate amount of softening. Moreover, the porosity337

curves in Figure 9a show that in the simulation with f0 = 0.001, initiation of exponential growth338

of porosity occurs at a diameter reduction that corresponds well with the diameter reduction at339

failure in the tests. The initial porosity f0 = 0.001 is therefore adopted in the remaining simula-340

tions presented herein. As can be expected for axisymmetric loading conditions, the shear term in341

Equation (9) has practically no effect on the response, which is demonstrated in Figure 9b.342

3.3.3. Shear parameter343

A suitable value of the shear parameter ks was determined from the in-plane shear tests and344

corresponding simulations. Figure 7c shows the discretized model used in the simulations. The345
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Figure 10: The scaling function of the shear damage contribution in Equation (13) for the chosen values

σ∗0 = −0.5 and s = 20.

relative displacement between the two nodes denoted Node 1 and Node 2 in the figure was used346

as a deformation measure. Digital image correlation was employed to track practically the same347

points throughout the tests. A similar procedure was utilized by Gruben et al. (2016a,b) for the348

same type of shear test specimens.349

In the simulations of the shear tests, the scaling function of the shear damage contribution in350

Equation (13) becomes relevant. We chose σ∗0 = −0.5 and s = 20 in the present model, which351

reduces the shear damage contribution for increasing triaxiality in a similar fashion as suggested352

by Nielsen and Tvergaard (2010). As shown in Figure 10, these parameters yield virtually no353

reduction of the shear damage contribution below σ∗ = 0.3, and practically full reduction above354

σ∗ = 0.7. We verified that the chosen scaling function had minor influence on the response in the355

shear test simulations, which should be the case because mainly low triaxialities develop in these356

simulations.357

Figure 11 depicts the normalized force-deformation curves obtained from shear tests and sim-358

ulations, where previously determined material parameters have been employed. Here, the force359

is normalized with respect to the minimum initial area, i.e., the shear area, of the specimen,360

whereas the deformation is normalized with respect to the initial distance between the two tracked361
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Figure 11: Normalized force vs. normalized deformation obtained from simulations and tests with shear

specimens (here f0 = 0.001). These simulations are used to determine ks.

points/nodes. From these curves we observed that ks = 4.0 produced an adequate prediction of362

softening and ductile failure progression, and this value is therefore adopted in further simulations.363

Note that ks depends on the choice of f0, and that ks = 4.0 is somewhat high according to Nahshon364

and Hutchinson (2008), who suggested that this parameter lies in the range 1 < ks < 3 for many365

structural alloys. Note also that using a = 2 instead of a = 6 in Equation (5), i.e., assuming a von366

Mises yield surface in the deviatoric stress plane, produced 3-4 % larger over-prediction of the367

force levels in the simulations of the in-plane shear tests. Thus, accounting for the J3 dependence368

of the yield surface is appropriate.369

As mentioned, the critical void volume fraction fc has not been considered in the simulations370

presented up to this point. Based on the component test simulations, we observed that fc = 0.12371

seemed to produce failure at reasonable deformation levels. This value was therefore adopted in372

all simulations of the component tests, and elements were deleted when their porosity f reached373

the critical porosity value fc. Note that the time of failure in the component test simulations was374

somewhat insensitive to the choice of fc. This observation is related to the exponential growth of375

f , causing a rather high increase in porosity for small deformation increments when the damage-376

induced softening is significant.377
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3.3.4. Strain-rate parameters378

The strain rate parameters ṗ0 and c were determined solely from the experimental data ac-379

quired from the tensile tests conducted at different strain rates. By using logarithms and neglecting380

temperature effects, Equation (6) can be rewritten to381

log

 σM

σ0 +
∑2

i=1 Qi

(
1 − exp

(
−

θi
Qi

p
)) = c · log

(
1 +

ṗ
ṗ0

)
(16)382

Figure 12 evaluates the logarithm on the left-hand side of Equation (16) at plastic strains p = 0.05383

and p = 0.10 as a function of the logarithm at the right-hand side of the equation. For such low384

values of the plastic strain p, the self heating through plastic work is negligible, which justifies385

neglecting the temperature factor in Equation (6). In Figure 12, a reference plastic strain rate ṗ0 of386

10−3 s−1 is used, which is approximately equal to the lowest strain rate in the tests. According to387

Equation (16), the slopes of the linear curves fitted to the experimental data in Figure 12 provide388

estimates for the values of c. The average slope of the two curves of each material yielded c =389

0.020 and c = 0.017 for the plate and weld material, respectively, which were used in subsequent390

simulations.391

4. Finite element model of component tests392

4.1. Geometry and discretization393

Figure 13 displays the FE model of the component tests with the longitudinal specimen. Eight-394

node brick elements with reduced integration and default hourglass stiffness were used for the395

entire model. The FE model of the transverse specimen was discretized in a similar fashion. Two396

symmetry planes were introduced to reduce the number of elements. In the dynamic simulations,397

the simple representation of the trolley shown in Figure 14 was included. The mass of the trolley398

model was the same as in the tests, i.e., 1444 kg (without symmetries).399

The measured dimensions of the test specimens differed minimally from their nominal dimen-400

sions, which are given in Section 2.1. Therefore, the specimens were modelled using the nominal401

dimensions, except for the throat thickness of the weld of the transverse specimen model. This402

thickness was set to 4.3 mm because this was the average measured value (the nominal throat403

thickness was 4.0 mm).404
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Figure 12: Plot of the left-hand versus right-hand sides of Equation (16) for two values of plastic strain p

. The test data was obtained from tensile tests on the weld and plate material performed at different strain

rates. Additionally, linear polynomials are fitted to the data so that the slope of these lines represent the

strain-rate parameter c according to Equation (16).

Figure 13 also shows the mesh density of the model. The mesh seeds applied to the model405

were406

• 4.0 mm near the bolt hole of the supporting block, and 8.0 mm otherwise for this part.407

• 4.0 mm for the bolt and nose.408

• 3.0 mm for the plate, except in the vicinity of the weld, where it was 0.75 mm.409

• 0.75 mm was also used for the portion of the brick adjacent to the weld, and 2.0 mm was410

applied otherwise for the brick.411

• 0.25 mm was applied to the weld, which corresponds to the element size used in the calibra-412

tion procedure for the damage parameters.413

These mesh seeds resulted in approximately 160 000 elements for the entire model.414
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Figure 13: The geometry and discretization of the model of the component tests on longitudinal welds. A

quarter of the physical test setup was modelled by exploiting symmetry, i.e., two symmetry planes.

4.2. Contact and constraints415

As indicated by the red lines in Figure 13, tie constraints were used in the vicinity of the416

weld to allow for a sudden transition of mesh density. Care should be shown when applying tie417

constraints because they do not ensure stress continuity across the constrained boundary. The tie418

constraints of the model were therefore located at a sufficient distance (7.5-10 mm) from the weld419

so that they had insignificant effect on the response. In the dynamic simulations, tie constraints420

Nose

Trolley

Figure 14: The geometry and discretization of the trolley used in the dynamic simulations.
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were also established between the nose and the trolley.421

Surface-to-surface contact was defined between appropriate surfaces in the model, namely,422

nose and brick, plate and brick, plate and support, plate and bolt, and support and bolt. So-called423

”hard” contact was used as the contact property in the normal direction of the contact surfaces,424

and isotropic Coloumb friction with a coefficient of 0.2 was employed in the tangential direction425

of the surfaces.426

4.3. Materials427

The materials were modelled as described in Section 3. The constitutive model of the fillet428

weld was implemented in the FE simulations by a material user subroutine (VUMAT). Figure 15429

illustrates how we included the fusion zone of the weld and base materials in the models. The430

zone stretches from the fusion lines and 0.5 mm into the base materials. This distance of 0.5 mm431

was based on measurements made on the weld sections shown in Figure 6. The rectangular shape432

of the fusion zones was used because this simplified meshing the model. Moreover, the fusion433

zone was assumed to consist of the same material as the fillet weld. As indicated in Figure 15,434

we ensured initiation of fracture in the weld material by extending the gap between the plate and435

brick 0.25 mm into the weld material.436

As mentioned in Section 3, the materials of the plate and the brick were modelled with von437

Mises plasticity. This allowed using a built-in material model in Abaqus, which is computationally438

faster than user subroutines. For these two materials, the flow stress was tabulated as a function of439

the plastic strain according to the parameters listed in Table 1. We assumed that properties of the440

plate and brick materials were temperature independent. This assumption is acceptable because441

these materials experienced only minor to moderate plastic strains in the simulations, and hence442

insignificant temperature increase.443

The nose, bolt, supporting block, and trolley were modelled as elastic materials since these444

components experienced no plastic deformations in the tests.445

In the quasi-static simulations, the materials were assumed strain-rate independent, which is446

equivalent to setting c = 0 in Equation (6). Moreover, isothermal conditions were assumed in the447

quasi-static simulations, which corresponds to setting χ = 0 in Equation (15). Adiabatic conditions448
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Figure 15: The distribution of the different materials in the vicinity of the weld (measures in mm).

were assumed in the dynamic simulations, and χ = 0.9 was adopted for these simulations, which449

is a typical value for steels, as reported by Macdougall (2000).450

4.4. Boundary and initial conditions451

Symmetry conditions were applied to appropriate surfaces in the model. In addition, the end452

surface of the supporting block closest to the viewpoint in Figure 13 was fixed in all directions.453

In the quasi-static simulations, a constant velocity of 0.01 mm/s was applied to the rear surface454

of the nose. In order to reduce the computational time, selective mass scaling was employed for455

the quasi-static simulations, and the kinetic energy was verified to be negligible compared to the456

internal energy. For the dynamic simulations, the trolley was given an initial velocity of 2.4 m/s,457

which is approximately the initial velocity used in the impact tests.458

5. Simulation results459

5.1. Quasi-static simulations460

Figure 16 displays the force-deformation curves obtained from the quasi-static simulations461

with both longitudinal and transverse specimens, as well as the results from all replicate quasi-462

static tests. The relative displacement between the red dots labelled Node 1 and Node 2 in Fig-463

ure 15 was used as a measure of the deformation of the weld in the simulations. As described by464

Grimsmo et al. (2017), a comparative deformation measure was used in the tests through digital465

image correlation. The curves of the tests are plotted up to the instant where one of the welds in466
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Figure 16: Force-deformation curves obtained from quasi-static simulations and tests.

the specimens failed, which corresponded to when a visible crack had developed along the entire467

length of the failing weld. Although not shown in Figure 16, this induced a sudden drop in the468

force in the quasi-static tests. The abscissa in this figure is the deformation of the weld that first469

fractured, which is relevant for the tests since this weld normally experienced larger deformation470

than the other welds. In the simulations, the symmetry conditions obviously enforced an identical471

deformation of the different welds. The appreciable scatter among the experimental curves can472

be explained by the welds being manufactured manually, which creates inevitable variation in, for473

instance, size and hardness. A more detailed discussion of the experimental results is given by474

Grimsmo et al. (2017).475

It appears from Figure 16 that the initial stiffness and maximum force (i.e., the resistance) ex-476

perienced in the tests were faithfully captured by the simulations. Note that the initial stiffness and477

maximum force of the simulations lie in the upper range of the experimental results. This may be478

explained by the simulations not capturing the imperfections of the tests such as the asymmetrical479

deformation of the welds. Considering Figure 16 further, the simulations also seemed to predict480

initiation of failure at a reasonable deformation level. The apparent softening, i.e., gradual drop481

in force, observed in Figure 16 occurs due to material softening and element deletion. As men-482

tioned, the tests exhibited a sudden drop in force simultaneously as a full-length crack in the weld483
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appeared. This abrupt drop was not captured properly by the simulations because an incremental484

erosion of elements occurred rather than the rapid crack growth experienced in the tests. This can485

be expected since the size of the elements (∼ 0.25 mm) is large compared to the physical crack486

tip opening. Simulating crack growth using ordinary FE simulations is thus challenging, as shown487

by for instance Xue et al. (2010) and Gruben et al. (2013). Nevertheless, the current simulations488

induced a qualitatively similar failure mechanism as experienced in the tests; fracture initiated at489

the root of the weld and the ”crack” propagated outward through the weld and toward the surface490

at an angle depending on the specimen type, i.e, longitudinal or transverse. Figure 17 displays a491

good agreement in terms of the angle of the fracture surfaces with respect to the horizontal plane492

when comparing the tests and simulations. The longitudinal specimens experienced crack propa-493

gation with an approximate angle of 45 degrees, whereas the transverse specimens exhibited a less494

steep fracture angle.495

5.2. Dynamic simulations496

Compared to the quasi-static simulations, the loading in the dynamic simulations is applied497

by impact from the trolley shown in Figure 14. Figure 18 displays the force-deformation curves498

acquired from the dynamic simulations and all replicate dynamic tests. Moreover, the previously499

presented results from the quasi-static simulations are included in the figure for comparison. In500

Figure 18, the experimental curves are plotted up to failure, which was defined as the instant501

the plates of the specimens suddenly moved in the direction opposite to the load direction. This502

movement indicated a release of elastic strain energy in the plates, which corresponded well with503

the instant a full-length crack had developed on the surface of at least one of the welds. For the504

dynamic simulation curves in Figure 18, the arrows labelled ”Failure” indicate when the plates505

started moving in the opposite direction to the load direction. However, this instant did not cor-506

respond to when a full-length crack had formed on the surface of the welds in the simulations.507

This can be explained by the significantly slower crack propagation in the simulations, which was508

discussed in the previous section.509

Since defining the time of failure in the simulations was somewhat ambiguous, care should510

be shown when comparing the weld deformation at failure obtained from the simulations and the511
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(a) Longitudinal specimen (b) Transverse specimen

Figure 17: Fractured test specimens (top) and fringe plots of the damage superimposed on the undeformed

FE models (bottom). The blue elements are undamaged, whereas the red elements reached the critical void

volume fraction, and were therefore deleted during the simulations.

tests. Nevertheless, it appears from Figure 18 that the simulations predicted failure at noticeably512

higher deformation levels than in the tests, particularly for the longitudinal specimens. Grimsmo513

et al. (2017) showed that the dynamic tests with longitudinal specimens experienced a reduced514

weld deformation at failure compared to the corresponding quasi-static tests, which was probably515

due to more localized deformation in the welds. They demonstrated that the enhanced localization516

was likely caused by self-heating and corresponding thermal softening. Some increase of local-517

ization also occurred in the simulations. This is visualized in Figure 19, where the evolution of518

the equivalent plastic strain p in the first deleted elements is compared for the quasi-static and dy-519

namic simulations with the longitudinal specimen. Note that these two elements are found at the520

same spatial location in the root of the weld. As observed from the figure, p developed similarly in521

the two elements up to approximately 0.7 mm weld deformation. Beyond this deformation, how-522
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Figure 18: Force-deformation curves obtained from dynamic simulations and tests. The curves from the

quasi-static (QS) simulations are included for comparison.

ever, the element originating from the dynamic simulation experienced a more rapidly growing523

p. Thus, at the same level of weld deformation, the plastic strain p is largest in the element from524

the dynamic simulation, which indicates an increased localization of deformation for this simu-525

lation compared to the quasi-static simulation. Nevertheless, it is possible that the localization in526

the dynamic simulation is not as significant as in the corresponding tests, which may explain the527

increased weld deformation at failure in the simulations compared to the tests. Figure 19 shows528

further that the curves eventually develop a horizontal plateau, which indicates that the elements529

have reached the critical void content, and have therefore been deleted. Thus, the element from the530

dynamic simulation failed at a slightly smaller plastic strain than the element from the quasi-static531

simulation (p f = 1.34 vs. p f = 1.39).532

Figure 18 clearly shows that the force levels in the dynamic simulations are appreciably greater533

than in the tests and the quasi-static simulations. Up to maximum force, the difference in force534

between the dynamic and quasi-static simulations is about 20-25 % for both the longitudinal and535

transverse specimen cases. This difference can be explained by the high strain rates observed536

in some of the elements in the welds. The maximum strain rates are of the order of 2000 to537

3000 s−1. Such strain rates induce a stress increase of more than 25% in the matrix material538
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Figure 19: Plastic strain p versus weld deformation acquired from critical elements in the quasi-static and

dynamic simulations with the longitudinal specimen. The two elements were located at the same spatial

position in the models.

according to Equation (6). The average strain rates at the mid-length cross-section of the welds539

are approximately 250 and 200 s−1 for the longitudinal and transverse specimens, respectively.540

According to Equation (6), these strain rates correspond to about 23% enhancement of the stress.541

Another aspect that affects the force level in the dynamic simulations is the thermal softening542

factor in Equation (6). However, significant thermal softening was not developed until the late543

stages of the simulations because the temperature T is governed by the amount of plastic work;544

see Equation (15). This can be observed by comparing the curves of the dynamic and quasi-545

static simulations in Figure 18. For instance, the difference between the two types of simulations546

is noticeably reduced after about 2 mm weld deformation for the longitudinal specimen case.547

The elements that were deleted in the dynamic simulations typically reached a temperature of548

approximately 330 ◦C. This corresponds to a thermal softening of 22 % according to Equation (6).549

It should be mentioned that using a finer mesh, and adjusting the damage parameters accordingly,550

would allow greater plastic strains to develop in the elements before deletion. In turn, this would551

induce higher temperatures in the simulations.552

The discrepancies between simulations and tests in terms of force and weld deformation at553
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failure may be due to excessive strain-rate hardening or insufficient thermal softening in the simu-554

lations. This is discussed in more detail in the subsequent section. The discrepancies may also be555

due to the material model being unable to describe the material response sufficiently accurate. For556

instance, the strain rates vary considerably both spatially within the welds and temporally during557

the deformation; the strain rates range between approximately 10 and 3000 s−1. Considering the558

results from the strain-rate investigation in Figure 12, we can observe that the employed material559

model appears inaccurate for certain strain rates. Specifically, the material model may predict too560

high flow stresses for medium strain rates. This may have contributed to the over-prediction of561

force levels seen in Figure 18. Huh et al. (2014) discuss how the Johnson-Cook model can be562

inaccurate for steels subjected to varying strain rates, and that other models can be better suited563

for steels. Another possible explanation for the discrepancies of force levels in Figure 18 may be564

that the element sizes used in the models are not sufficiently fine. However, we ran simulations565

with finer element meshes (approx. 40% reduction of the element size in the weld and in the base566

material in the vicinity of the weld), and the maximum forces in these simulations differed only567

slightly from the maximum forces in the simulations presented herein. This issue was therefore568

not pursued further.569

5.3. Effect of varying strain rate and temperature sensitivity570

The strain-rate parameter c was determined equal to 0.017 from tests performed on the butt571

weld material, and this value was adopted for the fillet weld material. However, according to the572

tension test results presented in Figure 5, the fillet weld material is around 20% stronger than the573

butt weld material. This difference in strength was attributed to the different thermal histories574

during manufacturing of the two weld types. Børvik et al. (2009) found c = 0.0166 for Weldox575

400 E steel, and c = 0.0098 for Weldox 700 E steel, where the specified minimum yield strengths576

are indicated by the digits in the alloy designations. The major difference between these two steels577

during manufacturing is the heat treatment. Analogously, the fillet weld material has possibly a578

lower c than the butt weld material. We therefore ran dynamic simulations with c = 0.010 and579

c = 0.0 for the weld material to investigate how the strain-rate hardening affected the response, and580

the result is displayed in Figure 20a. Clearly, decreasing the strain-rate parameter c reduces the581
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(a) Effect of reducing the strain-rate parameter c

from 0.017 to 0.010 and 0.000.
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(b) Effect of reducing the temperature parameter m

from 1.0 to 0.7.

Figure 20: Force-deformation curves obtained from dynamic simulations where the strain-rate and temper-

ature sensitivity were varied.

force and the weld deformation at failure for both the longitudinal and transverse specimens. The582

reduced weld deformation at failure occurred because the decreased strain-rate hardening allowed583

increased localized deformation in the weld.584

The temperature parameter m introduced in Equation (6) was assumed equal to 1.0 in the pre-585

vious simulations, which was based on tests of different Weldox steels performed by Dey et al.586

(2004). However, Xu and Li (2009) found m = 0.7 from tests on a steel weld material with a587

similar strength to the weld material used in the present work. A lower value for m increases588

the thermal softening. We therefore investigated the effect of reducing m to 0.7 in the dynamic589

simulations. Figure 20b shows that the increased thermal softening effect introduced by reducing590

m is only visible after a considerable amount of weld deformation, which corresponds to the ob-591

servations in Section 5.2. As can be expected, the increased thermal softening reduces the weld592

deformation at failure.593

The results in Figure 20 suggest that the force levels and weld deformations at failure in the594

dynamic simulations may be somewhat reduced compared to the results presented in Figure 18.595
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Nevertheless, the discrepancies observed between dynamic tests and simulations are possibly due596

to the models not being able to capture all mechanisms occurring in the dynamic tests, which may597

be because of discretization issues.598

5.4. Comparison with uncoupled damage model599

The shear-modified Gurson model employed herein is a relatively complex model that requires600

at least three types of material tests for calibration of the material parameters. It is therefore601

interesting to investigate whether a simpler model is able to capture the response experienced in602

the tests. In this investigation, we chose a material model where the damage is uncoupled from the603

constitutive relations. The initial void volume fraction f0 was set to zero. Thus, the Gurson yield604

function was reduced to a Hershey yield function, i.e., f ≡ 0 in Equation (4). The material was still605

assumed elastic-thermoviscoplastic, i.e., the constitutive relation in Equation (6) was retained. The606

damage D in the material was calculated by means of the failure criterion proposed by Cockcroft607

and Latham (1968), viz.608

D =
1

Wc

∫ p

0
〈σI〉dp (17)609

where σI is the maximum principal stress and the failure parameter Wc is a constant. Since610

the principal stresses can be expressed as functions of the stress triaxiality and the Lode angle,611

the Cockcroft-Latham criterion is implicitly dependent on these two stress invariants. Bai and612

Wierzbicki (2015) provide the fracture loci obtained from the shear-modified Gurson model and613

the Cockcroft-Latham criterion. In the simulations presented herein, the elements are deleted as614

the integral in Equation (17) reaches the value Wc at the integration points. By following the pro-615

cedure described by Grimsmo et al. (2016), Wc was determined to be 940 MPa from the smooth616

tension test of the fillet weld material.617

Figure 21 plots the force-deformation curves acquired by employing the Cockcroft-Latham618

(CL) failure model, as well as the previously presented curves obtained with the shear-modified619

Gurson (MG) model. As observed from the figure, the two material models produce practically an620

identical response up to approximately maximum force. This implies that the softening originating621

from void growth in the Gurson model has negligible influence prior to maximum force is reached.622

Considering the curves of the transverse specimen in Figure 21a, the CL model seems to predict623
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(b) Dynamic simulation and test results

Figure 21: Force-deformation curves obtained from quasi-static and dynamic simulations with the shear-

modified Gurson (MG) and Cockcroft-Latham (CL) damage models.

failure at a reasonable weld deformation. However, the CL model produces initiation of failure624

at somewhat smaller weld deformation than the MG model, and the force-deformation curve after625

maximum force has a more protruding step-like shape. Furthermore, Figure 21a displays that626

the CL model is unable to predict failure at the correct weld deformation for the longitudinal627

specimen. The explanation may be that a shear type of loading is dominating at the failure plane628

of the longitudinal specimens, and the failure parameter Wc in Equation (17) was calibrated from629

tension tests. On the other hand, a combined shear and tension type of loading occurs at the failure630

plane of the transverse specimens. The dynamic simulations displayed similar tendencies as the631

quasi-static simulations, as shown in Figure 21b.632

Compared to the simulations with the Cockcroft-Latham criterion, better agreement with the633

tests would probably be obtained by employing, for instance, the extended Cockcoft-Latham cri-634

terion proposed by Gruben et al. (2012). The extended version enables explicitly accounting for635

the Lode dependency of failure, but requires more tests for calibration.636
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6. Concluding remarks637

FE simulations of previous quasi-static and dynamic (impact) tests of fillet welds have been638

conducted. The test specimens consisted of structural steel parts that were joined by either lon-639

gitudinal or transverse fillet welds. A shear-modified Gurson model, heuristically extended to640

accommodate effects of the third principal invariant of the stress deviator, was employed to ac-641

count for material damage and subsequent fracture in the welds. Additionally, strain rate and642

temperature dependencies were included in the dynamic simulations. The majority of the material643

constants entering the constitutive model was determined from a series of material tests, including644

smooth and notched tensile specimens, and in-plane simple shear tests. The remaining material645

parameters were adopted from appropriate literature.646

The behaviour in terms of force versus weld deformation experienced in the quasi-static tests647

was well captured by the simulations, both with longitudinal and transverse welds. In the simu-648

lations of the quasi-static tests, failure initiated at reasonable weld deformations, and the cracks649

propagated at angles similar as in the tests. However, the simulations were unable to capture the650

rapid crack growth occurring in the late stages of the quasi-static tests. A more refined spatial651

discretization is probably necessary to be able to simulate this crack growth.652

In the simulations of the dynamic tests, a considerable overestimation of the force levels and653

weld deformations at failure was observed. Due to uncertainties with respect to the material pa-654

rameters governing the strain-rate hardening and thermal softening, the force and deformation655

levels should possibly be moderately reduced, as was demonstrated by parameter studies.656

Finally, we conducted a comparison of the simulation results obtained with the shear-modified657

Gurson model and a simpler material model, where the damage description was uncoupled from658

the constitutive equations. The Gurson model produced generally a better agreement with the tests,659

particularly for the simulations with longitudinal specimen, where loading of the welds occurs660

predominantly by shearing.661
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