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Collective efforts are a trademark of both insect and human
societies1. They are achieved through relatedness in the former2

and unknown mechanisms in the latter. The problem of achiev-
ing cooperation among non-kin has been described as the
‘tragedy of the commons’, prophesying the inescapable collapse
of many human enterprises3,4. In public goods experiments,
initial cooperation usually drops quickly to almost zero5. It can
be maintained by the opportunity to punish defectors6 or the
need to maintain good reputation7. Both schemes require that
defectors are identified. Theorists propose that a simple but
effective mechanism operates under full anonymity. With
optional participation in the public goods game, ‘loners’ (players

who do not join the group), defectors and cooperators will
coexist through rock–paper–scissors dynamics8,9. Here we show
experimentally that volunteering generates these dynamics in
public goods games and that manipulating initial conditions can
produce each predicted direction. If, by manipulating displayed
decisions, it is pretended that defectors have the highest fre-
quency, loners soon become most frequent, as do cooperators
after loners and defectors after cooperators. On average,
cooperation is perpetuated at a substantial level.

Clean air to sustain the global climate and clean public toilets are
examples of public resources that everybody is free to overuse. The
social dilemma of public goods situations is that although a group
of cooperators is always better off than a group of defectors,
defectors exploit cooperators in groups. Since the late 1970s,
economists, social scientists and evolutionary biologists have used
the public goods game as a model to study the problem of
maintaining cooperation in a group of unrelated individuals10–14.
For example, six players are asked to contribute money to a public
pool; the money in the pool is, for example, multiplied by 3.6 and
then equally distributed among the players irrespective of whether
they contributed. The optimum outcome for the group is achieved
if everybody cooperates; however, because each euro paid into the
pool yields only a return of 60 cents for the contributor—that is, a
net deficit of e0.40—no matter how the other players decide, the
selfish decision is never to contribute to the pool. Studies have
identified punishment6,15–17, which is also combined with fairness18,
and reputation through interaction with other social behaviour7 as
mechanisms that can effectively maintain cooperation in public
goods experiments.

In one model8,9, a large population with three types of player,
cooperators, defectors and loners, is considered. From time to time,
sample groups of N players are randomly chosen and asked to
participate in a single public goods game. Players either can refuse to
participate, and will then receive a small fixed payoff, or can join the
public goods game. In the latter case, they either defect or cooperate.
Their strategies are specified beforehand and do not depend on the
composition of the group. A continuing oscillation of the three
strategies is predicted because each strategy, when most frequent,
can be beaten by one of the others. Defectors can exploit a large
group of cooperators, whereas loners have the highest profit when
defectors are frequent. When loners are most frequent the public
group size is reduced, which invites cooperation because the game is
no longer a dilemma in small groups19–21. For example, if the group
consists of only three players, each euro paid into the public pool
yields a return of e1.20 for the contributor, that is, a net gain of
e0.20.

It is not just the fact that volunteering is possible that induces
cooperation, but rather that volunteering reduces public goods
groups to small sizes for which the individual cost-to-benefit ratio
becomes more favourable. In addition, even though defectors are
still better off than are cooperators in each group, cooperators do
better when averaged over small groups according to Simpson’s
paradox22. For example, a group of three players can consist of either
three cooperators, two cooperators and one defector, one coopera-
tor and two defectors, or three defectors; cooperators receive on
average a net gain of e1.8, defectors only e0.8. Circumstantial
evidence for the ‘small group advantage’ is potentially provided
by fish that leave their shoal and take a risk to inspect a predator
from a short distance: very often minnows, Phoxinus phoxinus,
inspect a pike, Esox lucius, in small groups23. Thus, after loners,
cooperators will be most frequent for a while before defectors will
take over again8,9. Hence, volunteering relaxes the social dilemma:
instead of defectors winning the world, coexistence among coop-
erators, defectors and loners is expected24.

We tested these predictions with 280 first-semester biology
students in 20 groups of 14 students that played the optional public
goods game for 57 consecutive rounds. The students observed the

letters to nature

NATURE | VOL 425 | 25 SEPTEMBER 2003 | www.nature.com/nature390 © 2003        Nature  Publishing Group



introduction and the complete game on a public screen. They were
told that they had a starting account of e10 and would make their
decisions anonymously. In each round, six players were randomly
selected from the ‘population’ of 14 players to decide first whether
to join the public goods group and, thereafter, if they chose to join
whether to contribute to the public pool. In the first seven rounds,
we manipulated the displayed decisions in such a way that defector,
cooperator or loner was pretended to be the most frequent strategy
of the population. This manipulation was necessary to test the three
possible predictions of the model experimentally. Without this
manipulation our results would be only descriptive. In the eighth
round, we expected that being a loner (after staged defector),
defector (after staged cooperator) or cooperator (after staged
loner) would be the most frequent strategy according to the players’
real decisions. Thereafter, the game proceeded with unmanipulated
display to test whether oscillations of the three strategies would
occur and, if so, whether they would occur predominantly in the
predicted sequence over 50 rounds.

After the manipulated start in the first seven rounds, we found
that the predicted strategy was the most frequent strategy in round
eight after all three starting schemes (P , 0.004, n ¼ 20 groups,
sign test, two-tailed; Fig. 1a–c). We use each group of 14 players as a
statistical unit. In the following 50 rounds, we determined for each
group of 14 players the number of cases where two conditions were
met: one strategy was most frequent and one of the other strategies
was most frequent in the following round. We compared all cases
where the predicted strategy became most frequent with all cases
where an unpredicted strategy became most frequent. In this way,
we identified switches of the most frequent strategy between rounds
and checked whether their direction was as predicted. The predicted

strategy became most frequent significantly more often than did the
alternative strategy (P , 0.001, n ¼ 20; paired t-test, t ¼ 6.588,
two-tailed; Fig. 2).

Although the above analysis provided a formal proof of the
predicted oscillations, we made an example of these oscillations
visible in Fig. 3. We synchronized the 20 groups in the 50 ‘not-
manipulated’ rounds by selecting similar starting points in each
group, because the cycles were not expected to have the same
duration in each group. For example, if we were to select the
round from each group that had the highest proportion of loners,
we would expect that cooperators would be most frequent next,
followed by defectors in all 20 groups. The same procedure was used
to find such starting points for cooperators and for defectors.

From several maxima of a strategy, we defined the first as the
starting point. Thereafter, we averaged all 20 starting point rounds
and each of the following 9 rounds over all groups, for loners
(Fig. 3a), cooperators (Fig. 3b) and defectors (Fig. 3c) as starting
points. The oscillations can be observed in all three cases, although
the groups became increasingly asynchronous during the ten
rounds. As the model predicts, after loners have the highest
frequency, cooperators become most frequent, thereafter defectors,
and then loners again (Fig. 3a). After a prevalence of cooperators,
defectors become most frequent, followed by loners, and then
cooperators again (Fig. 3b). Figure 3c shows that the prevalence
of defectors is followed, as predicted, by an increase of loners that is
closely trailed by increasing numbers of cooperators, followed again
by defectors, and thereafter by loners.

The consequences of the oscillation of the strategies should be an
always-recurring rise of each of the three strategies and thus a fairly
cooperative outcome of the game after initial perturbations. In the
last 30 rounds (21–50), the frequencies of the three strategies
seemed on average rather stable (rounds 21–35: 32.22 ^ 1.0%
loners, 30.11 ^ 0.9% cooperators, and 37.67 ^ 1.0 % defectors;
rounds 36–50: 32.39 ^ 1.4% loners, 29.06 ^ 1.3% cooperators,
and 38.56 ^ 1.3% defectors). According to the model, we would
expect that there would be at least 42% loners and that 58% would
choose to join the public goods group9. Only 33 ^ 2.5% (mean ^
s.e.m.) chose the loner option, which is significantly less than
expected (P ¼ 0.003, n ¼ 20; Wilcoxon signed rank test,
Z ¼ 2.95, two-tailed). Of the players joining the public goods
group, 38% would be expected to cooperate and 62% to defect,
respectively9. We found, as expected, more defectors
(56.51 ^ 1.7%) than cooperators (43.48 ^ 1.7%, P ¼ 0.004,
n ¼ 20; Wilcoxon signed rank test, Z ¼ 2.91, two-tailed). Although
these numbers are close to the expected ones, the percentage of
cooperators was significantly higher than predicted (P ¼ 0.011,
n ¼ 20; Wilcoxon signed rank test, Z ¼ 2.54, two-tailed).

In the long run (averaging over many cycles), the net payoff of
both defectors and cooperators should be same as the payoff of
loners—that is, e1.25. We found that defectors earned slightly but
significantly more than expected, 1.46 ^ e0.04 (P , 0.001, n ¼ 20;

Figure 1 Decisions in round eight after the staged standstill with one single strategy that

was most frequent in the first seven rounds. The bars of the strategy predicted to be most

frequent are shown in black. The average frequency of chosen strategies per group of 14

players is shown (mean ^ s.e.m.). a, Start loners: n ¼ 6 groups of 14 players with a

simulated prevalence of loners in rounds 1–7. b, Start cooperators: n ¼ 8 groups of 14

players with a simulated prevalence of cooperators in rounds 1–7. c, Start defectors:

n ¼ 6 groups of 14 players with a simulated prevalence of defectors in rounds 1–7.

Figure 2 The predicted prevalence switch occurred more frequently than the unpredicted

prevalence switch during the 50 rounds that followed the seven manipulated start rounds.

Columns show mean ^ s.e.m. per group of 14 players.
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Wilcoxon signed rank test, Z ¼ 3.36, two-tailed). Cooperators had a
payoff that did not significantly differ from the expected one,
1.32 ^ e0.09 (P ¼ 0.43, n ¼ 20; Wilcoxon signed rank test,
Z ¼ 0.78, two-tailed). Defectors probably profited because they
were less frequent than expected at the equilibrium.

We found that volunteering (the option to choose between
joining the public goods group and taking the loner strategy)
indeed protected cooperation in the public goods game by inducing
small group sizes. On average, there was a rather stable frequency of
cooperators that was higher than what is usually found in public
goods games after several rounds5,17. As predicted by the model8,9,
the dynamics of the games showed oscillations of the rock–paper–
scissors succession of cooperators, defectors and loners, even
though our players were less averse to risk than expected: only
about a third chose the loner option.

Volunteering is a mechanism that potentially sustains
cooperation in various species. Like some large predatory animals,
ancestral humans also acted as groups when hunting large prey such
as mammoths, but went out solitarily for small prey such as
antelopes25. Thus, volunteering was possible and might have sup-
ported cooperation in addition to potential relatedness by reducing
the public (hunting) group size. Obviously, we are not free to decide
whether we stop sharing the global climate with others, but there are
many other human social dilemmas in which volunteering is possible.

Volunteering does not produce overwhelming cooperation, but it
might help to avoid the fate of mutual defection in many human
collective enterprises and thus might pave the way for other mech-
anisms of cooperation to take over. For example, direct26 or indirect
reciprocity27–30 may be catalysed when the population happens to be
in a cooperator period of the rock–paper–scissors dynamic and
anonymity is relaxed after repeated interactions. Loners, although
unsocial by definition, help cooperators to become most frequent and
thus to escape the social dilemma. A

Methods
Subjects
A total of 280 human subjects of the universities of Bonn, Hamburg and Kiel played a
public goods game with optional participation that lasted for 57 rounds. The students
were completely anonymous, sat between partitions, saw the introduction to the game
including one example round and the complete game on a large screen. They did not know
the total number of rounds. They interacted by means of a computer program with silent
‘yes’ and ‘no’ switches.

Basis of the public goods game
For each round the computer program randomly selected 6 of the 14 students. Each
student had played almost the same number of rounds at the end of the game. Because the
expected cycles are predicted to become smoother with increasing population size9, we
mimicked a larger population. The students were told that there was a pool of additional
players in the form of strategies recorded from earlier sessions and that the program would
sometimes choose ‘players’ from this pool.

A light at each person’s desk signalled who was to decide. Each of the six players had to
decide first whether to play the loner strategy, thereby obtaining a fixed payoff (e1.25), or
to join the public goods group with a second decision to make. The minimum public
group size was two players. If only one player decided to play in the public goods group, he/
she knew that he/she would automatically also become a loner. If the public goods group
size was either two or larger, the players that had chosen to play in the public goods group
had to decide whether they would contribute e1.25 or nothing to the public pool. At this
point, they did not know how many subjects had decided to play in the public goods
group. After all players of the public goods group made their final decision, the content of
the pool was multiplied by 3.6 and divided evenly among the players that had joined the
public goods group irrespective of their actual contribution. With an interest rate of 3.6,
the model system has a fixed point, which refers to substantial proportions of cooperators,
defectors and loners. The dynamic then predicts periodic cycles of all three strategies
around these proportions; this requires an interest rate larger than 2.

Only at this point were the decisions of all players displayed simultaneously on the
screen that all 14 subjects could see: that is, the numbers of loners and public good group
players, their payoffs and their eventual costs (for example, one player was a loner and
obtained e1.25 without cost, five had chosen to join the public goods group, of which three
were defectors who received a payoff of e1.80 from the pool without costs and two were
cooperators who also received e1.80 from the pool, but they had costs of e1.25 each). It
never happened that one subject had to play loner because he/she had no money left.

Rounds of the public goods game
In the first seven rounds, the display was manipulated such that the players were led to
believe that they were in a group that played a high percentage of only one strategy. In six
groups loners appeared to be most frequent; there were eight groups with cooperators and
six with defectors as the apparent most frequent strategy. The players could make
decisions, however, which were not displayed. Instead, six predetermined decisions with
corresponding payoffs and eventual costs were shown. Each of the three possible real
decisions of a player (that is, loner, cooperator and defector) was included at least once to
ensure that each player would find his actual decision on the screen and nobody would
doubt that the displayed decisions were real. The maximum number of defectors or
cooperators displayed on the screen was four per round; for example, four defectors, one
cooperator, one loner. In the case of loners prevailing in the first seven rounds, it was possible
to show up to 100% of loners in one round, because each player who decided to join the
public goods group would believe that he/she was the only one with this decision and thus
became a loner. To have some variation, we chose a percentage of loners that was slightly
lower in the seven rounds. On average, there were 79% of loners in the staged loner groups,
61% of cooperators in the staged cooperator groups, and 64% of defectors in the staged
defector groups. Starting with round eight, there was no manipulation of the display for 50
consecutive rounds. The students did not know the total number of rounds to be played.
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Flooding of soils results in acute oxygen deprivation (anoxia) of
plant roots during winter in temperate latitudes, or after irriga-
tion1, and is a major problem for agriculture. One early response
of plants to anoxia and other environmental stresses is down-
regulation of water uptake due to inhibition of the water
permeability (hydraulic conductivity) of roots (Lpr)2–5. Root
water uptake is mediated largely by water channel proteins

(aquaporins) of the plasma membrane intrinsic protein (PIP)
subgroup6–8. These aquaporins may mediate stress-induced inhi-
bition of Lpr

2,4,9 but the mechanisms involved are unknown. Here
we delineate the whole-root and cell bases for inhibition of water
uptake by anoxia and link them to cytosol acidosis. We also
uncover a molecular mechanism for aquaporin gating by cytosolic
pH. Because it is conserved in all PIPs, this mechanism provides a
basis for explaining the inhibition of Lpr by anoxia and possibly
other stresses. More generally, our work opens new routes to
explore pH-dependent cell signalling processes leading to regu-
lation of water transport in plant tissues or in animal epithelia10.

The molecular bases of aquaporin gating in plants and animals by
phosphorylation11–13 or other mechanisms14,15 remain elusive. Cer-
tain mammalian aquaporins are regulated by external pH14–16 when
expressed in Xenopus oocytes. In plants, the water channel activity
of purified plasma membrane vesicles can be blocked by protons17.
We investigated the relevance of this process for regulation of water
uptake by roots in Arabidopsis.

Roots detached from plants grown in hydroponics were inserted
into a pressure chamber and bathed in a well-aerated standard root
bathing solution (RBS) at pH 6.0. Applied pressure (P) induced a
flow (Jv) of exuded sap, with a linear J v to P relationship for P up to
0.5 MPa. The slope reported to root dry weight indicates a mean Lpr

of 61.5 ^ 6.7 ml g21 h21 MPa21 (^s.e.m.; n ¼ 4) (Fig. 1a). Oxygen
deprivation was induced in the same roots by N2 bubbling for
30 min in RBS and resulted in a 42% reduction in Lpr to 35.6 ^
7.4 ml g21 h21 MPa21 (^s.e.m.) (Fig. 1a). Because the J v curves
cross the P axis at similar values close to the origin, measurements of
Jv at a high (.0.3 MPa) constant P can be used to monitor relative
changes in Lpr. For instance, the anoxic treatment above induced a
46% reduction in J v at 0.35 MPa. A similar reduction in J v by
49.2 ^ 3.7% (^s.e.m., n ¼ 5) was observed on another set of
plants. Altogether, these results extend to Arabidopsis observations
previously made in crop species3,5. A fall in cytosolic pH is, besides
fluctuations in cytosolic Ca2þ, one early cellular response that
typically accompanies anoxia18–20. This response was investigated
in Arabidopsis roots using in vivo proton-decoupled 31P-nuclear
magnetic resonance (NMR) spectroscopy. Spectra (see Supple-
mentary Information 1) revealed three major peaks corresponding
to phosphorylcholine (P-Cho), at 3.47 parts per million (p.p.m.),
and to cytosolic and vacuolar pools of inorganic phosphate (Pi), at
2.45 and 0.55 p.p.m.—pH values of 7.7 and 5.9, respectively. Within
the 10 min after the onset of oxygen deprivation, the peaks of
cytosolic Pi and P-Cho shifted upfield to 1.94 p.p.m. and
3.38 p.p.m., respectively, indicating a decrease in cytosolic pH to
7.20–7.25 (n ¼ 3).

Inhibitors of cytochrome pathway respiration can be used to
mimic oxygen deprivation4,5. We found that sodium azide (1 mM
NaN3) and potassium cyanide (0.5 mM KCN) induced a marked
inhibition of J v by 87 ^ 1% (NaN3; n ¼ 6) and 81 ^ 1% (KCN;
n ¼ 7), with half times (t1/2) of 2.6 ^ 0.2 min and 4.6 ^ 0.1 min,
respectively (Fig. 1b). Wash out of NaN3 and KCN induced a
significant reversal of J v inhibition to 92 ^ 3% (n ¼ 3) and
76 ^ 3% (n ¼ 4) of initial values, respectively, over a similarly
short period of time (NaN3, t 1/2 ¼ 4.6 ^ 0.6 min; KCN,
t1=2 ¼ 3.2 ^ 0.7 min; Fig. 1b). In parallel NMR experiments the
chemical shift of P-Cho indicated that exposure of roots to 1 mM
NaN3 or 0.5 mM KCN resulted in a rapid drop in cytosolic pH to a
steady-state value of 6.9–7.0 (NaN3) or 7.0–7.25 (KCN; n ¼ 3) after
10–20 min (Fig. 1c; see also Supplementary Information 1). Wash
out of the inhibitors resulted in a complete recovery of initial
cytosolic pH values (pH 7.7) in less than 5 min (Fig. 1c).

Loading of root cells with 20 mM propionic acid/potassium
propionate (KProp), by substituting at constant pH (pH 6.0) the
weak acid for 20 mM KCl in a standard RBS, induced a marked drop
in cytosolic pH down to 6.5–6.6 (n ¼ 3), with a secondary equili-
bration to steady-state values in the range of pH 6.7–6.8 (Fig. 2b). A

letters to nature

NATURE | VOL 425 | 25 SEPTEMBER 2003 | www.nature.com/nature 393© 2003        Nature  Publishing Group


