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Chapter

Discussion

These experiments have been performed in order to get a better understanding of space
charges in insulating liquids and their influence on partial discharges. Partial discharges
are said to degrade and age insulating liquid and are therefore important to understand in
order to get reliable operational power electronics in subsea environments. When under-
standing the underlying physics of the phenomena it can be possible to test the suitability
of liquids with a proper method.

Firstly, some important choices are discussed and then the conductive current from space
charges are discussed. Finally partial discharges are discussed and important mechanisms
mentioned.

5.1 Important choices

A full study of all the different involved parameters affecting space charges and PDs
would have been unnecessary, time consuming and ineffective due to already known lit-
erature which explains this well. Therefore, several qualified choices were made based
on earlier experiments described in the literature.

When studying PDs, there are several possible geometries to choose between. The point
plane geometry was chosen in order to obtain a strong electrical field locally at a rela-
tively low voltages. The localized strong field region provides the possibility of know-
ing where the events happen and thereby use optics to make photographies of streamers.
The divergence of the electrical field also leads to creation of streamers without reaching
breakdown, which usually is the case in a plane-plane configuration.

It is important to choose the right frequency region. The capacitive current increase lin-
early with frequency and therefore for sufficiently large frequencies (>>10 Hz), the con-
ductive current is non-detectable in the noise of the system. Therefore, frequencies below
10 Hz were mostly chosen. One way to deal with the high frequency noise and AC signal
is to use a differential amplifier and a perfectly balanced bridge measurement, as Inge-
brigtsen did in his PhD [37]. In doing so, a long time is needed to adjust the bridge
perfectly. Filtering of the signal is possible, but the signal generator provide a non-perfect
sine and then all the frequencies are needed in order to reproduce the signal correctly. In
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addition, square waves need as many frequencies as possible. This leaves the option of a
low frequency region and some noise.

Variations in the point-plane distance is not significant to the PD experiment. The electri-
cal field vary linearly with distance, equation (2.6) and the sensitivity equation, equation
(2.7) states a small change in the electrical field for changes in the gap distance. This
is in accordance with Lesaint and Top [6] who experienced that different distances did
not affect the partial discharges significantly, in contrast to the tip radii which is most
important. However, higher voltages results in larger PDs, which corresponds to a longer
streamer length. Therefore, a certain distance is chosen in order to be able to study high
voltages without breakdown.

The commercial PD-measure system Omicron has a variety of possibilities and settings.
Omicron measures currents and uses digital processing to derive the charge. The threshold
value for PDs has been set to 10 pC and integration in the time domain. Integration in
the frequency domain is also possible, but the polarity of the PDs is then not correctly
registered in Omicron, which is a problem known by the manufacturer. However, when
using frequency integration, the threshold value might be below 1 pC. Despite this, time
domain integration was chosen in order to measure all pulses in a PD correctly. PDs in
liquids are often a sum of several minor discharges building branches in a tree-structure,
like the images taken by shadow graphics, see Figure 4.26. When integrating in the
frequency domain, it is not certain whether a train of short pulses is measured as one
or more events. For low level PDs, the event time is short and frequency integration is
assumed to work well. In this experiment, larger PDs were recorded and time integration
were necessary.

The experiment is most sensitive to changes in the tip radius. Equation (2.7) states that
small changes in the tip radius results in significant changes in the electric field. This
was confirmed during the experiment. Another fact is that the tip radius is not constant in
time when an electric field is applied: The tip radius was seen to increase with time, and
thereby a time dependent electrical field distribution occur, see Figure 5.1.

Assuming there is a constant rate of volume reduction of the tungsten needle, which is
etched for a given voltage, there is possible to calculate the time dependence of the tip
radius. Approximating the etching area to a half sphere:

d(Volume) dr
QUOUNE) _ p = omp2Z2
dt g

At = gm’z

5 [3A
7Azo(t) = Et

r,(t) = CV/t

The constant C is, when performing a data fitting, 5.7694 at 18 kV. This gives a constant
volume reduction rate of the tungsten needle of

64



CHAPTER 5. DISCUSSION 5.2. SPACE CHARGES

14 1
12 0.9
—. 10 0.8
E —
= 113 £
o 8f —r,=Ct 107 E
= © Measured values E
© Bf —E. 10.6 o
a tlp LIJE
" 05
2 0.4
0 1 1 1 1 1 3
0 2 4 6 8 10 18

Time [h]

Figure 5.1: Changes in tip radius with time and corresponding electrical field, measured
in Midel 7131, V' = 18 kV,;;.
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From the experience with increasing tip radii during measurement, tip radii of about Spm
-7pm were used in order to get quasi-stable conditions with as small radius as possible.
Figure 5.1 shows the problem of increasing tip radius with time.

Different liquids were chosen in order to have a width in the results and to see whether
there are differences between liquids or not.

5.2 Space charges and conductive current

An electrical field generates charges in a liquid through dissociative ionization and elec-
trode mechanisms like field emission and tunneling. These effects are larger for stronger
electrical fields. According to the Shockley-Ramo theorem, equation (2.43), only charges
near the tip contribute significantly to the measured current due to a localized strong elec-
trical field.

Figure 5.2 illustrates the idea of charge generation and how they affect the electrical field.
Assuming no initial charges, region 1 illustrates that the field follow the applied voltage to
a certain point, region 2. At this voltage level, there have been generated space charges.
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Figure 5.2: Schematics of field change because of space charges. Region 1: No space

charges, regions 2,4,6,8: Homocharge, regions 3,5,7: Heterocharge from previous half
period. This is the result from a polarity symmetric charge generation.

Heterocharges are transported to the tip where they neutralize in contact with the elec-
trode and newly created homocharges are transported away from the tip. It is then a net
homocharge in the bulk and a reduction in the electrical field might be observed. Disso-
ciative ionization creates ion pairs, but heterocharges move fast to the tip and neutralize
and homocharges move slowly away and change the electrical field due to the divergent
field. Field emission and field ionization will make the field asymmetric in its polarity.
These processes inject homocharges. After the polarity changes, the homocharges be-
come heterocharges and enhance the field, region 3. Heterocharges in this region tend
to move towards the electrode, but the newly created homocharges closer to the tip are
transported away, creating a liquid flow which transports the heterocharge away as well.
This leads to region 4, and so on. Figure 2.1 describes this alternating charge distribution
in the gap.

Field emission and field ionization require strong electrical field strengths. In cyclohex-
ane, see Table 2.1, the required field strengths are above the strengths obtained by the
geometrical electrical field for most radii used. However, asymmetric currents are mea-
sured in cyclohexane that strongly indicates field emission to occur. This is explained by
field enhancement from dissociated ions near the tip, the electrical field might be strong
enough if heterocharges are present close to the tip. Field emission only consider the field
strength at the tip and not elsewhere. The ions will last a certain time and give a current
due to a certain relaxation time in the liquid.
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5.2.1 Tip radii dependence

The electrical field is sensitive to the tip radius. A small, probable change of 5 ym +
1 pm results in 22% decrease in the geometrical electric field, according to equation
(2.2). A smaller radius will increase the electrical field in a smaller area around the tip,
and decrease insignificant in the rest of the area, described in Figure 2.3. The active
volume, where the processes are said to happen, is increased for increased tip radius, but
the maximum electrical field is decreased. This results in decreased dissociative ionization
and electrode effects and thereby a lower space charge current is measured in Galden 135,
Figure 4.2, and Marcol 52, Figure 4.3 for increasing tip radius.

From Figure 4.3 it seems that there is no significant difference between the maximum
current for r, = 1 pm and r, = 5.8 pm. This might indicate that there are two outer factors
contributing to the space charge current; both the active volume and the electrical field
magnitude. The dissociative ionization increase for increasing electrical field, and the
active volume decreases for increasing tip radii. The similarity in Figure 4.3 for r, = 1
pm and r, = 5.8 pm indicates that these two factors together have a maxima. Another
explanation is that space charges produced at r, = 1 um enhance the electrical field in
such a way that it de facto acts as the same as r, = 5.8 pm. This is, however, not the case
for Galden, where the current is decreasing for increasing tip radii. One reason might be
the difference in the middle radii r, = 8.6 ym and r, = 5.8 um, and thereby a significant
difference in the electrical field.

One pecularity was observed in Galden for 0.1 Hz. The negative conductive current po-
larity was smaller than the positive polarity, see Figure 4.2. This might originate from a
stronger field enhancement in Galden than the other liquids, or stronger field ionization
than field emission.

The conductive current increases slower with respect to the alternating voltage for the
largest tip radius, r, = 15um, than for lower radii. This might originate from weak elec-
trical field for the same applied voltage. Figure 5.3 illustrates approximately how the
space charge induced current is affected by the tip radii r,,.

5.2.2 Frequency dependence

Heterocharges from the previous half period enhance the field at the tip. This field en-
hancement stress the liquid and more ions are created due to dissociative ionization and
electrode effects. A higher frequency gives less time for the ions to drift, and all ions
remain close to the tip.

Figures 4.2 and 4.3 show how the current changes with frequency. At low frequencies,
the conductive current is shifted to the falling edge of the voltage. This might indicate
that heterocharges from the previous half period do not enhance the field because they
drift too far away from the tip.

For higher frequencies, a larger number of space charges seems to be created due to
stronger field from heterocharges from the previous half period. Heterocharges are close
to the tip in the strong field volume, and according to the Shockley-Ramo theorem, these
charges should contribute significantly to the current. Heterocharges drift towards the
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Figure 5.3: Schematics of change in the conductive current in Marcol 52 for changing
tip radii 7,. '+ indicates a peak for positive half period of the current and ’¢’ a peak for
negative half period. The difference in polarity for certain frequencies might be explained
by field emission present at these frequencies due to strong enough field.

electrode and enhance the field. Homocharges are created closer to the tip and thus a
stronger force on the homocharge leaving a strong flow from the high field region and a
total field reduction on the falling edge and a small current due to charges far away in a
reduced electrical field.

The peaks of the conductive current increase slightly with increasing frequency, as seen
in the investigated frequencies, 0.1 Hz,1 Hz,10 Hz, 100 Hz in Figure 4.4 at small tip radii.
The larger tip radii have an opposite behaviour and a decrease in peak value for increasing
frequencies is observed. This might indicate that the charges present in the large active
volume around the large radius tip lower the electrical field below the critical value for
the ion production for increasing frequency. It seems like the ions pile up in the active
volume for high frequencies and thereby cause a field reduction. At smaller radii, the
active volume is smaller and the ions are transported away and the active volume remains
with strong field.

The current peaks for Cyclohexane in Figure 4.5 show how the conductive current vary
for different frequencies. The current grows stronger when the frequency is increased.
At low frequencies, the charges are transported into the bulk of the liquid and ’stored’.
When increasing the frequency, these charges might drift towards the electrode due to
electrohydrodynamics. The current is weakened when reducing the frequency. This might
be explained by charge transport to a weak field area where they are ’stored’.
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Figure 5.4: Schematics of change in space charge current for changing frequency. This is
an effect of shorter transport distance of heterocharges due to strong field at the tip

5.2.3 Voltage dependence

The electrical field is linear in the voltage, see equation (2.2). For low voltages, see
Figure 4.6a, the conductive current follows the voltage on the rising edge. This might be
explained by a small amount of ionized molecules and thereby no significant field change
and the increase is therefore happening at a constant rate. This results in a quadratic
increase in the current, Figure 4.6¢, 4.6f and 4.61. For higher voltages, Figure 4.6d and
4.6g, the only difference is in the magnitude of the signal and not in the shape. It seems
like the current is quadratic in the voltage in some region for all voltage levels. New
mechanisms are happening at higher voltages. Field emission seems to start affecting the
negative polarity at around 10 k'V.

5.2.4 Different wave form dependency

For different voltage shapes, see Figure 4.7, it is shown that for unipolar AC, the current
is either on or off, but for bipolar AC, the current needs some time to enter into stable con-
ditions. This might indicate that heterocharges are present and affect the current because
their relaxation time is longer than the period. It seems like the molecular polarization
mechanism is important due to large charged liquid molecules. For homocharges, there
are a certain number of charges that 'rest’” when the voltage is zero. The relaxation time
prevents all of the ions to recombine to neutral molecules.
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5.2.5 Liquid dependence

The overall conductive current shape is the same for all the liquids tested. The differences
arise when comparing the amplitude and performing detailed analysis on the rising and
the falling edge, Figure 4.9, and asymmetry in the polarity.

All liquids except Shell Diala DX and Galden HT 135 have a small flattening area for
rising voltages at the rising edge at positive polarity; Figures 4.8a, 4.8b, 4.8c and 4.8d.
This effect might be clearer in Figures 4.9a, 4.9b, 4.9c and 4.9d where the same data are
plotted as current versus voltage instead of both voltage and current versus time. The
only one that has this effect on the negative polarity is the transformer oil that has been in
service for a long time, see Figure 4.8c. This looks like Figure 2.6 which is obtained in a
parallel plate configuration. Because the field is highly divergent in the chosen geometry,
this figure is not the answer, but it gives some ideas on how it works locally. When space
charges are produced, they enhance the field and different effects might occur. If it is
assumed that for a specific value of V, there is not produced significantly more ions, the
current will be flat, as shown in the different Figures in 4.8.

Field emission follow Fowler-Nordheim (e~ into the liquid) and field ionization (e~ tun-
neled into the metal). These are the two mechanisms that might explain the differences
in the current with respect to polarity. Electrons are more easily transferred from the in-
sulating material than the other way, see Figure 2.9. However, there is an abundance of
electrons in the conductor at the negative half period, leaving a larger total probability for
field emission than for field ionization. This difference might explain the higher negative
current than the positive current. This mechanism seems to be liquid dependent, because
the positive and the negative current peaks and shapes have the same size for some of the
liquids, and others do not have the same peaks and shapes. The work functions of the
different liquids therefore have to be different.

When plotting the current versus the square of the voltage, straight lines are obtained,
see Figure 4.9. This indicates that the current increases like the square of the voltage.
The mechanisms with this property is the corona current described in equations (2.37)
and field emission equation (2.38) in chapter 2.2.5 and space charge limited current in
equation (2.39). It is discovered that the current amplitude rise more slowly than it is
falling. This might be explained by the relaxation time when the amplitudes are almost the
same, see Figure 4.9a (7 = 17) and 4.9b (7 = 911). For the other liquids, the difference has
to be connected to the electrohydrodynamics and the creation of charges. Galden, Figure
4.91, has an almost perfect quadratic relationship between the current and the voltage.

Nytro 10XN and Shell Diala have almost the same current shapes, this is logical, due
to quite similar chemical composition and properties. The same might be said about
Biotemp and Midel 7131 which is also quite similar in chemical composition.

Different liquids have different composition and therefore different properties. Polar and
nonpolar liquids will tend to act differently with field emission and field ionization. Only
nonpolar liquids have been studied.
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5.2.6 Comparison between the measured current in the point elec-
trode with the results from simulations

The simulation has been performed under the assumption that charges only interact with
the geometric field. This is a crude approximation, but will provide some qualitative
results. In addition, it is assumed that only charges in a small volume around the tip are
contributing to the current, which is likely to be the case anyway. The number of charges
are constant during the simulation, no new charges are created or destroyed. This was
done to simplify the simulation as much as possible. On the other hand, this might be
the case in liquids with long relaxation time where the charges are present for a relatively
long time.

A simulation of space charges in a gap has been performed, the results are shown in
Figure 4.10. The Shockley-Ramo theorem has been used to calculate the contribution to
the current from each charge, randomly distributed in pairs in the bulk. Due to limited
computer power, the simulated number of ions were 1/1000 of the actual number. The
current was then multiplied by the same factor, under the assumption that the charges
were stochastically distributed.

However, it is assumed that the charges do not affect each other in order to get a model
that is easier to simulate. This is not the case in reality. In reality, the charges enhance the
field and reduces the total current. This means that the simulated results will only give an
upper bound for the current given by space charge movement.

Dissociative ionization will mainly happen in the active volume and therefore the simpli-
fication of placing ion pairs randomly all over the liquid is not correct. However, charges
outside the active volume will not, according to Shockley Ramo theorem, affect the total
current significantly. It is therefore not relevant to the results, whether or not these charges
are present.

Figure 4.10b describes an almost perfect quadratic relationship between the current and
the voltage. This means that charges in a geometric field in the rotational hyperboloid
approximation contribute in a quadratic way to the total current as a function of voltage. If
an even production of both positive and negative charges happen, then the corresponding
current should be quadratic in the voltage.

For Cyclohexane, the simulated current is about 50 nA in both polarities. The measured
current is approximately 50 nA for negative polarity and 20 nA for positive polarity. This
difference indicates that there exist different charge production processes for negative and
positive polarities. Although, Figures in 4.8 indicates that there are different influences
of positive and negative polarity in different liquids. The simulation, however, will give
a symmetric current due to a constant number of known ions present and not considering
the dissociative ionization and recombination.

5.2.7 Time dependence and relaxation

The current-voltage curve in Figure 4.9 show the fact that the space charges need some
time to be created. This means that for falling edge at negative polarity and low frequency
the current lags behind the voltage. (But different for higher frequency and smaller tip
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radii, see Figure 4.3) This is generally not the case for positive polarity where it seems
to be more difficult to produce and transport ions. The field at the tip is also enhanced
by heterocharges and reduced by homocharges. With homocharges, the field is enhanced
a longer distance from the tip, while the field at the tip is reduced. This means that the
current should be stronger for homocharges than heterocharges. The significant difference
between positive and negative polarity clearly indicates that negative charges are more
easily produced than positive charges. This means that there are some mechanisms which
affect negative charge production and not the positive charge production.

If just dissociative ionization occurred, the current would almost be symmetric for both
polarities. Diala DX and Galden 135 in Figure 4.9¢ and 4.9f clearly show this symmetry
and it is therefore assumed that the current is space charge limited and ions are mainly
produced by dissociative ionization. However, for the other liquids, the current is highly
asymmetric and therefore it exist a mechanism affecting only the negative charges.

Relaxation time and polarization were described in chapter 2.2.3 and the knowledge of
Table 2.1 for different relaxation times and Figure 4.8 clearly indicate that there is a
relation between the relaxation time 7 and the amplitude of the current. (Although not in
all liquids). The unknown transformer oil has a smaller current amplitude Figure 4.8c and
relaxation time (0.90 s) than the new Diala DX Figure 4.8e which has a longer relaxation
time (122 s). The relaxation time is not responsible alone; Cyclohexane and Marcol
52 have different relaxation times by a factor 10, but the conductive current is almost
identical. Just a slight difference in creation and recombination of ions. This is easier
to see in Figure 4.9a and 4.9b where the Cyclohexane current rises before the current in
Marcol 52.

Midel 7131 has the largest current, permittivity and water content. This might indicate
that water content increase the conductivity and ion creation.

5.2.8 Statistical part

The current could also have some statistical variation, which has been measured in Cy-
clohexane, but not in the other liquids. Figure 4.11 shows this peculiarity. The current
might be weak for a long time before it suddenly rises to a high value and then drops ex-
ponentially down to its former value. These statistical fluctuations might be triggered by
particles or micro bubbles, (Suggested by P. Atten and A. Denat in a discussion) or large
discharges. This might be the case, because some microscopic particles are observed, the
origin is unknown but possibly paper pieces from the cleaning process.

Degradation of liquids happen locally. Therefore, local conditions are most important.
This makes it important to have some idea of the prehistory of the liquid. PDs degrade
the liquid by for instance carbonization that occur locally. van Brunt, [24], mentioned that
PDs are affected by the whole prehistory of the liquid. This means that correlations might
be discovered and due to random activity, one will never get exactly the same results.
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5.2.9 Electrohydrodynamics

Electrohydrodynamics makes the liquid flow, and if it flows fast enough, the flow becomes
turbulent and impossible to predict. This also creates unpredictable concentrations of
space charges, which affect the electrical field and the creation of PDs.

Charged particles in a liquid in an electrical field will start a liquid jet, [22]. The viscosity
of the liquid will make a flow because the particles stick together. Liquid jets at high speed
will enter a turbulence region which leads to unpredictable currents. The charges might
then be transported elsewhere in the gap and come back later without being recombined
first due to a certain relaxation time.

5.2.10 Semi conclusion on space charges

The space charge current is mainly dependent on the creation of ions due to dissociative
ionization. Dissociative ionization is a symmetric process and will give a symmetric cur-
rent, which is confirmed in simulations. However, deviations from this symmetric current
is experienced, this means that there are more processes involved in creating charges in
the bulk. The tungsten electrode is stressed by a strong field at the tip, and electrons are
injected into the liquid with field emission, or withdrawn by tunneling electrons into the
metal from the liquid, creating ions. The field emission is more likely to happen, and
therefore the negative current should be stronger than the positive current.

When increasing the frequency, the space charges do not travel far away from where they
were created. This implies a larger concentration of ions in the active volume of the liquid
and a field enhancement due to heterocharges from the previous half period is likely to
occur. Therefore the conductive current is shifted to the rising edge of the voltage. The
current amplitude is smaller at the falling edge, possibly due to field reduction from the
homocharges already present in the bulk. The liquids have a relaxation time that let the
ions be present for a longer time in such a way that they are not only dependent on the
voltage level, but also their prehistory to a certain extent.

The measured current / is the induced current from the movement of space charges the
gap. According to the Shockley-Ramo theorem, only the charges in the region near the tip
contribute to the total current. Space charges change the total electrical field. However,
this enhancement is difficult to calculate and only qualitative aspects might be deduced. It
is considered as another thesis to calculate and simulate the field contribution from space
charges.

5.3 Partial discharges

Partial discharges are local breakdowns taking place in materials affected by strong elec-
trical field stress. They are often the summation of a number of smaller events that lasts
for several micro seconds, like creation of a micro bubble, and breakdown inside the gas
bubble. This is why the time integration in Omicron is set to [-2us, 4us] to get one event
and not several. Pulse pile-up interference might occur.
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PDs may degrade the liquid and have a statistical nature. Is it possible to predict anything
when knowing a PD sequence?

5.3.1 Tip radii dependence

Normalized PD rate

—Assumed PD rate
O Observed PD rate

0 5 10 15 20
rp [um]

Figure 5.5: Schematics of the change in PD rate for changing tip radii 7,. Deduced from
Figure 4.12. The curves are uncertain, but might illustrate the change in PD rate.

As earlier discussed about tip radii and active volume, a reduction of the electrical field
will decrease the active volume. This might be the explanation for the difference between
Figure 4.12b and 4.12d. One might expect that smaller radii lead to more PDs than larger
radii. This might indeed be the case! Under the assumption of a constant maximum value
for rate times PD charge, the calculations will yield a high activity relatively small PDs
and a slightly smaller intensity allows larger PDs to occur. This might be the case in
Marcol 52, see Figure 4.12b, where there might be many PDs below the noise level which
are not recorded. The negative discharges are assumed more intense than the positive and
are smaller in amplitude.

There are liquid dependences, the Galden 135 and Marol 52 have different PD patterns
with approximately the same tip radii, see Figure 4.12. This might originate from different
chemical structures and other chemical or physical properties.

Figure 5.5, based on results in Figure 4.12, illustrates schematically how the PD intensity
above a certain threshold value is changing with changing tip radii 7,. This figure is not
accurate, but made to illustrate that decreasing the radii do not monotonically increase
the PD activity. When decreasing the tip radii, the electrical field at the tip will increase
rapidly, according to Figure 2.3.
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5.3.2 Frequency dependence

With high frequencies, it is possible for heterocharges to stay to next half period in the
active volume due to relatively small mobility. This enhance the field on the rising edge
and thereby increase the inception probability. Low frequencies do not enhance the field
in the same way, and homocharges will dominate and the field is therefore not strong
enough for PD inception.

Figure 4.14 shows a direct connection between the PD rate and the frequency of the AC
voltage. For low frequencies, see Figure 4.14b, there are no PDs larger than 1 pC over a
period of two minutes. When increasing the frequency, Figure 4.14c and 4.14d, the PD
rate increases linearly. The amplitude distribution seems to be almost the same for the
latter two cases, but with a different PD rate.

The conductive current increases just a little for increasing frequency. Due to limited
speed, the charges will not travel a long distance at high frequencies, but stack in a small
area. This leads to a local field enhancement and the high concentration of ions leads to
unstable local conditions that eventually leads to local breakdown. This might explain the
increase in the partial discharge activity.

5.3.3 Different waveforms

Different waveforms, as in Figure 4.15, will create different space charges and thereby
the contribution to the electrical field. For DC, and low frequency square wave, the space
charges drift away from the tip and starts a liquid jet. This leads to unstable conditions
and an unpredictable distribution of space charges and hence electrical field distribution.
Different waveforms have different electric field distributions and thereby the inception
voltages are obtained at different phase angles in the period. Square waves have reached
the inception voltage and thereby have PDs in the whole period, Figures 4.15a, 4.15e and
4.15f. For triangular and sine wave, the inception field is reached at different places in the
phase, Figure 4.15b, 4.15¢ and 4.15d.

5.3.4 Partial discharge correlations

Figure 4.17 and 4.16 show how the PDs occur relative to each other. Especially with
Cyclohexane, it is noticed that large positive PDs are always preceded by a negative PDs in
the previous half period and followed by PDs in the next half period, due to heterocharges.
This strongly indicates that large positive PDs are correlated to the memory of the system.
This is in accordance with van Brunt [24] who stated that PDs have memory effects.

A recording of Midel 7131 were performed over two hours. This resulted in a huge num-
ber of PDs. The statistics is visualized in Figure 4.18 where it is clear that it is a geometric
distribution. The large variation in half periods for a given low normalized sample is due
to few recorded samples. Either one discharge or none, when the diagram should have
e.g. 0.1 samples. The results in this figure are almost a proof that PDs follow a geometric
distribution for the time between events. This is the discrete variant of the exponential
distribution that is connected to Poisson distributions. A Poisson distribution is a good
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model for the occurrence of radioactive decay, Cannizzaro et al. (1978) [42]. This means
that the statistics of PDs might relate to the similar processes that cause radioactive decay.

On the other hand, Cyclohexane has a larger activity level than Midel. This results in a
large number of events in short time and the corresponding curve, Figure 4.19, is almost
fitted to a geometric distribution except for a small number of half periods. This indicates
that the PDs are in some way correlated to each other.

5.3.5 Different liquids

Different liquids have different physical and chemical properties, and thereby the incep-
tion voltage and partial discharge pattern look different. It is seen, in Figure 4.20, that es-
pecially Cyclohexane have a huge number of PDs. The well-used unknown Transformer
oil, Figure 4.20c, has just a few large PDs and no PDs above 10 pC.

The over all shape of the PD patterns are always the same: A lot of small negative PDs
and a few large positive PDs.

5.3.6 Inception voltage

Figure 4.21 show how the number of PDs per period varies for different liquids and volt-
ages. The shape of the curves are almost the same for all liquids and the rate increases
with voltage. The activity of positive PDs are lower than for the negative, but relatively
they increase by the same factor.

Normally, the positive PDs are larger than the negative, see Figure 4.22, but not always.
The maximum size also varies a lot with time. Galden, see Figure 4.22f, has maximum
charge during 2 min from 20 pC to 120 pC in several samples. This is a large variation,
that must be considered when testing liquids.

The inception voltage is difficult to define. There will always be a probability for a PD to
occur. Nevertheless, the size of the PDs will be small for low voltages. Large tip radii r,
do also produce small sized PDs..

PD activity decreases with increasing formation of space charges. Figure 4.2 and 4.3 show
weaker conductive current for increasing frequency and decreasing conductive current for
larger 7, over a certain value.

5.3.7 X-ray and abundance of electrons

When the test cell was exposed of X-rays, a lot of small discharges around 1-10 pC
occurred in Nytro 10XN in both polarities, see Figure 4.24 and Figure 4.25. This has as
far as my supervisor knows, not been demonstrated before. This might originate from
large quantities of electrons being available and therefore a more frequent PD rate than
otherwise. A higher PD rate also relates to small PD size. Figure 5.6 tries to explain why
small and not large PDs are happening.
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Active volume

X-ray active volume

Figure 5.6: Schematics of the area of PD events

PDs have been shown to be a stochastical phenomenon dependent on available electrons.
The X-ray experiment has shown that the stochastical factor was not present during X-
raying and PDs are concluded to be dependent on available electrons.

5.3.8 General considerations

PDs are dependent on strong electrical field for initiation. The strong field evaporates
the liquid and PD happen inside the micro-bubbles formed, Kattan et al. [23]. PD might
also occur if the liquid becomes ionized under high field and thereby form a conducting
volume. It is clear that PD is a strong electrical field phenomenon.

In general, it is observed that PDs appear on the rising edge in both polarities where the
electrical field is enhanced. The number of negative PDs are larger than the number of
positive PDs, but the positive PDs are larger than the negative PDs. This might origi-
nate from the fact that negative PDs are easily produced, compared to the positive PDs.
Because electrons are formed more easily, the negative PDs are more probable to hap-
pen. The difference in size might be explained by different propagation mechanisms for
positive and negative PDs. This has not been investigated in this thesis.

From the previous section, it is clear that Midel 7131 has the largest current and thereby
the largest presence of space charges. Midel 7131 also has a larger amount of positive
partial discharges than the other liquids, see Figure 4.20.

Cyclohexane has the largest rate in both polarities. If the space charge current should
be directly correlated to the occurrence of partial discharges, Marcol 52 should have the
same high activity, which the results show.

All liquids, except Galden 135, have a correlation between large conductive current and
PD rate. A large current does also give a higher PD rate.

Statistical fluctuations results in unpredictable behavior and active and non-active periods
are observed, more in some liquids than in other. This implies that test methods should
consider a proper time aspect of the test.
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Large positive PDs are found to be correlated to negative PDs in the previous half period,
see Figure 4.17, and the negative are also influenced by a large positive in the previous
half period. Negative PDs have generally a geometric distribution.

Figure 4.23 shows that there is no obvious relation between conductivity, permittivity,
water content or density and the partial discharges. It all depends on the chemical struc-
ture of the liquid. This statement need further research to prove. However, Ingebrigtsen
et al. [31] showed that different additives in Cyclohexane affected the streamers differ-
ently. This might strongly indicate that the chemical structure are important, especially
the liquid’s ability of ionize and of providing or capture electrons.

5.4 Advantages and disadvantages with IEC 61294

IEC 61294 is a method of finding the inception voltage of PDs in liquid insulation by
raising the voltage at a constant rate of 1 kV/s. The inception voltage of mineral oils and
synthetic esters seems to fit this method quite well, as their PDs appear after a geometric
distribution and thereby statistics might defend the ten tests per liquid procedure. On the
other hand, Galden, a fluorite liquid, has another PD profile, where PDs are appearing in
unpredictable groups and thereby it is unknown whether tests reveal the right inception
voltage.

Another aspect of the IEC 61294 test is the certainty of the test to reveal the right inception
voltage, due to statistical fluctuations in the PD activity. Liquids are experienced not to
have the same statistical behavior. Therefore one should consider if the test method should
work for all liquids, or just a limited number of liquids. One main aspect for test methods
is to discover whether a new liquid is trustworthy or not comparable to known well-
used liquids. The new liquids might have different statistical behaviour, unknown before
testing. Therefore it might be beneficial to have one test method covering all liquids.

Given the PD inception value is trustworthy, do we actually know that this test make
sense? PDs are known to degrade the liquid, but are there any proofs for single PDs
to affect the suitability of liquids? During tests in this experiment, the well-used, old
transformer oil, was demonstrated to have a few PDs above 100 pC, Figures 4.20c, 4.21c
and 4.22c. This proves that the rate is not correlated to the size of the PDs. Cyclohexane
for instance, has both a large rate and large maximum PDs, Figures 4.20a, 4.21a and
4.22a, while Midel 7131 just has a large rate, but not large maximum PDs.

Field enhancement areas

Conductor k—,\] Conductor

Substrate

Figure 5.7: Typical power electronic configuration with field enhancement areas.

IEC 61294 is a method based on a very divergent field in a point-sphere geometry. When
building power apparatus one tries to avoid to create these field enhancement areas. For

78



CHAPTER 5. DISCUSSION 5.5. POWER ELECTRONICS

power electronics it cannot be fully avoided. A lot of different designs occur with sharp
edges between substrates, see Figure 5.7.

The test method do not differentiate between single PD occurrence above the threshold
and a lot of PDs right below the threshold value. The latter might be more dangerous than
the first over time. Figure 5.8 illustrates this point. The red PDs will pass the test due to
being below the threshold value for rejection. The blue PDs are just above the threshold
and will be rejected.

® Many small+}

® Afew large

Normalized PD level

Accept level

-0.8

9 0.2 0.4 06
Normalized pericd

Figure 5.8: Possible scenario for IEC 61294, where there are a few large PDs in one liquid
and a lot smaller PDs in another liquid. The first liquid will fail the test, the other pass.

Despite all the disadvantages mentioned here, the test method will prove that the liquid is
suitable if no PDs happen at all. The problems arise when there is doubt if the liquid is
suitable or not. A liquid that just pass the test will be uncertain. Other test methods are
then needed. When comparing different test methods, not considered here, one might get
slightly different results. The role of viscosity, temperature and thereby the speed of the
charges are important.

5.5 Power electronics

Power electronics operate with rapidly rising signals and relatively high voltages. Sleep-
ing mode voltage is often on, leaving space charges in the insulation when it is quickly
grounded when starting working.

The geometry of power electronics is different from the geometry tested here. However,
general physical understanding might be concluded from simpler geometries and trans-
mitted to cases that are more complex. It has been concluded that space charges strongly
affect the electrical field and partly shield or enhance the volume (homo/heterocharges)
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that creates the strong field and thereby the PDs. This knowledge provides an important
background when discussing power electronics and chips. It is then possible to locate
weak spots and deduce some space charge creation that might reduce the electrical field
and prevent partial discharges from occurring. However, if the frequency is too high, this
shielding effect is shown to not have any effect, Figure 4.14.

When testing power electronics under operational conditions, one must consider the impedances
of the cables carefully in order to avoid unwanted reflexes when applying high frequen-
cies. This implies that measurements becomes more complicated to perform.
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Concluding remarks

Partial discharges (PDs) have a stochastic nature, but also possess memory effects from
earlier PDs or electrical stress. Measurements over a certain period of time are there-
fore needed in order to obtain reliable data. PD inception requires a strong electrical
field above a threshold value to happen. Field enhancement factors are therefore of great
importance in order to understand PDs.

Space charges change the electrical field distribution and increase or reduce the PD rate
and size, dependent on the polarity of the charges and the electrode. Dissociative ioniza-
tion is identified as the most important process of ion production. Asymmetric processes
which also contribute to charge generation are field emission (negative electrode) and field
ionization (positive electrode). Asymmetries in the currents are therefore described as a
result of different magnitudes of field emission and field ionization.

Heterocharges close to the tip enhance the electrical field. This enhancement was ob-
served to increase the PD rate. The charges drift a longer distance at lower frequencies
and thereby heterocharges from the previous half period are less important than at higher
frequencies, where the charges stay close to the tip. There is a tendency of PDs to happen
at the rising edge of the sine voltage. This fits well with the heterocharges from previous
half period present at the rising edge and homocharges present at the falling edge. The
charge distribution is therefore of importance for PDs. Long liquid relaxation times and
electrohydrodynamics make an unpredictable situation for the electrical field distribution.

IEC 61294 requires that no PDs larger than 100 pC may occur to qualify the liquid as
well working. Due to statistical fluctuations, it might happen that some large PDs occur
at a rate of 1/h. Some liquids might have a large rate for PDs just below 100 pC and none
above. We do not know which of these cases are dangerous, but the IEC method might
qualify the liquid with lots of PDs and not the one with rarely occurring PDs. Other
liquids have their PDs in groups and during testing, one might be ‘lucky’ to hit the silent
or active period and thus wrongly judge the liquid as well working.

This thesis has provided experimental results on conductive currents and PD rates in dif-
ferent liquids. It is found that different liquids have different PD patterns and different
space charge concentrations that might distinguish them. However, there is not found any
clear connection between important parameters like permittivity, density, conductivity or
water content and the space charges and PDs. This indicates that the chemical structure
is more important than these physical factors. An abundance of electrons present (X-
rays) start a lot of small sized PDs. This indicates that electrons might start small PDs by
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electron avalanches.
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Suggestions for further work

It would be beneficial to do PD tests on more realistic geometries relevant for power
electronics. Square edges and chips would be interesting to investigate, both by measuring
the current and PD behaviour. More realistic geometries should be the next scope.

A long time experiment - possibly over several years - should be performed in order to
test how the PDs change over time, or an accelerated test. It would be interesting to
find correlations between PDs in short time and PDs or degradation in long time service.
Tests should be performed on transformer oil that has been used for several years. Several
samples with some years of service between could be interesting.

Power electronics have a high dV'/dt and faster pulse switches should be investigated
further with better instrumentation.

An in depth study and characterization of the statistics of partial discharges might be of
interest. This involves the creation of partial discharge phase probability distributions for
different liquids. A statistical characterization of PD behaviour in liquids might prove
liquid test models reliable.

7.1 Limitations

High frequencies have been difficult to study due to noise. The noise was some percent of
the maximum signal amplitude. The capacitive current increases faster vs frequency than
the conductive current. Therefore the interesting conductive current signal are hidden in
the noise band of the system for high frequencies.

A difference amplifier might be used for steep rise voltages, but due to experiences with
tidy adjustments from earlier work, this was not done in this thesis. The benefits were
not considered to be worth the added effort when taking in account the time spent. In
later studies, one might want the accuracy obtained from a differential amplifier. If this
was taken into use it would be possible to obtain more exact results for higher frequencies
where the capacitive current is large.

The high voltage amplifier, Trek, has a limitation of maximum 20 kV ... But, it also
has the ability of amplification of frequencies from 0.05 Hz to 20 kHz. The possibility

83



7.1. LIMITATIONS CHAPTER 7. SUGGESTIONS FOR FURTHER WORK

of low frequency voltages was considered valuable, due to noise, and therefore higher
voltages was not obtained. Higher voltages would have revealed new injection processes,
but then space charges would not have been possible to investigate in the way it has been
performed in this thesis.

A high voltage transformer should be tested in order to get voltages above 20 KV ,cqp.
The disadvantage of the transformer is the optimized operation around 50 Hz and it is not
possible to both get low frequency and higher voltage than 20 kV ... If possible, several
physical processes happen at higher frequencies, e.g. tunnelling.
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Appendix A

Prolate spheroid coordinates

The geometry of a point-plane gap make the use of prolate spheroid coordinates beneficial
when approximating the wire to a rotational hyperboloid. Prolate spheroid coordinates are
shown in Figure A.1.
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Figure A.1: Prolate spheroid coordinates, rotational coordinate ¢ around the n = 0,1 = 7-
axis

The connection between Cartesian and Prolate spheroid coordinates are given by (x,y, z) —
(&m,¢) where € € [0, 00),7 € [0,7) and ¢ € [0, 2)
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x = asinh & sinncos ¢
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The Laplace equation is separable in prolate spheroid coordinates. In addition, several
symmetries occur. Rotational symmetry along z-axis and the 7)-lines represent equipoten-
tial lines:
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vV

= 1 [a2v+cot a—v]—O
a2(sinh® € +sin?n) L on? Ton

82_V + cot 8_\/ =0
on? K on
which has the solution
V(n) = Blntann/2 (A.1)
where B is a constant depending on the boundary conditions:
B = 4
In(tan((7/2 —=\/(1—d/a)-2)/2 +7/4))
a=d+ry/2
The electric field is then
1 ov
E=vVV = —1
a\/sinh2 £ +sin?n an
1 c .
= - /]”
a\/sinh2 € +sin? 5 ST

A-2



1
2

O 00 9 N Lt W

10

12
13
14
15

17
18
19
20

21
22
23
24
25
26
27

Appendix

Matlab script 1

The following function is used in the script in this appendix. The function reads one
conductive current vector and a voltage vector. Then the zero crossings in the voltage are
found and the script finds the maximum current peak value, variance and mean value of
the current peaks per period in both positive and negative polarity.

%Do statistics on a given data sample for each half period
function [pmax,pmean,pvar,nmax,nmean,nvar,mp] = statGage(nonlin<
,Vt) %Whole periods

lenT = length(Vt);
Vt2 = Vvt - (max(Vt) + min(Vt))/2;

tl = smooth(smooth(smooth(Vvt2(1l:1lenT-1))));
t2 = smooth(smooth(smooth(Vt2(2:1enT))));
tt = tl.%t2;

x = find(tt < 0):
last = length(x); % # Zero—crossings

if((last+1)/2 ~= floor((last+1)/2))
last = last - 1;
end

m = linspace(0,0,(last-1));
mp = linspace(0,0,(last-1));
for i = l:last-1
[m(1) ,tmp] = max(abs(smooth(smooth(nonlin(x(i):x(i+1))))<«
)
mp(i) = x(i) + tmp;
end

if ve(x(1)+10) > 0
start = 0; %0 or 1
else
start = 1;
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end

The current analysis script starts with choosing several parameters for the different lig-
uids. Then the data from the oscilloscope are loaded. Several recordings are possible to
do in one run. For each sample, the script removes the capacitive current by derive the
voltage and subtract the capacitance times the derivative of the voltage from the current.
Then the conductive current remains, this signal is low pass filtered by a Fourier transform
and all frequencies above 100 f; are set to 0, where f; is the frequency of the voltage. The
script also finds important parameters as the frequency and magnitudes of the signals.

APPENDIX B. MATLAB SCRIPT 1

end

nmax = max(m(mod(start+1,2)+1:2:1ast-1));
pmax = max(m(mod(start,2)+1:2:1last-1));
nvar = var(m(mod(start+1,2)+1:2:1ast-1));
pvar = var(m(mod(start,2)+1:2:1last-1));

nmean

pmean

mean(m(mod(start+1,2)+1:2:1ast-1));
mean(m(mod(start,2)+1:2:1ast-1));

Then it plots the results in different ways.

close all;
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%o0il = 'Cyclohexane '
%011l = 'Marcol ';
%01l = 'TrafoOil ';
%011 = 'Midel7131"';
%o0il = 'NytrolOXN ';
%011 = 'DialaDX ';
%o0il = 'Galdenl35';
%01l = 'Biotemp ';
0oil = 'Nytro';
savePictures = 1;
plotting = 1;
gaugeSignal = 0;
fontSize = 30;
linewidth = 5;

nri = [0:9];

stp = 3; %numbers for the
str = 1;
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path = sprintf('C:\\Users\\Torstein\\Documents\\Master\\Results<
\\GageScope\\%s\\Sensitivity%s.txt',0il,o0il);
sensload = load(path);

/Laledledledledledledle ledledledledleledledledledle edkedledlede edledledledlededlededledledledle edledledledlededkedledledle edkedledledde
G577 T mportant constants : YIIIITTSISISISISISTSTTTTII e
¥/ Lledletledledledledle ledledledledleedledledledle edkedledledde ledledledledlededlededledledlede edledledledlededledledledle edkedledledle

scrsz = get(0,'ScreenSize'); %Get the screen size to set the <«
figure appropriate

%The relative permittivity of the different liquids
switch oil
case 'Cyclohexane'
epsr = 2.034;
d = 20;%mm
case 'Marcol'
epsr = 2.11;
d = 20;%nm
case 'Midel7131'
epsr = 3.2;
d = 20;%mm
case 'NytrolOXN'
epsr = 2.2;
d = 20;%mm
case 'Nytro'
epsr = 2.2;
d = 17;%nm
case 'DialaDX'
epsr = 2.2;
d = 20;%mm
case 'TrafoOil'
epsr = 2.2;
d = 20;%nm
case 'Galdenl35'
epsr = 1.92;
d = 20;%mm
case 'Galden200'
epsr = 1.94;
d = 20;%mm
case 'Biotemp'
epsr = 3.065;
d = 17;

end

% Adjusting the capacitance
C = epsrx1.005e-13;

Y Lttt edledlededledledledledledledledlsdledledledleldledleledledledledledledldledledledledledbededledledtedle
GITTTTTT T Processing the chosen samples: 75757767
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Y lleledledledledledledldledledledledldledledledledldledledledledldledledledledldledldledledl el dledledledledledledledldledledledledle

vec = zeros(length(nri) ,6); %Vector for statistics
vecs = linspace(l,length(nri),length(nri)); %Vector for <«
statistics

totpeak = []; %lo save the current peaks
positions = linspace(0,0,length(nri));
previous = 1;

for i = l:1length(nri)
nr = nri(i);
sens = sensload(nr+1,2); %Load the sensitivity , read from <
the oscilloscope
[t,Vvs,I,Vt,Trig] = loadGage(oil,nr); %lLoad the data sample

%The derivative of the Trek voltage

dt = (t(21)-t(1))/20;

dl = diff(smooth(Vt));

der = 2000xsmooth(smooth ([d1(1);d1]))/dt; %The derivative <
of V

lenT = length(Vt);

Vt2 = Vt - (max(Vt) + min(Vt))/2;

tl = smooth(smooth(smooth(Vvt2(1l:1lenT-1))));
t2 = smooth(smooth(smooth(Vt2(2:1enT))));

tt = tl.%t2;

indx = find(tt < 0); %Find the zero-crossings

last = length(indx);

if((last+1)/2 ~= floor((last+1)/2))
last = last - 1;

end

tott = t(indx(last))-t(indx(1));

f = (last-1)%0.5/(tott); %Find the frequency

9C = 0;

nonlin = smooth(I*sens—der=C)*x1e9; %The conductive current <
nA

Vo el

fs = 1/(£(2)-t(l)); %Sampling frequency

NL = fftshift(£fft(nonlin))/length(nonlin);

frequencies = linspace(-fs/2,fs/2,length(NL)); %FFT of <«
signal

NL(abs(frequencies) > 100«xf) = 0; %Remove f >100f0

nl = ifft(NL)=*length(NL);

nl(2:2:1length(nl)) = -nl1(2:2:1length(nl));

nonlin = real(nl); %lLow pass filtered signal

Volaledle

9%Adjustment factor , DC
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126 nl = smooth(smooth(smooth(nonlin)));

127 tmpV = [Vt(indx(1l))-nl(indx (1)) ,vt(indx(2))-nl(indx(2)) ,Vt (<«

indx(3))-nl(indx(3))];

128 gauge = mean(tmpV);

129 if (gaugeSignal == 1)

130 nonlin = nonlin + gauge;

131 end

132

133 [pmax,pmean,pvar,nmax,nmean,nvar ,maxvaluepos]| = statGage(<«

nonlin,Vt);

134

135 vec(i,l) = pmax;

136 vec(i,2) = nmax;

137 vec(i,3) = pmean;

138 vec(i,4) = nmean;

139 vec(i,5) = pvar;

140 vec(i,6) = nvar;

141

142

143 newlength = length(totpeak) + length(maxvaluepos);

144 tmp = linspace(0,0,newlength);

145 tmp(1l:1length(totpeak)) = totpeak;

146 tmp(length(totpeak)+1l:newlength) = nonlin(maxvaluepos);

147 totpeak = tmp;

148

149 %Find the positions of the different samples

150 positions(i) = previous + length(maxvaluepos);

151 previous = positions(i);

152

153 factor = tott/length(maxvaluepos);

154

155 [pos,neg,tot] = GagelIntegrate(t,nonlin,Vt);

156

157 voltageLevel = 2xmax(abs(Vs));%min(Vs);

158 capacitiveCurrent = Cx(max(der(indx(str):indx(stp)))-min(<«

der(indx(str):indx(stp))))=x1e9/2;

159 plotlabelV = sprintf('V_{peak}: %4.2f kV' ,voltageLevel);

160 plottitle = sprintf('Frequency: %4.2f Hz, I_C = %$4.2fnA',f,<«

capacitiveCurrent);

161 plotlabelI = sprintf('Conduction current');

162

163 plottitle2 = sprintf('$s, %$s',plottitle,plotlabelV);

164

165 %Plot the different signals

166 if ( plotting == 1)

167 h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)<
%*2/3], 'PaperSize' ,[1.5%x16 32],'PaperPositionMode', '«
auto');

168 plot(t,vt/max(abs(Vt))*max(nonlin) ,t,nonlin,t,0xt, k', "<«
LineWidth',linewidth);

169 set(gca, 'FontSize',fontSize, 'LineWidth',linewidth)
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ylabel('Current [nA]'")
xlabel('Time [s]"'")
title(plottitle)
legend(plotlabelV,plotlabell, 'Location','NorthEast')
if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents<
\\Master\\Results\\MATLAB\\%$s\\%$sNonlin%d.png',<
oil,oil,nr);
saveas(h, filename)

end

9775750

h = figure('Position',[20 20 1.5%scrsz(4)+2/3 scrsz(4)<«
%*2/3], 'PaperSize' ,[1.5%x16 32],'PaperPositionMode', '«
auto');

plot(t(indx(str):indx(stp)),Vt(indx(str):indx(stp))/max<
(abs(Vt) )*max(abs(nonlin(indx(str):indx(stp)))) ,t(<«
indx(str):indx(stp)) ,nonlin(indx(str):indx(stp)) ,t (<«
indx(str):indx(stp)),0xt(indx(str):indx(stp)),'k', '«
LineWidth',linewidth) ;

set(gca, 'FontSize',fontSize, 'LineWidth',linewidth)

ylabel('Current [nA]'")

xlabel('Time [s]'")

xlim([t(indx(str)),t(indx(stp))]);

mx = max(Vt(indx(str):indx(stp))/max(abs(Vt) ):xmax(abs (<«
nonlin(indx(str):indx(stp)))));

ylim([ -mx,mx])

title(plottitle)
legend(plotlabelV, 'Location','SouthEast')
Y7750
if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents<

\\Master\\Results\\MATLAB\\%s\\%sNonlinOnePeriod<«
%d.png',0il,oil,nr);
saveas(h,filename)
end

aaa = 1;

h = figure('Position',[20 20 aaax1.5%scrsz(4)*2/3 aaax<
scrsz(4)%2/3], 'PaperSize' ,[aaa*x1.5%x16 aaax16],'<
PaperPositionMode', 'auto');

plot(t(indx(str):indx(stp)) .0+t (indx(str):indx(stp)), 'k«
','LineWidth',linewidth)

hold on

[AX,H1,H2] = plotyy(t(indx(str):indx(stp)),2*xVt(indx(<
str):indx(stp)),t(indx(str):indx(stp)) ,nonlin(indx (<
str):indx(stp)));

set(get(AX(2),'Ylabel'),'String','Non-capacitive <«

current [nA]','FontSize',fontSize,'LineWidth' ,h <«
linewidth)
set(get(AX(1l),'Ylabel'),'String','Voltage [kV]',K6 '«

FontSize',fontSize, 'LineWidth',linewidth)
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202

203 set (H1, 'LineStyle','-','LineWidth',linewidth);

204 set (H2, 'LineStyle','-','LineWidth',linewidth);

205

206 mxyl = max(abs(2*Vt(indx(str):indx(stp))));

207 mxy2 = max(abs(nonlin(indx(str):indx(stp))));

208

209 set(AX(1l),'yvlim',[-mxyl,mxyl]);

210 set (AX(2),'ylim',[-mxy2,mxy2]) ;

211

212 set (AX, 'FontSize',fontSize, 'LineWidth',linewidth)

213 set (AX, 'position' ,[0.175 0.175 .65 .65])

214

215 set (AX, 'x1im' ,[t(indx(str)) ,t(indx(stp))]);

216 hold off

217 title(plottitle)

218 xlabel('Time [s]')

219

220 if (savePictures == 1)

221 filename = sprintf('C:\\Users\\Torstein\\Documents<
\\Master\\Results\\MATLAB\\%$s\\%<«
sNonlinOneIIPeriod%d.png' ,0il,oil,nr);

222 saveas(h,filename)

223 end

224

225 975750

226 h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)<«

%*2/3], 'PaperSize' ,[1.5%x16 16], 'PaperPositionMode', '«
auto');

227 plot (t (maxvaluepos) ,nonlin(maxvaluepos),'ok', 'LineWidth<

',linewidth);

228 set(gca, 'FontSize',fontSize, 'LineWidth',linewidth)

229 ylabel('Currentpeak [nA]"')

230 xlabel('Time [s]'")

231 title(plottitle?)

232 legend('I-I_C','Location','NorthEast")

233

234 if (savePictures == 1)

235 filename = sprintf('C:\\Users\\Torstein\\Documents<
\\Master\\Results\\MATLAB\\%s\\%$sNonlinPK%d.png'<«
,0il,o0il,nr);

236 saveas(h,filename)

237 end

238

239 h = figure('Position',[20 20 1.5%scrsz(4)+2/3 scrsz(4)<«

%*2/3], 'PaperSize' ,[1.5%x16 16], 'PaperPositionMode', '«
auto');

240 plot ((2+Vt(indx(str):indx(stp))) ,(nonlin(indx(str):indx<«

(stp))),'.k",'LineWidth' ,linewidth) ;
241 set(gca, 'FontSize' ,fontSize, 'LineWidth',linewidth)
242 ylabel( 'Noncapacitive current [nA]'")
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xlabel('Voltage [kV]'")

title(plottitle)
if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents<

\\Master\\Results\\MATLAB\\%$s\\%$sNonlinIsfavsd. <«
png' ,o0il,oil,nr);
saveas(h,filename)
end

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)<«
x«2/3], 'PaperSize' ,[1.5%x16 16],'PaperPositionMode', <«
'auto');

plot(sign(Vt(indx(str):indx(stp))).*(2*Vt(indx(str) :<«
indx(stp))) .2 ,(nonlin(indx(str):indx(stp))),'.k',6 "<«
LineWidth',linewidth);

set(gca, 'FontSize' ,fontSize, 'LineWidth' ,linewidth)

ylabel( 'Noncapacitive current [nA]")

xlabel('Voltage”2 [kV]"2")

title(plottitle)

xlim([ -voltageLevel .2 ,voltageLevel ."2])

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents<
\\Master\\Results\\MATLAB\\%$s\\%<
sNonlinIsfaVpow2v%d.png',o0il,oil,nr);
saveas(h,filename)
end

end
end

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)«2/3], "'«

PaperSize',[1.5%x16 16], ' 'PaperPositionMode’', 'auto');
plot(vecs,vec(:,1),'bo',vecs,vec(:,2),'ro',vecs,vec(:,3),"'-bx', <«
vecs,vec(:,4),'-rx"','LineWidth',linewidth, "MarkerSize' ,10)

set(gca, 'FontSize' ,fontSize, 'LineWidth',linewidth)
y1im([0,150])

ylabel('Nonlin I [nA]")

xlabel('Sample')

title(plottitle2)

legend('max (positive) ', 'max (negative) ', 'mean (positive) ', 'mean (<«
negative) ')%, 'var(positive) ', 'var(negative) ')

if (savePictures == 1)

filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%sNonlinStat%dto%d.png' ,0il,0il, <«
nri(l),nri(length(nri)));
saveas(h,filename)
end
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9570
len = length(totpeak);
pos linspace(l,len,len);
for i = positions
for j = i:len
pos(j) = pos(J) + 50;
end
end
pos = pos#*factor;

plottitle3 = sprintf('Non-capacitive current peak in half <«
period \n %s, %s',plottitle,plotlabelV);

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)=2/3],'<«
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

plot(pos,totpeak,'o','LineWidth' ,linewidth);-

set(gca, 'FontSize',fontSize, 'LineWidth',linewidth)

ylabel('Nonlin I [nA]")

xlabel('Approx time [s]')

title(plottitle3)
if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<

\\Results\\MATLAB\\%s\\%sNonlinStatPK%dto%d.png' ,0il,0il<«
,nri(1l) ,nri(length(nri)));
saveas(h,filename)
end

lengthh = length(totpeak);

h = figure('Position',[20 20 1.5%scrsz(4)+2/3 scrsz(4)+2/3],'<
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

plot ((totpeak(l:lengthh-1))./((totpeak(2:1lengthh))), 'xk', "«
LineWidth',linewidth);

set(gca, 'FontSize' ,fontSize, 'LineWidth',linewidth)

ylabel ('I (i) /I(i+1)")

xlabel('Period no')

title(plottitle2)
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Appendix

Matlab script 2

The script for PD statistics loads data exported from Omicron to Matlab. Vectors contain-
ing the time, voltage, charge and phase position of all PD events are then stored in Matlab.
The script finds the frequency of the voltage, then finds all zero crossings in the voltage.
Then it counts the PDs and finds the number of half periods to next PD and the previous
PD. This is then plotted. In addition, the number of half periods with a certain number
of half periods to the next PD are grouped together and fitted to a geometric distribution.
Both sorted by magnitude of the PD and number of PDs per half period.

%0Omicron recorded
close all;

VLol dledldledleddledldledlededledldledledledledldledledledledldleddedledledledledledledledldledldledledledledledledledlee
%% Chose parameters : YISTTITIITITIISTIITEITIETTITTETSTIETIE o
VLlldtededleddedledldleddledlededledldledlededledldledledledledledledlededledldlededledledledledledledledldledldledlededledledlededlee

savePictures = 1;
%o0il = 'Cyclohexane ';
%011 = 'DialaDX ';
%011 = 'Midel7131"';
0il = '"Galdenl35';
nr = 0001;

Vldleleledledledledlededledledledledlededledlededledledledledledeledlededledledle e dlededledlededledlededledlededledledlededledledlededle
%% Load from file generated by Omicron mtronix 9595 %
Vldledeledlededledlededledleddledlededledledledledledledlededledlededledlededlelededledlededledededledlededledededlededdlededledlededle

folder = sprintf('C:\\Users\\Torstein\\Documents\\Master\\«
Results\\Omicron\\%$s\\StreamMatlab\\%4.0f' ,0il,nr);

folder = regexprep(folder,' ','0');

ph = importPHData(folder,'unitl.1');

[t,g] = importQData(folder, 'unitl.1");

a = —9;
[tv,v] = importVData(folder, 'unitl.1");
v = -V,
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scrsz = get(0,'ScreenSize'); %Get the screen size to set the <«
figure appropriate

Vel el ledleledledlodledledledledledleedle el edledledledlodledledledlededle el edleedledlodledledledlededlededle edle el edledledledle
9% Find the frequency and zero crossings 91575575767
Vel lledledledleledledlodledledledledledle el el ledledledledlodledlediedlededle el ledledledledlodledledledlesedlededle el el ededledle e

99%Frequency
lenT = length(v);

tl
t2

v(l:lenT-1);
v(2:1lenT);

tt = tl.*t2; %The shifting of tl and t2 provide a negative <«
number in the crossings

indx = find(tt < 0); %Zero crossings

last = length(indx);

if((last+1)/2 ~= floor((last+1)/2)) %To get an whole periods
last = last - 1;

end

%The frequency from time
frequency = (last-1)%0.5/(tv(indx(last))-tv(indx(1l)));

find(t == tv(indx(1)));
find(t == tv(indx(last)));

indx1l
indx2

%Zero crossings at times
timeZero = tv(indx);

%Find # PDs and Qpk pr half period:
numberOfHalfperiods = length(indx) - 1;

%Get the phase with correct length:
phase = linspace(0,2xpi,indx(3)-indx(1)+1);

%For the analysis , know which phase is the positive tip.
if v(indx(1) + 1) > O

pos = 1; %0dd numbers negative tip (positive here)
else

pos = 0; %0dd numbers positive tip
end

YLttt edledledledledledldledledledldledledledlededledledledledledledledledledldledledledledhedledbededlededledledledhedledkede

9% Allocating memory for the statistics IIISITTTIII
Vel el el edledlodledlodledledledlededle el edledledledlodledledledlediedle el edle el edledledlodledlodledlededle edle el edledledle

halfperiodsNumberPD = linspace(0,0,numberOfHalfperiods); %lo <«
count # PDS
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halfperiodsMaxQPD = linspace(0,0,numberOfHalfperiods); %lo find<«
max Q

%Find |Qmax| in each half period
k = 1; %Start in first half period
lengde = length(qg);
for i 1:lengde
k find((t(i) > timeZero & t(i) < tv(indx(last))),l,'last'<«
)i

halfperiodsNumberPD(k) = halfperiodsNumberPD(k) + 1;
if abs(g(i)) > abs(halfperiodsMaxQPD(k))
halfperiodsMaxQPD(k) = g(i);
end
end

%Find the half periods with PDs:

verdll = find(halfperiodsNumberPD) ;

lengde2 = length(verdll); %# half periods

periodDistance = linspace(0,0,lengde2-1); %Half periods to next<«
pd

for i = l:lengde2-1

periodDistance(i) = verdll(i+1)-verdl1(i);
end
%Transfer Qmax to an array containing zero 0 PDs.
PDs = linspace(0,0,lengde2);
for 1 = l:lengde2

PDs(i) = halfperiodsMaxQPD(verdll(i));
end

996 %
neg = find(PDs < 0);

Rptelledleedledldlededlededledledledlededdleddedledldledledledledldledldledleddledldledleddledldledledldledlledledledledledledledle
9% Plot and save the results  THITITTISTITSTIISTIISTIITIEN o
Rl dlededededledledledledledldleddedledledledledledledledledldledleddledldledleddledldledledledledldledledledledledlededle

kV = max(v)/1000;
titlel = sprintf('Total time elapsed %$4.2f s. Voltage amplitude<
$4.2f kv',t(length(t)) ,kV);

h = figure('Position',[20 20 1.5%scrsz(4)+2/3 scrsz(4)«2/3],'«
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

plot(periodDistance,'.','LineWidth',1.5, 'MarkerSize' ,10)

set(gca, 'FontSize' ,16,'LineWidth' ,2)

xlabel('Period no. with PD")

ylabel('# Half periods to next PD'")

if (savePictures == 1)
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filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%$s%dPDstreamHPtoNextPD.png"' ,0i1l, <«
oil,nr);
saveas(h,filename)
end

Vol edledl
phaselabel = sprintf('Phase, frequency = %6.2fHz',frequency);

h = figure('Position',[20 20 1.5xscrsz(4)+2/3 scrsz(4)=2/3],'<
PaperSize' ,[1.5%16 16], 'PaperPositionMode', 'auto');

plot(ph*360,g%lel2,'.k' ,phasex180/pi,-v(indx (1) :indx(3))+*sign(v<
(indx(1)+10)) /max(v)=*max(abs(qg)=*1lel2),'LineWidth' ,.1, "'«
MarkerSize' ,b5);

set(gca, 'FontSize' ,16,'LineWidth' ,2)

xlabel (phaselabel)

ylabel('QO [pC]")

x1im([0,360])

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<«
\\Results\\MATLAB\\%s\\%s%dPDstreamPhasePlot.png' ,0il, <
oil,nr);
saveas(h,filename)
end

WL aledle

[2a nmbr] = max(abs(q));

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)*2/3],"'<«
PaperSize' ,[1.5%16 16], 'PaperPositionMode', 'auto');

plot(tv,v/1000,t,g*lel2,'-x", 'LineWidth' ,2,'MarkerSize' 10);

set(gca, 'FontSize' ,16, 'LineWidth' ,2)

xlabel('Time [s]')

ylabel('Q [pC], V[kV]")

legend('V','0Q")

Y%x1im ([0 ,max(tv)]) %Set xlim in order to be able to see the <«
results

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%$s\\%s%dPDstreamPDsequence.png"' ,o0il, <«
oil,nr);
saveas(h,filename)
end

L alledle

place = find(halfperiodsNumberPD) ;
places = place(2:length(place)-1);
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h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)=2/3],'<
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

plot (halfperiodsMaxQPD(places)*lel2,periodDistance(2:1length(«
place)-1),'o"' ,halfperiodsMaxQPD(places)*1el2,periodDistance<
(1:1length(place)-2),'x"','LineWidth' ,2,'MarkerSize' ,10);

set(gca, 'FontSize' ,16,'Linewidth' ,2)

title(titlel)

legend('Half periods to next PD','Half period since last PD',6'<
Location', 'NorthEast')

xlabel('Q_ {Max} [pC]")

ylabel('# half periods")

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%s%dPDstreamSizevsNextPD.png' ,0il<
,oil,nr);
saveas(h,filename)
end
97

h = figure('Position',[20 20 1.5%scrsz(4)+2/3 scrsz(4)+2/3],'<«
PaperSize' ,[1.5%x16 16], 'PaperPositionMode’', 'auto');

plot (halfperiodsNumberPD(place) ,[periodDistance,0],'o' ,<«
halfperiodsNumberPD(place) ,[0,periodDistance], 'x"', 'LineWidth«
',2,"'"MarkerSize' ,10);

set(gca, 'FontSize',16,'LineWidth' ,2)

title(titlel)

legend('Half periods to next PD','Half period since last PD')

xlabel('# PDs pr half period (When PD) ")

ylabel('# Half periods to/since next/last PD')

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%s%dPDstreamNumbervsNextPD.png"' , <«
oil,oil,nr);
saveas(h,filename)
end

TIT o

pdo = [periodDistance,0];
opd = [0,periodDistancel];
hpnr = halfperiodsNumberPD(place);

len01 max(hpnr) ;
len02 max (opd) ;
histogram = zeros(len01l,len02+1);

for i = l:length(place)
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histogram(hpnr(i) ,opd(i)+1) = histogram(hpnr(i) ,opd(i)+1) + <«
1;
end

legendl = [];

for j = 1:1en01
legendl0 = sprintf('%2.0f PD pr period',]);
legl0 = ' '
leglen = length(legendl0);
legl0(17-1leglen:16) = legendlO;

legendl = [legendl;leglO];
end

99T A djustable 9IS o

maxPDno = 4;

pds = (1:maxPDno);

legends = (1l:maxPDno+1);

lambda = 0.02; %Factor in geometric distribution
TISTTSTTIISTTTIISTSTTISTTTITS TSI o

x = linspace(0,len02-1,1en02);

sum(histogram(1,1:2:1en02))/(sum(histogram(1l,1:2:1en02) .%x<«
(1:2:1en02)));
Pr = (1-p) .Mxx*p;

p

for i = 1:1en01
histogram(i,:) = 0.5%0.5%xhistogram(i,:)/sum(histogram(i,:));
end

testlegl = sprintf(' (1-%1.3f)"k%1.3f"',p,p);
testleg= ' 'y

leglenl = length(testlegl);
testleg(l7-1leglenl:16) = testlegl;

legendl (maxPDno+1,:) = testleg;

99750

h = figure('Position',[20 20 1.5xscrsz(4)=*2/3 scrsz(4)=2/3],
PaperSize' ,[1.5%x16 16],'PaperPositionMode', 'auto');

plot(x(1:2:1en02) ,histogram(pds,1:2:1en02),'o' ,x,Pr, k', '«
LineWidth' ,3, 'MarkerSize',10)

set(gca, 'FontSize',16, 'LineWidth' ,2)

xlabel('Half periods to next PD'")

ylabel('Normalized samples')

legend(legendl(legends,:))

{

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%$s\\%$s%dPDstreamToNextPD.png' ,0il,0il«
,Nr) ;
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saveas(h,filename)
end

9%

h = figure('Position',[20 20 1.5xscrsz(4)*2/3 scrsz(4)=2/3],"'<
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

semilogy(x(1:2:1en02) ,histogram(pds,1:2:1en02),'o' ,x,Pr, k', "«
LineWidth' ,3, 'MarkerSize',10)

set(gca, 'FontSize' ,16,'LineWidth' ,2)

legend(legendl(legends,:))

xlabel('Half periods to next PD'")

ylabel('Normalized samples')

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%$s%dPDstreamToNextPD2.png' ,0il, <«
oil,nr);
saveas(h,filename)
end

Volalle

hpmg = halfperiodsMaxQPD(places)*xlel2;
hppd = periodDistance(2:length(place)-1);

minhpmg = min(hpmqg) ;
maxhpmg = max(hpmq) ;
minhist = floor(minhpmg/10) x10;

maxhist = floor(maxhpmg/10) x10;

Factor = 10; %Adjustable %egl0

len = ceil(((maxhist-minhist))/ Factor)+1+1;
len2 = ceil(max(hppd));

histogram2 = zeros(len,len2);

test = linspace(0,0,length(hppd));

for i = l:length(hppd)
histogram2 (min(£floor (((hpmg(i)-minhist))/Factor)+1,len) ,min(<«
ceil ((hppd(i))),len2)) = histogram2(min(floor (((hpmg(i)—<«
minhpmqg))/Factor)+1,len) ,min(ceil ((hppd(i))),len2)) + 1;
test(i) = floor(((hpmg(i)-minhpmqg))/Factor)+1;
end

legend2 = [];
for jJ = l:1len
legend20 = sprintf('%4.1fpC' ,minhist + Factor=(j-1));
leg20 =" '
leglen = length(legend20);
1eg20(10-1leglen:9) = legend20;
legend2l = sprintf('%$4.1fpC',minhist + Factor=(Jj));
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leg2l=" 'y
leglen = length(legend2l);
1leg21(10-1eglen:9) = legend2l;
leg = sprintf('%s to %s',leg20,leg2l);
legend2 = [legend2;leqg];

end

legend2 = [legend2;leqg];

if(0)
xes = minhist+Factor/2:Factor:maxhist+Factor/2;

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)«2/3],"'<«
PaperSize',[1.5%x16 16], ' 'PaperPositionMode’', 'auto');

bar(xes,(histogram2(1l:len-1,2:2:1en2)));

xlabel('Q [pC]")

ylabel('Histogram, PD next period')

x1im([ -60,60])

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<«
\\Results\\MATLAB\\%s\\%s%dPDstreamHistogram.png"' ,0il, <«
oil,nr);
saveas(h,filename)
end
end

9967 A djustableddTo

maxT = len;

Start = min(floor(((-50.1 -minhist))/Factor)+1,len);
Stopp = min(floor(((-10.1 -minhist))/Factor)+1,len);
Start2 = min(floor(((10.1 —minhist))/Factor)+1,len);
Stopp2 = min(floor(((20.1 —minhist))/Factor)+1,len);
gs = [Start:Stopp,Start2:Stopp2];

legends2 = [Start:Stopp,Start2:Stopp2,len+1];

W oledleledledledledledledledledledlecledle

plass = min(floor(((—-12.1 -minhist))/Factor)+1,len);

periods = 1l:1len2;

p2 = sum(histogram2(plass,2:2:1en2))/(sum(histogram2(plass,2:2:«
len2) .x*periods(2:2:1en2)));

Pr2 = (1-p2)."periods*p2;

for i = l:len
histogram2(i,:) = 0.5%0.25xhistogram2(i,:) /sum(histogram2 (i<
1))
end
testlegl = sprintf(' (1-%1.3f) k%1.3f',p2,p2);
testleg= ' '

leglenl = length(testlegl);
testleg(23-1leglenl:22) = testlegl;

legend2(maxT+1,:) = testleg;
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h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)=2/3],'<
PaperSize' ,[1.5%x16 16], 'PaperPositionMode', 'auto');

plot(periods(2:2:1en2) ,transpose(histogram2(gs,2:2:1en2)),'o’' ,«
periods,Pr2,'k','LineWidth' ,3, 'MarkerSize',10)

set(gca, 'FontSize',16,'LineWidth' ,2)

xlabel('Half periods to next PD'")

ylabel('Normalized samples')

legend(legend2(legends2,:))

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%$s%dPDstreamToNextPDQ.png' ,0il, <«
oil,nr);
saveas(h,filename)
end

h = figure('Position',[20 20 1.5%scrsz(4)*2/3 scrsz(4)+2/3],'<
PaperSize' ,[1.5%x16 16], 'PaperPositionMode’', 'auto');

semilogy(periods(2:2:1en2) ,transpose(histogram2(gs,2:2:1en2)), "'«
o',periods,Pr2,'k','LineWidth' ,3, 'MarkerSize' ,10)

set(geca, 'FontSize',16,'LineWidth' ,2)

xlabel('Half periods to next PD'")

ylabel('Normalized samples')

legend(legend2(legends2,:))

if (savePictures == 1)
filename = sprintf('C:\\Users\\Torstein\\Documents\\Master<
\\Results\\MATLAB\\%s\\%$s%dPDstreamToNextPDQ2.png"' ,0il, <«
oil,nr);
saveas(h,filename)
end
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