Predicting soil properties in the Canadian boreal forest with limited data: comparison of spatial and non-spatial statistical approaches
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ABSTRACT

Digital soil mapping (DSM) involves the use of georeferenced information and statistical models to map predictions and uncertainties related to soil properties. Many remote regions of the globe, such as boreal forest ecosystems, are characterized by low sampling efforts and limited availability of field soil data. Although DSM is an expanding topic in soil science, little guidance currently exists to select the appropriate combination of statistical methods and model formulation in the context of limited data availability. Using the Canadian managed forest as a case study, the main objective of this study was to investigate to which extent the choice of statistical method and model specification could improve the spatial prediction of soil properties with limited data. More specifically, we compared the cross-product performance of eight statistical approaches (linear, additive and geostatistical models, and four machine-learning techniques) and three model formulations ("covariates only": a suite of environmental covariates only; "spatial only": a function of geographic coordinates only; and "covariates + spatial": a combination of both covariates and spatial functions) to predict five key forest soil properties in the organic layer (thickness and C:N ratio) and in the top 15 cm of the mineral horizon (carbon concentration, percentage of sand, and bulk density). Our results show that 1) although strong differences in predictive performance occurred across all statistical approaches and model formulations, spatially explicit models consistently had higher $R^2$ and lower RMSE values than non-spatial models for all soil properties, except for the C:N ratio; 2) Bayesian geostatistical models were among the best methods, followed by ordinary kriging and machine-learning methods; and 3) comparative analyses made it possible to identify the more performant models and statistical methods to predict specific soil properties. We make modeling tools and code
available (e.g., Bayesian geostatistical models) that increase DSM capabilities and support existing efforts towards the production of improved digital soil products with limited data.
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HIGHLIGHTS:

• Little guidance exists for selecting statistical models and methods in DSM with limited data.

• We performed quantitative comparisons among a range of statistical models and methods.

• Spatially explicit statistical models usually performed better than non-spatial models.

• Bayesian geostatistical models performed the best, followed by ordinary kriging and machine-learning methods.

• Our study provides modeling tools and guidance that further improve DSM capabilities.
1. Introduction

Spatially explicit soil information is required to assess potential land use, predict vulnerabilities and implement biogeochemical models forecasting the impact of human activity and climate change on terrestrial ecosystems, as well as on the services they provide (Adhikari and Hartemink, 2016; Folberth et al., 2016). Considerable efforts have been made by the research community to harmonize and define common specifications of soil data sets from different origins (Arrouays et al., 2014). These efforts have led to the creation of large soil pedon databases that facilitate the mapping, monitoring and modeling of ecosystem processes at multiple spatial scales, making it possible to predict vegetation shifts (Kuhn et al., 2015) and changes in ecosystem productivity (Maire et al., 2015). Key outcomes of these advances culminated in the release of soil raster products at continental (Hengl et al., 2015) and global (Hengl et al., 2014) scales, together with quantitative estimates of uncertainty associated with predicted soil properties. The availability of soil quantitative estimates is a significant step toward integrating soil indicators into the assessment of ecosystem function and vulnerability (Folberth et al., 2016).

Digital soil mapping (DSM) involves the use of numerical methods to fit and validate statistical models on georeferenced soil information (dependent variables) using environmental covariates (independent variables) that represent soil-forming factors, and to map predictions and their uncertainty at a specified spatial resolution over a focal study area. Environmental covariates are obtained from various sources, including remote sensing products and digital elevation models (McBratney et al., 2003). When detailed expert-based soil maps are available, techniques of spatial disaggregation of polygon information are often used (Bui and Moran, 2001; Lamboni et al., 2016). However, over large regions, and more typically in forested regions,
expert-based soil maps are often unavailable and the *scorpan* model approach (see McBratney et al., 2003), which matches environmental covariates with soil point data (pedons), is commonly used. A key challenge in DSM is that there is almost always a shortage of soil pedon data, which may lead to low model accuracy and/or misrepresentations of predicted soil attributes (Ahrens et al., 2008). How to make the maximum use of sparse data is thus a recurrent challenge in soil science. At the same time, this challenge offers a growing opportunity to develop new statistical approaches that improve soil predictive mapping.

Canada's forests, which cover over 390 million ha of land and represent 10% of the world's forest cover, are representative of this situation since only limited soil pedon database are available at the national level. Over the last decades, the pool of available numerical methods and statistical models combined with an increase in computing power and data availability have tremendously boosted DSM capabilities with limited data (McBratney et al., 2003; Grunwald, 2009; Brevik et al., 2016). Various new modeling tools are now freely available to predict and map soil types as well as continuous or discrete soil properties. The quality of these predictive soil maps, however, remains highly variable and depends of the interplay among four main key components: 1) the availability and quality of the data for both soil profiles and environmental covariates; 2) the inherent variation in nature complexity and heterogeneity of any focal soil property across spatial scales and soil depth; 3) the specification of statistical models (e.g., the choice of covariates, with linear vs non-linear effects, with simple vs interaction effect terms, with hierarchical structures or not, with the inclusion or not of a spatial component); and 4) the choice of statistical framework (e.g., Bayesian vs frequentist), statistical method and algorithm to fit these models (see Fig. 1), hereafter referred as ‘statistical methods’.
Machine-learning techniques, in particular, have become very popular in predictive modeling (Hastie et al., 2009; Kuhn and Johnson, 2013), especially in DSM where numerous studies use random forests (Grimm et al., 2008), boosted regression trees (Grinand et al., 2008), $k$-nearest neighbors (Mansuy et al., 2014), Cubist (Rizzo et al., 2016), support vector machines (Were et al., 2015), and artificial neural networks (Behrens et al., 2005). In addition the choice of statistical method, the choice of statistical models (model specification) includes the use of non-spatial vs spatially explicit models. When the geographical locations of sample plots are recorded, spatially explicit models are often used to account for spatial autocorrelation in the data or in model residuals (McBratney et al., 2003; Dormann et al., 2007; Hengl 2009; Beale et al., 2010; Banerjee et al., 2014), which often improves the accuracy of predictions as well as the predictive performance of the models (Beguin et al., 2012).

Although every spatial statistical method has its intrinsic way of modeling spatial correlation structure in the data (Li and Heap, 2014), the following are the most common in practice: 1) using additional covariates that are parametric or non-parametric functions of the sample geographic coordinates, such as in trend surface analyses with linear or additive models (Dormann et al., 2007), in spatial filtering regression (e.g., Moran Eigenvectors; Dray et al., 2006) or in autocovariate regression (Dormann et al., 2007); 2) using spatial covariance structure in the variance-covariance matrix with parametric function (e.g., variograms), such as in generalized least squares (GLS) models (Dormann et al., 2007) or in regression-kriging (Hengl et al., 2004); 3) using weighted matrices of interactions among neighboring sites, such as in conditional (CAR) and simultaneous (SAR) autoregressive models (Banerjee et al., 2014); and 4) using Bayesian hierarchical models where effects of the covariates, spatial effects and nugget effects are combined in an additive model (Banerjee et al., 2014). Bayesian methods may be
computationally heavy, but there has been much recent development that makes them readily usable for data sets of realistic sizes of an order of 10000 points and bigger (Sun, et al., 2012, Lindgren and Rue, 2015).

While great efforts by the soil mapping community have led to standardized technical specifications regarding the spatial entity, the assessment of soil properties to be predicted, and the handling of uncertainties in DSM (Arrouays et al., 2014), less work has been done to compare the relative performance of a range of statistical methods and model specifications (e.g., spatial vs non-spatial) across multiple soil properties. Most DSM studies (but see Heung et al., 2016) use one or a few statistical approach(es) (Poggio et al., 2013; Nawar et al., 2015), typically with one type of model specification to analyze specific soil data sets, which often makes unclear the extent to which the combination of particular statistical approach and model formulation influences the outcome.

The main objective of this study was therefore to investigate to what extent the choice of statistical methods and model specification could improve the spatial prediction of forest soil properties with sparse soil data. More specifically, we compared the cross-product performance of eight statistical methods (linear, additive and geostatistical models, and four machine-learning techniques) and three different model specifications ("covariates only": model fitted with a suite of environmental covariates only; "spatial only": model fitted with only a spatial component derived from geographic coordinates of the plots; and "covariates + spatial": model fitted with both covariates and a spatial component) to predict five key forest soil properties (thickness and C:N ratio in the organic layer as well as carbon concentration, percentage of sand, and bulk density in the top 15 cm of the mineral horizon).
2. Material and methods

2.1. Study area

The study area covers 290 million ha of managed forests across Canada and extends from 52° to 138° West and from 42° to 60° North (Fig. 2). The study area encompasses broad geographical gradients of topography, climate and vegetation (see details in Table 2) that influence soil formation. To predict soil properties and compare results from different models, we used a standardized data set of georeferenced soil pits (pedon) composed of ~500 georeferenced ground plots from Canada's National Forest Inventory (NFI; Gillis et al., 2005; Fig. 2). This field soil data set is similar to the one used in Mansuy et al. (2014). Our analysis focused on upland forests and therefore did not cover areas dominated by wetlands and non-forested areas (e.g., agricultural lands).

2.2. Soil data and environmental covariates

NFI soil data have the advantage of having been sampled using a standard methodology across Canada, making it representative of broad ecological conditions across the country. However, with about 500 points spaced out at least 20 km apart, NFI data have the disadvantage of being very sparsely distributed at the national scale. Soil properties in each sample were measured, recorded by depth classes, and analyzed in the laboratory according to standard protocols (Gillis et al., 2005). Among the soil attributes available in the database, we selected five soil properties, both in the organic layer and in the top 15 cm of the mineral horizon, that are commonly used as ecological indicators in natural resources management projects (Table 1). Mean, range, and coefficient of variation associated with each of the five selected soil properties are described in detail in Mansuy et al. (2014). For the statistical analysis, the soil data base was
randomly split at the beginning of the modeling process to create a training data set and an independent validation data set (Figs. 2 and 3). We tested different training-validation hold-out size combinations (90%-10%; 80%-20%; 70%-30%), but as we did not observe any difference among these combinations, we retained a 90%-10% hold-out partitioning.

We related field soil properties to 12 environmental covariates usually associated with soil formation as per the *scorpan* approach (Table 3). We first generated environmental covariates from a digital elevation model and from spatial climate models at a 250 m resolution. We retained four different topographic variables derived from the USGS/NASA SRTM 250 grid map (https://www.usgs.gov) (Table 3). We also used six climate variables derived from the spatial climate models of McKenney et al. (2011). For vegetation composition, we used derived-MODIS maps of the proportion of coniferous and deciduous species (Beaudoin et al., 2014). We also tested the use of the surficial geology map of Canada (Geological Survey of Canada, geogratis.gc.ca) as predictor, but because of a lack of explaining power, these attributes were not retained in the final analyses. We did not use soil classification maps as predictors because of their high uncertainty in Canadian boreal forests and because of the low sample size per soil class. All environmental predictors were raster layers projected into Canada’s Lambert Conformal Conic with a spatial resolution of 250 m (1 pixel = 6.25 ha), and covered the entire land base of Canada’s managed boreal forest (Table 3).

### 2.3. Statistical methods

We compared the predictive performance of eight different statistical approaches, including two parametric methods (linear and additive models), four non-parametric methods of machine learning (boosted regression trees, random forests, Cubist and weighted $k$-nearest
neighbors), ordinary and regression kriging, and one method of Bayesian inference with geostatistical models fitted with the method of integrated nested Laplace approximation (INLA) (Fig. 3). Justification for the choice of these methods is as follows: 1) except for Bayesian geostatistical models, these methods encompass the majority of statistical routines currently used in DSM studies; 2) they include algorithms that are known to be efficient in predictive modeling; 3) they encompass a gradient of complexity; and 4) they can handle spatial dependence structures in various ways (Li and Heap, 2014). Although we acknowledge that our selection of methods is not exhaustive, these methods are representative of the ones used in DSM studies and they suit the purpose of this study. For parametric approaches, we used generalized linear (GLM) and additive (GAM) models. For machine-learning approaches, we selected four supervised methods that are used extensively in predictive modeling (Kuhn and Johnson, 2013). Supervised learning encompasses a wide range of optimized algorithms designed to uncover patterns in training data, with the primary objective of making accurate predictions based on independent data (Hastie et al., 2009).

Among the four selected machine-learning methods, we retained two ensemble modeling techniques: random forests (RF) (Breiman, 2001) and boosted regression trees (BRT) (Friedman, 2001, 2002). Both techniques accommodate a variety of response types and efficiently deal with missing data and outliers, interactions among predictors, and non-linear relationships between predictors and the response variable. RF uses a modified bootstrap aggregation (bagging) algorithm (e.g., Breiman’s algorithm) that fits a high number of independent classification trees on random subsamples of the original data set (Breiman, 2001). Model predictions are then estimated as weighted averages across all trees. Weights are calculated according to the predictive performance of each tree, which ensures that the best trees contribute the most to final
predictions (Hastie et al., 2009). RF differs from other decision tree methods in that each regression tree is fitted with a different random subset of covariates based on random subspace techniques (Ho, 1998). We performed extensive sensitivity analyses on two key parameters: the maximum number of trees and the number of predictors for each tree. More information on the theoretical and practical aspects of RF can be found in Breiman (2001), Liaw and Wiener (2002), and Hastie et al. (2009).

BRT combines large numbers of regression tree models adaptively to optimize predictive performances (Friedman, 2002) and differs from other decision trees techniques by using a boosting algorithm (e.g., AdaBoost: Freund and Schapire, 1996). The purpose of a boosting algorithm is to minimize a loss function averaged over random training data sets and to seek by the use of successive iterations, to improve predictions on poorly fitted data points (see Elith et al. (2008) for more details). BRT requires more tuning than RF and we performed extensive sensitivity analyses on four key parameters: tree complexity or interaction depth (tc), learning rate or shrinkage parameter (lr), number of trees (nt), and minimum number of observation in nodes (minobs) (see also Appendix 1.1). A full description of these parameters is beyond the scope of this study, but detailed information can be found in Elith et al. (2008) and Kuhn and Johnson (2013).

The third machine-learning method used in this study is Cubist, a rule-based regression technique developed by Quinlan (1992, 1993), which fits a separate multiple linear model at each leaf node of a regression tree according to a set of conditional rules (Walton 2008). These rules have the form of conditional logical statements (if… then…) and divide the training data set into multiple subsets, where each subset is composed of data points sharing common statistical properties. A regression model is then fitted separately for each rule/subset. In contrast with
other tree methods, Cubist allows for more than one conditional statement to be combined at each intermediate leaf node of a tree. Predictions are then made based on the match with a rule’s condition and its associated regression model. To improve prediction accuracy, Cubist can be coupled with a bootstrap aggregation algorithm (committees > 1), where the number of committee models defines the number of boosting iterations. In addition, Cubist can incorporate composite instance-based models by varying the number of nearest neighbors. More details on Cubist and these options can be found here: www.rulequest.com. We performed sensitivity analyses on two key parameters: the number of committees and the number of nearest neighbors (see also Appendix 1.1).

The last machine-learning method we tested is derived from the $k$-nearest neighbors ($k$-NN) method (Cover and Hart, 1967). The $k$-NN method is based on the assumption that the more two observations are similar regarding their range of values for a set of independent variables, the more their predicted values for a response variable of interest should be close. Predicting values for a new observation can therefore be made by using the sampled observations from a training data set that are the closest (= nearest neighbor(s)) to each new observation with respect to the covariates used (not to be confused with nearest neighbors in geographic space). Determination of the similarity between new and training samples is based on distance metrics, and the method has been expanded to a set ($k$) of nearest neighbors. The weighted $k$-NN (KKNN) method extends $k$-NN by adding the characteristic that sample points within the training data set that are particularly similar to the new observation should have more weight in the decision than neighbors that are further away from it (Hechenbichler and Schliep, 2004). The KKNN method used in this study fits kernel functions to weigh nearest neighbors according to their similarity distance from each new data point, and uses these weights in combination with
covariates to make predictions. For each predicted soil variable, we performed sensitivity analyses on both the type of kernel function for weighing neighbors and the optimal maximum number (= k) of nearest neighbors (see also Appendix 1.1).

In a Bayesian linear geostatistical model, the dependent variable is described as an additive combination of latent explanatory components, such as linear effects of independent variables, a spatial effect indexed by the geographical locations, and a nugget effect representing a discontinuity from the semi-variogram at its origin. The main advantages of such a model over the machine-learning methods are 1) the interpretability gained by an explicit model as to how observations are generated; and 2) in the Bayesian framework, uncertainty estimates are directly available for all parameters as well as for predictions. The disadvantages of Bayesian methods are that they can be difficult to implement and are computationally expensive to run. The INLA methodology (Rue et al., 2009) combined with the recent stochastic partial differential equation (SPDE) approach to spatial fields (Lindgren et al., 2011), provides a methodological solution to these limiting factors. Moreover, the INLA R-package makes them easy to use (Lindgren and Rue, 2015). The main difference between the INLA methodology and the standard use of Markov Chain Monte Carlo (MCMC) simulations is that INLA is not based on sampling, but rather on deterministic approximations to integrals, which makes it computationally quicker than MCMC approaches, while still being very accurate (Rue et al., 2009).

2.4. Model specifications

To evaluate if patterns of spatial autocorrelation among sample plots could be used as surrogates for unmeasured covariates and contribute to explaining more residual variation in soil properties than the variation explained by environmental covariates alone, we fitted and
compared, for each statistical method, three different statistical model specifications (Fig. 3): 1) a first type of model (labelled "covariates only") that uses only environmental covariates (topography, vegetation, and climatic conditions) as predictors. This type of model is non-spatial because no explicit spatial relationships among sample plots are quantified; 2) a second type of model (labelled "spatial only") that only uses a spatial component, i.e. a function of the geographic coordinates of sample plots (latitude and longitude), to predict soil properties. Note that the specification of spatial functions differs for each statistical method (see section 2.5.). However, all "spatial only" models share the characteristic that they only consider spatial locations and distances among plots to predict and map soil properties; 3) the last type of model (labelled "covariates + spatial") is a combination of the two first types, in which soil properties are predicted as a function of both environmental covariates and a spatial component that quantifies possible spatial relationships among sample plots.

2.5. Spatially explicit models

As the way of quantifying spatial relationships among sample plots varies according to the statistical method used, we used method-specific spatial functions in the “spatial only” and “covariates + spatial” models that belong to one of these three classes: kriging, stochastic partial differential equations, or models that use a function of spatial coordinates (latitude + longitude) of sample plots directly as predictors. For kriging, we compared local ordinary kriging, and regression kriging both fitted with an exponential variogram model. We assumed stationarity and isotropy in all cases. For local ordinary kriging (“spatial only” model), we set the maximum number of nearest neighbors to 20. In regression kriging (“covariates + spatial” model), a regression model was first fitted to the data using environmental covariates as predictors, and
ordinary kriging was performed in a second step on the model’s residuals (Hengl et al., 2004). Kriged residuals were then added to the predictions of the regression model. In this study, we compared two regression kriging methods: one in which the relationship between each soil property and environmental covariates is evaluated through a GLM (Hengl et al., 2014), and the other in which the relationship between each soil property and environmental covariates is evaluated through the RF algorithm (Hengl et al., 2015).

For spatial GAMs, we modelled spatial relationships as covariates using a trend-surface obtained from a two-dimensional spline function on geographical coordinates (Dormann et al., 2007). In addition to the RF-kriging described above, we fitted another spatial RF model using the geographical coordinates of soil samples directly as predictors along with the other environmental covariates. As the RF algorithm automatically evaluates interactions among covariates, the use of geographical coordinates as covariates allowed us to account for possible latitudinal and/or longitudinal gradients in the effect of environmental covariates on soil properties. We used the same approach, with the inclusion of geographical coordinates of the samples as predictors, for BRT, Cubist, and KKNN. For completeness and comparative purposes, we fitted a linear model with only the latitude and longitude of the sample plots as simple and linear effect.

For Bayesian geostatistical models, we used INLA together with the SPDE approach proposed by Lindgren et al. (2011), where the spatial field is described as the solution to a linear differential equation driven by white noise and involves the construction of meshes on which the spatial field is defined (see Blangiardo and Cameletti, 2015; Appendix 1.3). With the Bayesian framework, priors need to be defined for each parameter of the model. We used non-informative default priors for coefficients of the environmental covariates, and a weakly informative prior for
the spatial effect (Fuglstad et al., 2015; see Appendix 1.3 for the definition of priors associated
with the spatial effect and the variance of the nugget effect). Overall, the mixture of eight
statistical methods and three different model specifications yielded a total of 24 unique method-
model combinations for each soil property (see Fig. 4).

2.6. Evaluation of predictive performances

All models were calibrated on 90% of the soil data base using cross-validation and
validated on the remaining 10% of the soil data base (see Fig. 3). To address the fundamental
trade-off between model complexity and prediction errors on independent data sets (see p. 220 in
Hastie et al., 2009), we pruned all our models during the calibration stage and only retained
relevant environmental covariates that minimized root mean square error (RMSE) values using
repeated 10-fold cross-validation. We made sure that comparisons among the three types of
model ("covariates only", "spatial only", and "covariates + only") for each statistical method
were valid by retaining the same set of environmental covariates for every predicted soil property
(see Table 1). For all models, we calculated the coefficient of determination ($R^2$) and RMSE
using 10-fold cross-validation repeated 20 times (see Fig. 3) (Bennett et al., 2013). This standard
procedure prevented our analyses from having overfitting issues, while providing fair estimates
of prediction errors (Hastie et al., 2009). Cross-validated $R^2$ was calculated as $R^2 = 1 - \frac{ESS}{TSS}$,
where:

$$ESS = \sum_i(y_i^{(observed)} - y_i^{(predicted)})^2$$

$$TSS = \sum_i(y_i^{(observed)} - \bar{y}^{(observed)})^2$$

We report the quantile distribution (0.025%, 50%, and 97.5%) of cross-validated $R^2$ and
RMSE calculated from 20 runs, which gives us information on the variation in mean cross-

validated $R^2$ and RMSE across repetitions. We reported cross-validated RMSE values as percentages of the sample mean (RMSE ($\%$) = 100 x RMSE/$\bar{y}$). Finally, to ensure independent validation, we validated all our models in calculating independent $R^2$ between predictions from cross-validated models with observed values from independent data (Figs. 3 and 5). All models were run in the R environment (R Core Team, 2015). INLA was run using the ‘R-INLA’ package (Rue et al., 2009), ordinary kriging was fitted using the ‘gstat’ package (Pebesma and Graebler, 2013), and we used the ‘GSIF’ package for regression-kriging and RF-kriging (Hengl et al., 2016). All other statistical methods and models were run using the ‘caret’ meta-package (Kuhn, 2015) in combination with the following R packages: ‘gbm’ (Ridgeway 2015: BRT), ‘RandomForests’ (Liaw 2015), ‘Cubist’ (Kuhn et al., 2015), ‘kknn’ (Schliep and Hechenbichler, 2015), and ‘mgcv’ (Wood, 2015; GAM). All R-codes used to run our analyses are available in Appendix 1.

3. Results

3.1. Performances of statistical methods and models

Our comparative analyses revealed that the choice of the statistical method, the type of model specification ("covariates only", "spatial only", or "covariates + spatial"), or their interaction significantly influenced the predictive performance for most soil properties tested in this study (Figs. 4 and 5). For instance, cross-validated $R^2$ and RMSE values of non-spatial models for sand content (%) were respectively over 100% higher and lower when using either RF or BRT (median cross-validated $R^2$ ranging from 0.23 to 0.28; Fig. 4) than when using either linear or additive models (median cross-validated $R^2$ ranging from 0.04 to 0.13; Fig. 4). On the other hand, the best cross-validated $R^2$ and RMSE values of "spatial only" models for sand
content were obtained with INLA/SPDE, followed by ordinary kriging and machine-learning techniques (median cross-validated $R^2$ ranging from 0.38 to 0.46; Fig. 4). For "covariates + spatial" models, INLA/SPDE yielded the best predictive performance for sand, followed by machine-learning techniques and linear regression-kriging (Fig. 4).

Although strong differences in predictive performance occurred across all statistical methods and model types, models that incorporated a spatial component consistently had higher cross-validated $R^2$ and lower cross-validated RMSE values than non-spatial models for all soil properties, except for the C:N ratio in the organic layer (Fig. 4). This result indicates that the spatial relationships among soil samples contain valuable information that is not captured by environmental covariates and that the inclusion of spatial information improves the overall predictive performance (Fig. 4). This improvement was also verified on independent data sets (Fig. 5). Interestingly, "covariates + spatial" models outperformed "spatial only" models for only one soil property, the organic layer C:N ratio (Fig. 4). This result highlights that in most cases in our study, there is a significant redundancy between the variation captured either by environmental covariates or by spatial functions.

3.2. Mapping predictions

Mapping the predicted values (mean + standard deviation) from “spatial only” or "covariates + spatial" models using machine-learning methods with latitude and longitude of soil samples as covariates occasionally generated spatial discontinuities with sudden transition patterns along longitude in predicted surfaces (results not shown). Such prediction artefacts, which could not be detected by analyzing the fit of the model alone, did not occur with spatial models fitted with INLA or with regression kriging. When spatial relationships among soil
samples explained a significant part of the total variance (Fig. 4), the spatial distribution of prediction errors also exhibited strong spatial patterns (Fig. 6D for sand), with clusters containing the highest level of uncertainty in areas with low sampling density. Inversely, when the results showed low levels of residual spatial structure, such as for the C:N ratio in the organic layer (Fig. 4), the spatial distribution of prediction errors was more homogeneous across landscapes (see Fig. 6E for the C:N ratio). These results may be used to improve data acquisition strategies.

4. Discussion

Our main findings demonstrate that, irrespective of the effects of environmental covariates and of the inherent variation present in soil profile data sets, both the choice of statistical method and the choice of model type can have a significant impact on the predictive performance for most predicted forest soil properties tested in this study. These results are inconsistent with the view that the choice of statistical method and the type of model specification would have a negligible influence on the performance and accuracy of predicted soil maps calibrated with limited soil data. Our study shows that selecting one suboptimal combination of statistical method and model type could lead to a decrease in predictive power as high as 100% and sometimes higher (see Fig. 4). These results have a number of important implications for further work on DSM in a context of limited soil data.

Our results indicate that most forest soil properties are characterized by some degree of spatial autocorrelation that may have different degrees of redundancy with the information contained in the environmental covariates available. If the spatial information contained in soil data points overlaps strongly with the one contained in the environmental covariates, including
both sorts of information in a same model may lead to unnecessary complexity in the model. As predicted by the bias-variance trade-off, models that are overfitted on training data often have higher prediction errors with independent data (Hastie et al. 2009). Our results on sand, thickness and bulk density are in agreement with these predictions as more complex "covariates + spatial" models fitted with machine learning methods often had lower cross-validated and independent $R^2$ (Figs. 4 and 5) than "spatial only" models. Interestingly, such a pattern did not occur with the use of the SPDE/INLA approach where either "covariates + spatial" or "spatial only" models were very similar in terms of predictive performance (see Figs. 4 and 5). At the opposite, if the information captured by spatial functions and environmental covariates is additive and contains low levels of redundancy, a model formulation including both the effects of environmental covariates and an appropriate spatial structure will be useful to decrease prediction errors on independent data. This raises the question as to whether or not spatial models should be systematically tested in DSM exercises when soil pit data are limited? A pragmatic answer would be ‘yes’, but more studies are needed in this area as the benefits of including spatial correlation structures may also depend on the sampling efforts or the breadth of environmental gradients present in the study area and in the sampled data.

Under our study conditions, more specifically a very large land base, a limited number of soil pit data and a high minimal distance between soil pits (> 20 km), "covariates only" models outperformed "spatial only" models for only one of the soil variables studied: the C:N ratio of the organic layer. Also, only for this soil property did the "covariates + spatial" models clearly outperform "spatial only" models. A possible explanation for this result is that forest composition, which is known to influence soil C to N stoichiometry (Averill et al. 2014), mostly varies over distances < 20 km because of its strong dependence on local disturbance history.
(Chen et al., 2009). A distance variation < 20 km could not be captured accurately by the
sampling scheme of our data set; hence, the consideration of covariates expressing forest
composition appears to bring relevant information that is non-redundant with that captured by
the "spatial only" models. As for the other soil properties to be predicted, the limited
improvement obtained by adding environmental covariates, once spatial information has been
taken into consideration, indicates that the environmental covariates considered either
contributed little to explaining these soil properties, or that their explaining potential is redundant
with the spatial information contained in the data. Such was the case for climate variables that
varied over large distances (> 100 km) and contributed to predict several forest soil properties in
"covariates only" models, but were redundant in "spatial only" and "covariates + spatial"
models once spatial correlation structures had been taken into account. Although it can be
challenging to identify which ecological process(es) is(are) the cause(s) of the observed patterns
of spatial autocorrelation, the use of spatially-explicit statistical models, together with cross-
validation techniques, may at least provide practical alternatives to improve the accuracy of and
decrease prediction errors in digital soil maps calibrated with limited data.

The digital soil maps obtained with the best model fitted with INLA showed patterns
that are consistent with the large-scale gradients observed in existing national soil information
products (Canadian System of Soil Classification: http://sis.agr.gc.ca/cansis/). For example, the
map of sand content (Fig. 6A) highlights the fine texture soils of the Ontario-Quebec Clay Belt
region, formed by the draining of the former proglacial Lake Ojibway around 8,200 BP (Vincent
and Hardy, 1977), as well as the large offshore glaciolacustrine sediment of northern Manitoba
(http://www.gov.mb.ca/iem/geo/). The coarse texture soils, abundant in northern Saskatchewan
(http://publications.gov.sk.ca/) are also apparent. The map of organic layer C:N ratio showed a
latitudinal gradient with highest values in the north and lowest ones in the south, which is closely associated with the percentage of coniferous species in the canopy of Canadian forests (Beaudoin et al., 2014). The spatial distribution of bulk density is more complex as it relates to several soil properties, including soil texture, organic matter content, and soil compaction (Sequeira et al., 2014). The use of the most performant models substantially improved the goodness-of-fit obtained from previous national modeling efforts for sand content (+131%), bulk density (+105%), thickness of the organic layer (+205%), and C:N ratio in the organic layer (+596%) (Mansuy et al., 2014).

Another implication of our results is that the performance and ranking of modeling strategies may also depend on the property to be predicted, highlighting the need to move beyond the single statistical model–method philosophy for DSM. Clearly, more testing and quantitative comparisons are needed to get a comprehensive picture of the model-method combination that is best in specific situations. A significant step forward would be the completion of a comparative modeling study of soil properties in which the efficiency of a wide range of combinations of statistical methods and model classes would be evaluated over multiple spatial scales, along a gradient of sampling density, and across contrasting ecosystems. It would also be relevant that such a synthesis be expanded to statistical methods not commonly used in soil research. For instance, the use of Bayesian linear geostatistical models consistently yielded some of the best predictive performances across the soil properties tested in this study. Although Bayesian geostatistical models have been used with success in a wide range of applied contexts in environmental sciences (Rue et al., 2016), it is surprising to note that their use in DSM has been very limited so far. As our results point out, this might partly be due to the fact that these models come with an increase in computational time (Appendix 2), require substantial knowledge in
programming, and involve a relevant choice of priors. However, technical guides available to non-expert programmers now exist to facilitate the implementation of these types of model (Blangiardo and Cameletti, 2015), and we freely provide all the scripts needed to replicate our analyses with k-fold cross-validation and mapping procedures in the R environment. The free availability of statistical routines to perform comparative analyses in open-access, efficient and repeatable ways opens new perspectives in this area and provides strong capabilities to non-expert programmers or to researchers working in environments where programming expertise is limited.

5. Conclusion

Results from our comparative study suggest that better mapping of soil properties may be achieved through quantitative assessment when selecting the statistical method and model specification (spatial vs non-spatial models). Overall, spatially explicit models showed significantly better predictive performance ($R^2$ and RMSE), with improvements ranging from 10% to more than 100% compared with non-spatial models, depending on the soil property. Bayesian geostatistical models fitted with INLA showed among the best predictive performances and mapping properties with our data set. The use of comparative statistical analyses as a standard modeling practice, which goes beyond the single model–statistical method philosophy, would be a valuable asset to increase the development of DSM capabilities. Therefore, this study constitutes a step forward in the improvement of DSM capabilities by providing a quantitative assessment of the performance of a variety of spatial techniques coupled with systematic comparisons with non-spatial models. We provide scripts and suggestions for facilitating the achievement of this standard in applied research communities with limited computational
resources and programming expertise. Finally, to avoid overfitting issues and to make comparison among DSM studies possible, we would recommend that the methodology for model calibration and validation in DSM studies be better standardized and applied rigorously, for example, by using repeated k-fold cross-validation.
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8. Appendices

Appendix 1: Supplementary R-code for running all analyses presented in the article on the “meuse” (‘sp’ R-package) data set:

Appendix 1.1: Random forests (RF), boosted regression trees (BRT), weighted-KNN (KKNN), Cubist, generalised linear (GLM) and additive (GAM) models.

Appendix 1.2: Ordinary kriging, regression-kriging & RF-kriging models.

Appendix 1.3: Bayesian geostatistical models with SPDE/INLA methods.

Appendix 2: Comparison of computational time among statistical methods.
Table 1. Description of the five soil properties used in this study.

<table>
<thead>
<tr>
<th>Soil horizon</th>
<th>Soil property</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organic layer</td>
<td>Thickness (cm)</td>
<td>Thickness</td>
</tr>
<tr>
<td></td>
<td>Carbon:nitrogen ratio</td>
<td>C:N</td>
</tr>
<tr>
<td>Mineral horizon (0-15 cm)</td>
<td>Carbon concentration (g/kg)</td>
<td>Cmin</td>
</tr>
<tr>
<td></td>
<td>Sand content (%)</td>
<td>Sand</td>
</tr>
<tr>
<td></td>
<td>Bulk density (g/cm$^3$)</td>
<td>BD</td>
</tr>
</tbody>
</table>
Table 2. Description of environmental covariates (rasters with pixel resolution of 250 m x 250 m) used to predict each of the five soil properties (see Abbreviations in Table 1) across the boreal forest of Canada.

<table>
<thead>
<tr>
<th>Predicted soil property</th>
<th>Covariates</th>
<th>Category</th>
<th>Definition</th>
<th>Mean [min;max]</th>
<th>Sand</th>
<th>C:N</th>
<th>Cmin</th>
<th>Thick -ness</th>
<th>BD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation topography</td>
<td>Elevation</td>
<td>topography</td>
<td>Elevation from the Shuttle Radar Topography Mission (m)</td>
<td>563 [0; 3950]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Slope topography</td>
<td>Slope</td>
<td>topography</td>
<td>Rate of maximum change in elevation from each pixel (%)</td>
<td>4.2 [0; 64.8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Beers aspect topography</td>
<td>Beers aspect</td>
<td>topography</td>
<td>Heat index = (1+cos(45-Aспект))/Slope</td>
<td>0.99 [0-2]</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watershed structure</td>
<td>Watershed</td>
<td>structure</td>
<td>Local drainage area enclosed between the local divide and the stream into which each cell drains</td>
<td>483 [-30; 2582]</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Acmi climate</td>
<td>Acmi</td>
<td>climate</td>
<td>Annual moisture index (cm/year)</td>
<td>43 [-127; 385]</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scmi climate</td>
<td>Scmi</td>
<td>climate</td>
<td>Summer moisture index (cm/summer)</td>
<td>-2.5 [-76.5; 676]</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pwq climate</td>
<td>Pwq</td>
<td>climate</td>
<td>Precipitation of the warmest quarter (mm)</td>
<td>99 [0-796]</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tcm climate</td>
<td>Tcm</td>
<td>climate</td>
<td>Lowest temperature of any monthly minimum (°C)</td>
<td>-12.5 [-48.9; 6.1]</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Thm climate</td>
<td>Thm</td>
<td>climate</td>
<td>Highest temperature of any monthly maximum (°C)</td>
<td>11.2 [-4.5; 37.8]</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Tap climate</td>
<td>Tap</td>
<td>climate</td>
<td>Total annual precipitation (mm)</td>
<td>315 [0; 4302]</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Deciduous vegetation</td>
<td>Deciduous</td>
<td>vegetation</td>
<td>Percentage of deciduous species in the pixel (%)</td>
<td>19.0 [0; 100]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Coniferous vegetation</td>
<td>Coniferous</td>
<td>vegetation</td>
<td>Percentage of coniferous species in the pixel (%)</td>
<td>58.3 [0; 100]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
Fig. 1. Conceptual framework showing the interrelationships among the four main components that influence predictive errors in digital soil mapping when using statistical approaches. Getting the lowest prediction errors between observed and predicted soil properties on independent data is the main objective of digital soil mapping. Conceptually, the causes of prediction errors can be divided into four main components: (1) the quality and availability of the data (e.g., sample size, quality, spatial resolution and precision); (2) nature complexity or the level of heterogeneity in soil properties; (3) the choice of statistical framework (e.g., Bayesian vs frequentist), statistical method and algorithm, hereafter referred as ‘statistical methods’; and (4) the choice of statistical model (e.g., spatial vs non-spatial, linear vs non-linear effects, simple vs interaction effect terms). Each of these components can act alone (bold arrows) or interact with other components (dashed arrows) to shape the accuracy of digital soil maps.
Fig. 2. Map showing the extent of the study area in Canada’s managed forest (dark green) and the spatial distribution of soil profile data (black triangles). Soil profiles used as training data sets are shown as black triangles and soil profiles used for independent validation are shown as red triangles.
Fig. 3. Diagram showing the main steps of the modeling process used in this study. The ‘model specification’ step involves the selection of three different model types: 1) "covariates only": non-spatial models using only environmental covariates (topography, vegetation, and climate conditions) as predictors; 2) "spatial only": spatial models using only a function of the geographic coordinates of sample plots to predict soil properties. Note that each spatial function is different and specific to each statistical method (see Fig. 4); 3) "covariates + spatial": spatial models that combine both the effects of environmental covariates and a spatial function as above. Each of these three model types is fitted with every statistical method/framework ($N = 8$) at the ‘selection of statistical method/framework’ step. This process yielded a total of 24 combinations of model type-statistical method for each soil property. The predictive performances of each of the 28 combinations are compared using 10-fold cross-validation repeated 20 times. Predictions are then compared with values observed on independent data.

- Pedon database
  - random split
  - Training data set
  - Model specification
    - selection of environmental covariates
    - spatially explicit vs non-spatial models
    - three main types of statistical model:
      1) "covariates only", 2) "spatial only", 3) "covariates + spatial"
  - Selection of statistical method/framework
    - machine-learning algorithms, linear/additive regressions, (bayesian) geostatistical models, etc.
  - Evaluation of model-method combinations’ performances using repeated 10-fold cross-validation
    - $R^2_{\text{cross-validated}}$, $\text{RMSE}_{\text{cross-validated}}$
  - Validation data set
    - independent observations
      - Comparison of each model-method combination based on predicted vs observed values using independent data
        (e.g., $R^2_{\text{independent}}$)
      - predicted values
Fig. 4. Cross-validated $R^2$ and root mean square error (RMSE %) (median ± 95% quantile intervals) for five soil properties using 10-fold cross-validation repeated 20 times. Soil variables of the organic layer: carbon-nitrogen ratio (= C:N ratio organic) and thickness (cm) (= Thickness organic). Soil variables in the top 15 cm of the mineral horizon: bulk density (g/cm$^3$) (= Bulk density); carbon concentration (g/kg) (= C mineral), and the percentage of sand (= Sand mineral). Values are depicted as a function of the statistical method (y-axis) and type of model used (see colors in the legend). Note that for visual clarity, RMSE quantile values for Thickness organic and C mineral variables have been downscaled by a factor two and three, respectively (see right corner of each panel). Acronyms of statistical methods: INLA = integrated nested Laplace approximation; Kriging = kriging (ordinary or regression-kriging); GLM = generalized linear model; GAM = generalized additive model; Cubist = Cubist algorithm; KKNN = weighted $k$-nearest neighbors; BRT = boosted regression trees; RF = random forests; SPDE = stochastic partial differential equation approach.
Figure 4 continued

The figure shows the performance of various models in predicting different soil properties. The models include:

- Covariates only
- Spatial only (lat + long)
- Spatial only (ordinary kriging)
- Spatial only (INLA / SPDE)
- Covariates + spatial (lat + long)
- Covariates + spatial (regression kriging)
- Covariates + spatial (random forests kriging)
- Covariates + spatial (INLA / SPDE)

Models are evaluated based on their coefficient of determination ($R^2$) and root mean square error (RMSE) for cross-validation.

Properties predicted include:

- Bulk density
- Thickness organic
- C:N ratio organic
- C mineral
- Sand mineral
Fig. 5. Values of $R^2_{\text{independent}}$ (panel in the upper-left corner) and comparison between predicted and observed values of bulk density (all other panels) based on independent data as a function of model specification ("covariates only", "spatial only", and "covariates + spatial") and the statistical method used. Crosses and points’ colors are identical to those in Fig. 3. The black line represents a 1:1 relationship.
Fig. 6. Predicted soil properties (mean + standard deviation) obtained with the best model ("covariates + spatial") fitted with INLA (see Table 2 and Fig. 3). Left-hand side panel: predicted posterior mean for (A) sand content (%) in the top 15 cm of the mineral horizon; (B) C:N ratio in the organic layer; and (C) bulk density in the top 15 cm of the mineral horizon. Right-hand side panel: posterior standard deviation (= uncertainty maps) of the same variables as in the left-hand side panel (D, E, F).