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Stability Analysis of a Hierarchical Architecture for
Discrete-Time Sensor-Based Control of Robotic Systems

Magnus Bjerkeng, Pietro Falco, Ciro Natale, and Kristin Y. Pettersen

Abstract—The stability of discrete time kinematic sensor-based control
of robots is investigated in this paper. A hierarchical inner-loop/outer-loop
control architecture common for a generic robotic system is considered.
The inner loop is composed of a servo-level joint controller and higher
level kinematic feedback is performed in the outer loop. Stability results
derived in this paper are of interest in several applications including visual
servoing problems, redundancy control, and coordination/synchronization
problems. The stability of the overall system is investigated taking into
account input/output delays and the inner loop dynamics. A necessary and
sufficient condition that the gain of the outer feedback loop has to satisfy to
ensure local stability is derived. Experiments on a Kuka K-R16 manipulator
have been performed in order to validate the theoretical findings on a real
robotic system and show their practical relevance.

Index Terms—Calibration and identification, discrete-time stability,
kinematics, output feedback control, redundant robots, velocity control.

I. INTRODUCTION

Industrial robot manipulators have mainly been applied in highly
tailored situations, where preprogrammed motions are sufficient for
task completion. As the industry is looking to extend the use of manip-
ulators to unstructured environments, pure motion control is no longer
viable and sensor-based control must be introduced.

Feedback for motion control of robot manipulators in the control
literature is usually considered in the continuous time framework, as-
suming direct torque input [1, Ch. 6]. These assumptions may hold
for some model research platforms, whereas control interfaces of most
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Fig. 1. Block diagram of a typical hierarchical motion control system.

industrial robots are greatly different [2]. In addition, even the users of
the most advanced research robotic systems usually require access to
the control interface at a level higher than the torque input since their
algorithms are focused on higher levels of abstractions. Furthermore,
for real systems, the control algorithms are always implemented in dis-
crete time, and operational space motion control is often achieved us-
ing a hierarchical control architecture rather than through direct torque
control [3].

A typical control hierarchy seen in robotics and marine crafts [4]
is depicted in Fig. 1. The inner loop consists of a low-level velocity
controller of some configuration coordinates, i.e., the joint servo loop
in robotics. The outer loop calculates the desired joint velocities using
a kinematic controller usually taking extrasensory information into
account. Despite potentially lower performance, a hierarchical control
design has advantages over centralized torque controllers with respect
to modularity, portability, safety, and computational cost [5].

Since it is typically not possible for the user to tune or alter the
inner servo loops, the control design is deferred to performing kine-
matic feedback in the outer loop. A much used kinematic control law
is the resolved motion rate controller (RMRC) first proposed in [6].
This controller is the pseudoinverse variant of the closed-loop inverse-
kinematics (CLIK) class of controllers [7].

The practice of using the outer loop RMRC to achieve operational
space motions is well established, and some popular applications in-
clude visual servoing [8], redundancy resolution (typically with re-
spect to obstacle avoidance or manipulability) [9], multirobot coordi-
nation [10], velocity-field control [11], effective task sequencing [12],
robotic and human manipulation [13]. Note that this list is in no way
exhaustive.

Most commonly in implementation, the RMRC method is used as a
trajectory generator, only using actual state measurements initializing
the controllers state [9]. However, as interaction with unstructured
environments is becoming an increasingly relevant robotic application,
additional sensors have to be introduced. Such sensors are typically
cameras, e.g., the Microsoft Kinect sensor, or force/torque sensors.
For static or slowly moving environments, sensory signals will still be
predominantly dependent on the robots configuration, such that they
can be considered as configuration dependent functions in the RMRC
formulation. The use of output feedback with trajectory generation is
sometimes simply called trajectory generation, while [14] suggests the
term online trajectory generation to specify that sensory feedback is
used.

Surprisingly, given the popularity of the RMRC, the stability prop-
erties pertaining to the output-feedback case has not been the focus of
much research. Several stability results exist for trajectory generation,

which do not consider system dynamics and delays, and are hence not
valid when sensors are used in the feedback loop. This is the main
motivation for performing a more detailed analysis of the full-system
stability properties, which arise when using feedback from external
sensors with the RMRC.

Stability results for the continuous-time case without delays have
previously appeared in the literature. The first stability study is found
in [15], where Lyapunov analysis is used to show uniform ultimate
boundedness with a computed-torque type controller in the inner loop.
A systematic design procedure, which takes into account the inner-
loop dynamics, has been presented in [16] but for the specific case of
force control. Global exponential stability is reported in [17] for the
continuous-time case using cascade theory, again with a computed-
torque type inner loop. Most recently, uniform ultimate boundedness
is shown using a PI-controller in the inner loop [18].

However, for the discrete-time case, results only exist for very sim-
plified systems, i.e., without considering inner-loop dynamics or time
delays. The motivation behind these assumptions is that the RMRC is
used for open-loop trajectory generation rather than for feedback con-
trol. The latest result regarding the stability of the RMRC for trajectory
generation is found in [19], where input bounds, which are sufficient for
local exponential stability of the equilibrium as well as a tight estimate
of the region of attraction, are derived.

In this paper, we extend the results obtained in [19] about the sta-
bility of RMRC in the discrete-time framework by taking dynamics
of the inner loop into account and including input–output delays. The
introduction of these nonideal effects will give results, which better
represent the reality faced when dealing with control of robots with a
discrete-time control interface. The presented stability results are not
only desirable for the completeness of the literature, but also for deter-
mining how the inner-loop dynamics affects the overall stability of the
closed-loop system, especially with respect to feedback gains.

The contributions in this paper are as follows. A discrete-time linear
input/output dynamical model is proposed to describe the robot motion
under velocity servo control. Input/output data from a real industrial
manipulator are used to verify the model. The local stability of the
RMRC for the inner-loop/outer-loop velocity control architecture sub-
ject to delays, where the inner loop is assumed to have stable linear
velocity dynamics, is determined. The derivation of outer-loop gain
margins is then presented in a closed form for small delays. For arbi-
trarily high delays, a small-gain condition is derived for the outer loop
feedback gain, and a numerical method is proposed for the limit gain
computation.

This paper is organized in the following way. In Section II, the
robot model is introduced along with adopted notation. The specific
problem statement is stated in Section III, which recalls some results
of [19]. The error dynamics is derived in Section IV, followed by a
Lyapunov-based stability proof in Section V. Quantitative conditions
that the feedback gains should satisfy in order to guarantee closed-
loop stability are derived in Section VI. Experimental validation of
the theoretical findings is presented in Section VII. Conclusions and
further work are found in Section VIII.

II. ROBOT MODEL

In this section, we introduce the robot’s dynamical model and the
notation used in this paper. Please note that the robot dynamics in-
troduced now is the discrete-time input–output dynamics of the robot
under servo control, i.e., the dashed box in Fig. 1. The reference ve-
locity in the configuration space is the input and the actual position is
the output. We propose a linear model for these dynamics, which will
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be the case if for instance feedback linearization or computed torque is
used in the inner loop [15].

Consider a robotic system with configuration variables q ∈ Rn . The
position at time k ∈ Z+ is given by qk . The sampling period is T , and
the continuous time is given by t = Tk. A reference velocity q̇ref

k is
passed to the robot controller at time k. The inner-loop dynamics of each
joint are assumed decoupled, with identical convergence rates for each
joint. The assumption that all joint have the same convergence rate a is a
homogeneity assumption, as opposed to the heterogeneous case, where
ai are not all identical. Denoting the convergence rate by a ∈ (−1, 1),
the input gain as b > 0, and the input time delay by dI results in the
following robot model for the joint increment Δqk = qk − qk−1:

Δqk+1 = aΔqk + bT q̇ref
k−dI

. (1)

Here, a = 0 corresponds to a perfect velocity controller, which con-
verges in one step, a close to 1 corresponds to a slow “overdamped”
joint dynamics, and a close to−1 results in a slowly converging ”under-
damped” dynamics with oscillations. The input parameter b is expected
to fulfill b ≈ 1 for a well-behaved system, such that a commanded ve-
locity is achieved with a small error. Experiments that show how well
the proposed model describes the velocity dynamics of an industrial
manipulator are reported in Section VII-A.

III. PROBLEM STATEMENT

In this section, the problem statement is presented, and we recall the
RMRC for set-point regulation.

Let e ∈ E be the vector of task error variables of a robotic system,
with E being a domain of Rm , and let q ∈ Q be the vector of the
robotic system configuration variables, with Q being a domain of Rn

with m ≤ n, such that

e(q) : Q ⊆ Rn �→ E ⊆ Rm . (2)

For example, in a robotic manipulator, e(q) may be the position error
of the end effector, and q is the vector of joint positions, whereas in
a platoon of mobile robots, q is the vector of coordinates representing
the location of each robot, and e(q) is the vector of suitable task errors,
depending on the mission, e.g., move the centroid of the formation to
a desired location.

The robot is said to be executing its task if e = 0. The task Jacobian
is defined as J(q) = ∂ e

∂ q
∈ Rm×n . For a task redundant problem, we

have m < n using the definition in [20]. More precisely the control
objective may be stated as follows.

Determine if there exist a positive feedback gain kp , and admissible
initial conditions q0 , Δq0 , such that (1) in conjunction with

q̇ref
k = −kpJ†(qk−dO

)e(qk−dO
) (3)

implies that
lim
k→∞

‖ek ‖ = 0. (4)

In the control law (3), dO ∈ Z+ is the output delay, and qk−dO

are the delayed measurements of the configuration variables. In other
words, determine if the RMRC (3) in a closed loop with the robot
dynamics (1) will have e = 0 as a stable equilibrium point.

A. Assumptions

In this section, we state the assumptions that the results in this paper
will be based on. These assumptions are the same as considered in [19]
and are necessary for a well-posed problem in terms of existence of
solutions to (1) and (3).

1) ∃ δ ∈ R+ : ‖J(q)‖ < δ ∀ q ∈ Q.

2) ∃ β ∈ R+ : σ(JJT ) ≥ β ∀ q ∈ Q.

3) ∃ ζ ∈ R+ : ‖ ∂ 2 e i (q)
∂ q2 ‖ ≤ ζ ∀ q ∈ Q, i ∈ [1, n].

Here, as the matrix norm, the spectral norm, i.e., the largest sin-
gular value, has been assumed, and the symbol σ(X) denotes the
smallest singular value of the matrix X. Assumptions 1 and 3 impose
smoothness constraints on the task description, as they assume that the
norms of both the Jacobian and Hessian of e are bounded onQ. These
smoothness assumptions hold for example for the direct kinematics
of revolute-joint manipulators. Assumption 2 specifies that the Jaco-
bian has full rank, and is some distance away from a singularity. It is
assumed that the configuration q stays in Q for all time.

B. Preliminaries

In this section, the error dynamics of the proposed system (1) and
(3) is derived. To this end, Taylor’s theorem with explicit second-order
Lagrange remainders is used. We shortly recall the Lagrange remainder
result, which is similar to our approach, used in [19] to determine the
linearized error-dynamics. The Taylor expansion of e(q + ε) around
q for some ε ∈ Rn is given by

e(q + ε) = e(q) + J(q)ε + r(q, ε, ζ) (5)

where the Lagrange remainder r is given by

r(q, ε, ζ) =
1
2

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎣

εT ∂2e1 (q)
∂q2

∣
∣
∣
∣
q+ ζ 1 ε

ε

...

εT ∂2em (q)
∂q2

∣
∣
∣
∣
q+ ζm ε

ε

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎦

(6)

for some ζ ∈ Rn where all the elements of ζ belong to the range [0, 1].
Note that, as shown by [19, Lemma 1], assumption 3 implies that r in
(5) is bounded such that

‖r‖ ≤ ν‖ε‖2 (7)

for some ν ∈ R+ .
The discrete-time variant of the Lyapunov’s second method for de-

termining the stability of fixed points will also be used. Please see [21]
for a detailed presentation of this.

The stability proof found here and the previous proof found in [19]
are quite different. In the open-loop case previously considered, it was
possible to derive time-invariant dynamics using the norm of the task er-
ror as a scalar state. This was not possible for the output-feedback case
considered here and Lyapunov analysis is used instead. The assump-
tions used are identical in both paper, as well as the use of Lagrange
remainders.

IV. ERROR DYNAMICS ANALYSIS

In this section, a linearization of the task-error dynamics is devel-
oped. The input/output delays are lumped as d = dI + dO , and we
consider the following state vector

zk =

⎡

⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢⎢
⎢
⎢
⎢
⎣

ek−d

...

ek

Δqk−d

...

Δqk

⎤

⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥⎥
⎥
⎥
⎥
⎦

=

[
zek

zqk

]

. (8)
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Note that the increments of configuration variables zq are included in
the state z, since only the convergence to zero of the task-space error
ek is not enough to prove the stability of the algorithm. For redundant
tasks, ek = 0 does not directly imply that Δqk+1 = 0, i.e., the absence
of internal motions is not guaranteed even if the error dynamic is stable.
By also including the configuration increment in the state, it is possible
to verify that the increment Δqk tends to zero.

The proof presented in the next section is a linearization type proof.
The goal of this section is hence to derive the dynamics for the state
(8) such that the main stabilizing effects of the system appears linearly
in the error dynamics. We will in our analysis group higher order terms
which satisfy

‖r‖ ≤ α‖z‖p , p ≥ 2, α > 0 (9)

denoting them collectively as r for brevity.
The Taylor series of vector-valued functions is the main tool used

in the linearization procedure, and the expansions of the task function
may be written as

ek+1 = e(qk + Δqk+1 ) = ek + Jk Δqk+1 + r (10)

where ‖r‖ ≤ ν‖zk ‖2 by Assumption 3.
Substituting the controller equation (3) into (1) describing the dy-

namics of Δqk , we have

Δqk+1 = aΔqk − kp bTJ†k−dek−d . (11)

Therefore, in view of Assumption 3, (7), (10), and standard norm
properties, the remainder r is bounded as

‖r‖ ≤ ν‖Δqk+1‖2 ≤ ν
(
a‖Δqk ‖+ kp T |b|‖J†k−d‖‖ek−d‖

)2
.

Using Assumptions 1 and 2, the Jacobian pseudoinverse can be bounded
as

‖J†(qk−d )‖ ≤ δ

β
= η ∀q ∈ Q (12)

hence

‖r‖ ≤ ν2
1 ‖Δqk ‖2 + ν2

2 ‖ek−d‖2 + 2ν1ν2‖Δqk ‖‖ek−d‖ ≤ ν̄‖zk ‖2

where the positive constants ν1 , ν2 , and ν̄ are suitably defined. To
resolve the configuration dependent term Jk Δqk , appearing after the
substitution of (11) in (10), the Taylor series of ek−1 is evaluated as
follows:

e(qk−1 ) = e(qk −Δqk ) (13)

ek−1 = ek − Jk Δqk + r. (14)

Here, the reminder r is bounded by ‖Δqk ‖2 and thus by ‖zk ‖2 .
Solving (14) for the first-order term gives the following expression:

Jk Δqk = ek − ek−1 + r (15)

then (10) becomes

ek+1 = (1 + a)ek − aek−1 − kp bTJk J
†
k−dek−d + r (16)

where all the reminders are lumped in r. To resolve the last indetermi-
nate term, we evaluate Jk J

†
k−dek−d using the Talyor expansion of the

task Jacobian

Jk = J(qk−1 + Δqk ) = Jk−1 + R1 (Δqk ) (17)

where R1 is a matrix which satisfies ‖R1 (Δqk )‖ ≤ ν3‖Δqk ‖ using
Assumption 3. The matrix R1 may be calculated by considering the
Taylor expansions of the columns of J(qk−1 + Δqk ) around qk−1 ,

and evaluating the second-order Lagrange reminder explicitly as in (5).
Applying (17) iteratively gives

Jk = Jk−d + R1 (Δqk ) + . . . + Rd (Δqk−d+1 ). (18)

The linearization of (10) is completed by inserting (18) into (16)
and collecting the reminders noting that Riek−d , i = 1, . . . , d are all
bounded by ‖zk ‖2 such that

ek+1 = (1 + a)ek − aek−1 − kp T bek−d + r(zk ). (19)

In (19), Assumption 2 is used to equate Jk−dJ
†
k−d = Im , where the

Im denotes the m ×m identity matrix.
We will shortly comment on some noteworthy features of the lin-

earized task-error dynamics (19). It is seen that the linear part of
(19) is identical to the configuration-space dynamics (1) under pro-
portional set-point control, q̇ref = −kp (q − qref ). This is analogous
to the continuous-time case [9], disregarding the disturbance term. The
nonlinear disturbance term r(zk ), which is perturbing the error dy-
namics, is a function of current and delayed error signals as well as
position increments. This coupling of the zero dynamics does not allow
a distributed analysis such as the cascade analysis done in [17].

V. STABILITY ANALYSIS

In this section, the stability property of the error dynamics derived
in the previous section is determined. We will use Lyapunov’s second
method for discrete-time systems [21], with a quadratic Lyapunov
function candidate.1 The error dynamics previously derived has the
following state-space realization

zk+1 =

[
zek + 1

zqk + 1

]

=

[
Aee 0

Aq e (qk−d ) Aq q

][
zek

zqk

]

+ r(zk ) (20)

where

Aee =

[
0dm×m Idm

−T bkp Im As

]

(21)

As = [ 0m . . . −aIm (a + 1)Im ] (22)

Aq q =

[
0dn×n Idn

0n×dn aIn

]

(23)

Aq ek
= [J†(qk−d ) 0(d+1)n×dm ]. (24)

Due to the terms Aq e (qk−d ) and r(zk ), system (20) is a nonlinear dif-
ference equation. For the stability analysis, we note that Aq q is a Schur
matrix with eigenvalues at 0 and a. The analysis of the eigenvalues of
Aee is more involved, and is summarized in the following small-gain
condition.

Proposition 1: There exist for any delay d a feedback gain kp > 0
small enough such that Aee is a Schur matrix. Proof: See the Appendix.

For the stability analysis it is necessary to use Lyapunov theory
since the full error dynamics is nonlinear and configuration varying.
The configuration dependence is considered as a time dependence in
the remainder of the proof. For completeness, we recall the discrete-
time definition of a Lyapunov function and the discrete-time equivalent
to the LaSalle–Krasovsky Theorem.

Definition 1: Lyapunov Function [21]. Consider the discrete-time
system

zk+1 = f (k, zk ). (25)

1An application originally considered by Hurt in [21] was the stability of the
Newton–Raphson method, which is a special case of our system assuming no
dynamics in the inner loop, no delays, and a nonredundant task description.
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Let G be a set in the vector space X . Let V (k, zk ), W (zk ) be real-
valued functions defined for all k > k0 and for all z in G. If V (k, zk )
and W (zk ) are continuous in z and V (k, zk ) is bounded from below,
and

ΔVk+1 = V (k + 1, zk+1 )− V (k, zk ) ≤ W (zk ) ≤ 0 (26)

for all k > k0 and for all z ∈ G, then V is called a Lyapunov function
for the system (25) on G.

LaSalle-Krasovsky Theorem [21]: Let Ḡ = G ∪ {∞} be the closure
of G including∞ if G is unbounded. If there exists a Lyapunov function
V for (25) on G and each solution of (25) remain in G for all k > k0 ,
then the set

A = {z ∈ Ḡ : W (z) = 0} ∪ {∞} (27)

is uniformly asymptotically stable.
Consider the following quadratic Lyapunov function candidate:

V (zk ) = zT
ek

Pezek
+ zT

qk
Pq zqk

(28)

where Pe ,Pq solves the discrete time Lyapunov equations for Aee and
Aq q , respectively. The existence of the matrices Pe ,Pq are ensured by
the linear discrete-time Lyapunov theorem (see [21]). Note that the pos-
itive definiteness of Pe and Pq ensures that V is bounded from above
and below by quadratic functions of the state. The matrix Pq is for
simplicity normalized such that ‖Pq ‖ = 1. We will show local asymp-
totic stability by demonstrating that ΔVk+1 = Vk+1 − Vk < 0 close to
zk = 0. We will throughout the analysis disregard the superquadratic
terms as they vanish sufficiently close to the origin. Inserting zk+1 into
ΔVk+1 gives the following quadratic terms:

ΔVk+1 = zT
ek

(AT
eePeAee −Pe︸ ︷︷ ︸

−βe I

+AT
q ek

Pq Aq ek
)zek

+ . . .

× zT
qk

(AT
q q Pq Aq q −Pq

︸ ︷︷ ︸
−βq I

)zqk
+ 2zT

qk
AT

q q Pq Aq ek
zek

(29)

where βe and βq are positive constants given by the discrete time Lya-
punov equations forAee andAq q . Using (12) and (24), the time varying
term is bounded as

‖Aq ek
‖ = η ∀k ≥ 0. (30)

The following bounds are calculated directly from the definition of the
matrices

‖Aq q ‖ =
√

a2 + 1 = ν, ‖Pq ‖ = 1 (31)

such that

ΔVk+1 ≤ (η2 − βe )‖zek
‖2 − βq ‖zqk

‖2 + 2νη‖zqk
‖‖zek

‖.

The cross term can be handled using Young’s inequality

2‖zqk
‖‖zek

‖ ≤ ‖zek
‖2

ε
+ ε‖zqk

‖2 (32)

which gives an upper bound on ΔVk+1 in the following quadratic form:

ΔVk+1 ≤
( νη

ε
+ η2 − βe

)
‖zek

‖2 + (νηε− βq )‖zqk
‖2 .

We can choose the control analysis parameters such that the quadratic
terms are negative. In particular, with the choice βe > ν η

ε
+ η2 and

ε <
βq

η ν
, we have

ΔVk+1 (zk ) ≤ −βz ‖zk ‖2 + r(‖zk ‖) = W (zk ) (33)

for some constant βz > 0. Recall that the terms of order 3 or higher
are lumped in r(‖zk ‖).

By defining a set around the origin for which ΔV is negative

G(z∗) = {z : ‖z‖ < z∗ ⇒ ΔV ≤ 0} (34)

it is apparent by Definition 1 that function (28) is a Lyapunov function
for system (20) on G. Note that it is not necessary to consider the
closure of G with infinity since G is bounded.

In order to show asymptotic stability using Theorem 1, we need
to show that zk stays in G for all time, then zk tends to the set
−βz ‖zk ‖2 + r(‖zk ‖) = 0 on G. This is the origin as −βz ‖zk ‖2 +
r(‖zk ‖) is negative on G by construction, except for zk = 0.

To ensure that solutions stay in G for all time, we need to construct
a positive invariant set around the origin. Corollary 2 from [21] allows
us to construct such a set using the upper and lower quadratic bounds
on V , implying that sufficiently small initial conditions stay in G for
all time. The existence of these bounds are given since the chosen
Lyapunov function is quadratic. This establishes the uniform (in qk )
asymptotic stability of the origin for (20). The result of the proof is
summarized in the following.

Theorem 2: If kp is chosen small enough such that Proposition 1
holds, then e = 0 is a locally uniformly (in qk )asymptotically stable
equilibrium point for the system (1) in a closed loop with the controller
(3).

The stability of e = 0 under the nonlinear feedback (3) is hence
the same as for a linear output-feedback which is intuitively what one
might expect. During implementation, one is typically also interested
in the maximal feedback gain, which is considered in the following
section.

VI. FEEDBACK GAIN THRESHOLD

In this section, the maximum feedback gain kpm a x is analyzed.
The maximum feedback gain is interesting for tuning purposes, and
also for comparison with previous results from the literature. First, we
will consider the delay-free case, i.e., when d = 0. In this case, the
characteristic polynomial of Aee , reported in the Appendix as Eq. (45),
is (

λ2 + (kp T b − (a + 1))λ + a
)m

(35)

and thus, by applying Jury’s stability criterion, the limit gain kp as a
function of the system parameters is determined as

kp <
(1 + a)

b

2
T

. (36)

A non-minimum phase inner loop with a = −1 + ε for 0 < ε � 1 is
the worst case in terms of gain margins, with an upper bound of the
order of 2ε

bT
. It is also observed that a less accurate velocity controller,

for small b, implies that a higher gain is possible while maintaining sta-
bility. Previous results assume that a = 0, b = 1, which means perfect
inner-loop control or trajectory generation. In this case, the upper gain
margin is kp < 2

T
, which is identical to the one derived by [19]. The

result (36) presented here is thus a generalization of the results in [19].
For the case with d = 1, by resorting to (45) and to Jury criterion,

the input gain kp < (1 − a)/T b is obtained. For larger delay, d > 1,
we calculate kp numerically.

In view of the expression of the characteristic polynomial of Aee in
(45), this can be done for example, by drawing the root locus of the
transfer function

T b

λd+1 − (1 + a)λd + aλd−1 . (37)
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Fig. 2. Root locus of 37 with d = 2, a = 0.329, b = 0.975, and T = 75 ms.

Fig. 3. Limit values of kp T as a function of the parameter a for different
delays assuming that b = (1 − a).

Fig. 2 shows the root locus in the case d = 2, a = 0.329,
and b = 0.975, i.e., the values considered in the experiments (see
Section VII). The maximum value of the gain can be easily determined
as the minimum among the values corresponding to the intersections
between the root locus and the unit circle. It this case, we have a
limit gain kp = 0.4076/T = 5.435. This limit gain decreases as d in-
creases since the number of branches going outside the unit circle also
increases.

A plot of numerically computed threshold feedback gains for dif-
ferent delays is seen in Fig. 3. It is in the calculation assumed that
b = (1 − a), which implies an exponentially converging velocity re-
sponse for a constant velocity reference. It is seen that the maximum
gain decreases with higher delays, and that the input bound (36) seems
to hold for small a. Note that decreasing the sampling time T will in all
these cases allow for a higher feedback gain in the outer loop. A brief
consideration is due about the robustness. Since a small gain result has
been derived, it is always possible to find a gain small enough such that
the algorithm is stable. For example, a way to guarantee robustness to
parameters uncertainties is to set the gain considering the worst-case
estimation of the parameters.

Fig. 4. Input/output joint velocity data from the KUKA-KR16 industrial ma-
nipulator. It is seen that a first-order model accurately describes the joint’s
velocity dynamics.

VII. EXPERIMENTS

In this section, experimental results performed on a real industrial
manipulator are presented. The verification of the proposed model
(1) is first considered, followed by output feedback experiments with
varying gains. Standard six-axes industrial manipulators (Kuka KR-16)
were used in the experiments. Joint angles used in the output feedback
scheme are measured from joint encoders using the Robot Sensor In-
terface (RSI). The RSI is limited to accept only velocity commands
for motion control. Using the joint measurements for feedback control
as is done here effectively emulates sensor-based feedback schemes
which result from using position-based sensors such as cameras, laser
sensors, or structured light sensors. The controller was implemented in
MATLAB (2012a), and TCP/IP is used for the communication between
MATLAB and the RSI. The sampling period is fixed at T = 75 ms. For
more details regarding the experimental setup see [22].

A. Model verification

The model identification and verification for the KUKA-KR16 ma-
nipulator is presented in this section. Using sinusoidal velocity refer-
ences for all joints simultaneously, an identification dataset was gen-
erated consisting of several thousands samples. By using least-squares
identification, a was identified to be 0.329 ± 2e − 4 for each joint. The
input parameter b was identified as 0.975 ± 0.0015 for each joint. The
input to output time delay was identified as 3 samples, i.e., d = 2. The
small variance of the model parameters as identified individually for the
different joints show that a homogeneous model, as is considered here,
is an accurate assumption. For the model verification, the periodic input
velocity seen in Fig. 4 was commanded to each joint simultaneously.
Fig. 4 shows also a three-step ahead prediction for the joint velocity
using the identified model, which accurately predicts joint motions.

B. Sensor-based control experiments

In this section, we outline several output feedback experiments per-
formed with different feedback gains. A picture of the laboratory setup
is seen in Fig. 9. The camera-type task which is considered is to align
the end effectors wrist axis toward a given point in space p, which
produces a task function in R2 [23]. This task produces four redundant
degrees of freedom (DOF) for the 6-DOF manipulator which is used.

1) Task Kinematics: In this section, we shortly review the chosen
task kinematics, and verify that they fulfill Assumptions 1–3. Let the
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rotation matrix R describe the orientation of the end effector with the
position x(qk ), the considered task function e(qk ) is given by

e(q) =
[

y1

y3 + 1
y2

y3 + 1

]T

(38)

where the unit vector y = [y1 , y2 , y3 ]T is given by

y(qk ) = RT (qk )(p − xk )/‖p − xk ‖ ∈ R3 . (39)

To verify that this task fulfills Assumptions 1–3, we compute the first
and second partial derivatives of e with respect to joint angles qi . The
task Jacobian J, as computed in [23], is given by

J =
∂e

∂y
DJm (40)

where

∂e
∂y

= 2

[
1/(y3 + 1) 0 −y1/(y3 + 1)2

0 1/(y3 + 1) −y2/(y3 + 1)2

]

(41)

D =
[ 1
‖p−x‖S

2 (y)RT S(y)RT
]

(42)

and Jm refers to the manipulator Jacobian pertaining to the robot spe-
cific kinematics, and S(y) is the skew-symmetric operator representing
the vector product. We choose the joint space region Q as

Q = q ∈ Rn such that

⎧
⎪⎨

⎪⎩

y3 (q) > −1 + ε1

det(Jm JT
m ) > ε2

‖p − x‖ > ε3

(43)

for some arbitrarily small positive numbers εi . The disallowed config-
urations, i.e., y3 (q) = −1, correspond to an end-effector orientation
which is misaligned by 180◦. Moreover, we assume that the manipula-
tor Jacobian Jm is nonsingular on Q, and that the camera target is not
the same as the end-effector position. We verify that Assumption 1 is
fulfilled by computing the following bound of its spectral norm

∥
∥∥
∥

∂e

∂y

∥
∥∥
∥ <

2
ε1

, ‖D‖ =
√

1 + ‖p − x‖−2 . (44)

It follows from (40) that ‖J‖ < 2ε2
ε1

√
1 + ‖p − x‖−2 = δ. The details

of the computations are omitted for clarity of exposition, but are easily
computed by the definition of the spectral norm. Assumption 2 is
valid since ∂ e

∂ y
and D are nonsingular for all q, such that their matrix

product with Jm also is nonsingular. Assumption 3, imposes norm-
boundedness of the second-order partial derivatives of e with respect
to q, which we may compute individually for each matrix by the chain
rule. The partial derivatives of ∂

∂ qi
Jm are bounded for a manipulator

with rotational joints, which follows from the fact that the elements of
the manipulator Jacobian is composed of trigonometric functions of q.
The only other terms that may become unbounded are the inverse (1 +
y3 )−1 , which appear in the elements of

∂ 2 ej

∂ qi
, which is upper bounded

onQ by construction. The partial derivatives of the matrix D, is in part
composed by ∂ y

∂ q
= DJm , which is bounded by Assumption 1. The

rest of the terms contain elements of the manipulator Jacobian, and their
derivatives, which are bounded. It is hence verified that Assumptions
1–3 are true for the task (38) on Q.

Fig. 5. Closed loop response for a small gain showing convergence to the
origin for e = [e1 , e2 ]T .

Fig. 6. Closed loop response for a gain on the stability threshold showing
standing oscillations.

2) Experimental Results: Figs. 5–8 report the task function ek for
increasing feedback gains kp . For low gains, exponential-like decay of
the error is observed, while oscillations and divergence appears as the
gain is increased past the stability threshold. This behavior, which is
analogous to linear feedback systems responses, is what is expected
from the theoretical small-gain local stability derived in Section V.

The stability threshold, which corresponds to standing oscillations
seen in Fig. 6, was experimentally determined to be about kp = 4 for
the given initial condition.

The theoretical maximal gain, which is determined by considering
the eigenvalues of Aee (kp ) for the identified parameters, was calcu-
lated as kp = 5.435. The theoretical result, while being slightly higher
than the experimentally determined one, is reasonably close. The main
source of error in the gain estimate is due to the simplicity of the model.
Unmodeled effects include second-order dynamics, heterogeneous dy-
namics, and nonconstant signal delay. For instance, a delay estimate
that is too low will result in a too high feedback gain threshold. How-
ever, it is not known which of these have the highest effect on the gain
estimate.

The maximum allowed feedback in the trajectory generation case
is kpm a x = 2/T = 28.5 [19], which is higher. This is expected since
in this case no sensory feedback is used, which remove the negative
effects due to delay but is limited to open-loop control.
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Fig. 7. Closed loop response for higher gains showing divergence.

Fig. 8. Closed loop response for higher gains showing divergence from a very
small initial error.

Fig. 9. KUKA KR16 industrial robot used in the experiments.

VIII. CONCLUSION AND FURTHER WORK

This paper showed that the RMRC used for outer-loop kinematic
control with a linearly stable inner loop, produces a locally asymptot-
ically stable closed-loop system in the presence of delays. The result
is applicable to systems with both minimum and nonminimum phase
dynamics in the inner loop. A tight upper bound for the outer-loop
feedback gain was derived for small delays and a small gain result was

derived for arbitrary high delays. This result extends the knowledge
of the stability of sensor-based feedback control schemes, e.g., visual
servoing control.

In order to generalize the results future work will address hetero-
geneous inner-loop dynamics, as opposed to the homogeneous case
considered here. This extension would be applicable to, for instance,
coordinated control of nonidentical robots. Some preliminary results
for heterogeneous dynamics may be found in [24]. The relevance of
these results are currently limited as no delays are considered.

Stability results for the case where the damped pseudoinverse is
used to increase the robustness to singularities is also an interesting
extension that should be investigated in future work.

APPENDIX

PROOF OF PROPOSITION 1

The proof of Proposition 1 is presented here, which is based on
Jury’s test. Consider the characteristic equation det(Aee − Iλ) = 0

(
λd+1 − (1 + a)λd + aλd−1 + kp T b

)m
= 0. (45)

We define g = kp T b > 0 for simplicity and note that it is sufficient to
show that the roots of

f (λ) = λd+1 − (1 + a)λd + aλd−1 + g (46)

are strictly inside the unit circle. For an nth order polynomial, Jury’s
test generates n + 1 functions pi (a, g) (see [25]). If pi (a, g) are all
positive, then the solutions to (46) satisfy |λj | < 1. Since the functions
pi become quite complicated as the order i increases, we will limit our
calculation to the first two coefficients of the Taylor series of pi (g)
around g = 0, which are significantly simpler. The zeroth-order terms
are calculated as

p(g = 0) = [ 1 1 . . . 1 − a2 0 ]. (47)

These are easily calculated by generating the Jury table for f (λ)|g =0 .
The table for the first-order coefficients with the elements ∂pi =
∂ p i
∂ g

∣
∣
g =0 are calculated as

∂pi< n = 0 (48)

∂pn = − 2a(ad−1 + ad−2 . . . + a + 1) (49)

∂pn +1 = 2(1 − a). (50)

The detailed generation of p, ∂p is omitted due to the lack of space,
but is easy to replicate and both Jury tables exhibit quite simple sparse
structures. To see that (47)–(48) implies that pi > 0, generate the new
table

p
′
=

[

p1 p1p2 p1p2p3 . . .

n +1∏

i=1

pi

]

. (51)

Clearly, pi > 0 ⇐⇒ p
′
i > 0 for all i. To see that pi > 0 ⇐ p

′
i > 0,

first note that p
′
1 = p1 > 0, then divide the rest of the elements p

′
i> 1

by p1 , and note that the second element p
′
2/p1 is now equal to p2 > 0.

Iterate until the table p is replicated. The implication from left to right
is trivial. The crucial property of the coefficients p

′
i is that they are

polynomials in both g and a, in contrast with pi which are rational
functions of g, a. To verify this fact, we assume that the elements of
the jth row in the Jury-table WT

j is a polynomial in (a, g), i.e.,

WT
j = [ pj wn−1 . . . w0 ]

WT
j+1 =

[
pj − w0

w0

pj

wn−1 − w1
w0

pj

. . . 0
]
.
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Here, the first element of WT
j+1 is the next coefficient pj+1 = pj −

w0
w 0
p j

. Clearly, p
′
j+1 = pj+1pj = p2

j − w2
0 is a polynomial in both a

and g. To see that the all p
′
i are all polynomials in a and g, it suffices to

note that the first row of WT
1 contains the coefficients of f (λ), which

are first-order polynomials in a, g, and use induction.
We can now see that for some g small enough, p

′
i > 0. For the first

n − 1 elements pi , we have that p
′
i (g = 0) = 1, ∂p

′
i (g = 0) = 0, such

that

p
′
j (g) = 1 + g

N j∑

l=1

αl (a)gl , ∀j ∈ [1, n − 1] (52)

where αl (a) are now polynomials in only a, and Nj is a positive integer.
It is seen from (52) that there exist a small enough g such that p

′
j > 0.

For p
′
n , we have

p
′
n (g) = (1 − a2 ) +

N n∑

l=1

βl (a)gl (53)

and again this is positive for some g small enough. Finally, we have

p
′
n +1 (g) = 2g(1 − a) + g

N n + 1∑

l=1

εl (a)gl (54)

dividing p
′
n +1 by g shows again that for some g small enough we

have p
′
n +1/g > 0 since (1 − a) > 0. In summary, there exist some

g small enough such that p
′
n +1 > 0, which implies that pi > 0, and

hence |λi | < 1 by Jury’s test. This completes the proof.
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bility analysis of the operational space control for industrial robots using
their own joint velocity pi controllers,” Robotica, vol. 26, no. 6, pp. 729–
738, 2008.

[19] P. Falco and C. Natale, “On the stability of closed-loop inverse kinematics
algorithms for redundant robots,” IEEE Trans. Robot., vol. 27, no. 4,
pp. 780–784, Aug. 2011.

[20] E. Conkur and R. Buckingham, “Clarifying the definition of redundancy
as used in robotics,” Robotica, vol. 15, no. 5, pp. 583–586, 1997.

[21] J. Hurt, “Some stability theorems for ordinary difference equations,” SIAM
J. Numer. Anal., vol. 4, pp. 582–596, 1967.

[22] M. Bjerkeng, A. Transeth, K. Pettersen, E. Kyrkjebo, and S. Fjerdingen,
“Active camera control with obstacle avoidance for remote operations
with industrial manipulators: Implementation and experimental results,”
in Proc. IEEE/RSJ Int. Conf. Intell. Robots Syst., 2011, pp. 247–254.

[23] M. Bjerkeng, K. Y. Pettersen, and E. Kyrkjebo, “Stereographic projec-
tion for industrial manipulator tasks: Theory and experiments,” in Proc.
IEEE/RSJ Int. Conf. Intell. Robots Syst., Sep. 2011, pp. 4676–4683.

[24] M. Bjerkeng, P. Falco, C. Natale, and K. Pettersen, “Discrete-time stability
analysis of a control architecture for heterogeneous robotic systems,” in
Proc. IEEE/RSJ. Int. Conf. Intell. Robots Syst., 2013, pp. 4778–4783.

[25] M. Benidir, “On the root distribution of general polynomials with respect
to the unit circle,” Signal Process., vol. 53, no. 1, pp. 75–82, 1996.

Torso Inclination Enables Faster Walking in a Planar
Biped Robot With Passive Ankles

Tao Geng

Abstract—There is a category of biped robots that are equipped with
unactuated or passive ankles. We call them passive ankle walkers (PAWs).
Because the unactuated ankle cannot provide the push-off at the end of
stance phase as human ankles do, fast walking in PAWs is more challenging.
In this paper, in order to realize fast walking in PAWs, we propose a simple
strategy—torso inclination. To test this strategy, we studied a PAW model
with simulation and prototype experiments. The simulation has shown how
the torso inclination affects the walking speed and the energy efficiency of
the PAW. Considering the “reality gap” problem of simulation, we have
also experimentally tested this strategy with a real robot. By analyzing
both the simulated model and the experimental results of the real robot, we
identified the mechanism that accounts for fast walking in torso-inclined
PAW.

Index Terms—Biped robots, legged locomotion, limit cycle walker.

I. INTRODUCTION

In this section, we first review some typical planar biped robots that
have been designed for fast walking. Then, we explain why fast walking
is challenging in passive ankle walkers (PAWs). Finally, we propose
our strategy for fast walking in PAWs, and highlight the contributions
of this study.
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