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Abstract

This thesis is devoted to the theoretical study of spin-orbit-induced trans-
port in diffusive normal metals and superconductors. The spin-orbit interac-
tion plays a vital role in the aspiring field of spintronics, which aims to utilize
the electron spin with the ambition to enable a new generation of efficient
and powerful electronic devices. It provides a link between the spin and
charge degrees of freedom, couples spin currents of different polarizations,
and leads to the dephasing of spin information.

We elucidate the nature of the spin swapping effect, where the spin polar-
ization and the direction of flow are interchanged due to spin-orbit coupling,
and demonstrate that an intrinsic analog to the previously predicted extrin-
sic spin swapping effect can be induced by Rashba spin-orbit coupling in
two-dimensional diffusive metals. Unlike its extrinsic counterpart, intrinsic
spin swapping is a strong effect and results in a nontrivial relation between
the injected spin flow and the spin polarization. Moreover, a long-range
spin swapping effect takes place in narrow strips with intrinsic spin-orbit
coupling.

Rich and interesting physics emerge when the useful properties of supercon-
ductors are combined with spin generation and manipulation. We study in
detail spin relaxation due to magnetic impurity scattering and spin-orbit
coupling, skew scattering, the side-jump mechanism, and the spin swapping
effect. Employing the quasiclassical theory of superconductivity, we derive
kinetic equations describing the transport of spin, charge, and energy in
diffusive superconductors, and investigate how the various mechanisms are
influenced by superconducting correlations. We find that the spin Hall angle
is renormalized by the superconducting density of states and that the spin
swapping constant is renormalized implicitly through generalized diffusion
coefficients.

Additionally, we consider an inverse spin Hall effect occurring due to the
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interplay between Rashba spin-orbit coupling and Zeeman fields in S|N|S
Josephson junctions in thermal equilibrium. This combination induces an
effective vector potential in the normal conductor and gives rise to a super-
current, in analogy to the Meissner effect. Spin-orbit coupling also dimin-
ishes the depairing effects of strong Zeeman fields and leads to a long-range
propagation of ±1 triplet components on the scale of the spin-orbit preces-
sion length, providing a link between the two superconducting terminals.

It is the aim of this thesis to contribute to a fundamental understanding
of the physical properties of nanoscaled condensed matter systems, obtain
results that may inspire further research, and thereby aid the development
of novel and improved technologies in the promising field of spintronics.



Preface

This thesis is submitted to the Norwegian University of Science and Tech-
nology (NTNU) as part of the requirements for the degree of Philosophiae
Doctor. It concludes the work conducted during four years at the Depart-
ment of Physics at NTNU under the supervision of Professor Arne Brataas.
This period includes the equivalent of one year of full-time teaching work
and the equivalent of half a year of full-time coursework. The research has
been funded by the Research Council of Norway (NFR) through the project
“Magnetodynamics of Nanostructured Metal Oxides” (grant no. 182037).

This thesis consists of two parts: In the first part, we will provide a short
introduction to the research field and a discussion of the motivation for our
research. In addition, we present some of the results we obtained and give
an overview of the underlying theoretical concepts that were used. The
main part of our research is then presented in the second part, where the
papers resulting from my Ph.D. work are appended.

Severin Sadjina

Trondheim, February 2013
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1 Introduction

Developments and discoveries in science and technology have been following
a steep, for most parts exponential, path for a long time. This is illustrated
well by the history of modern electronics. In 1965, Moore [4] postulated
that the number of transistors and resistances on integrated circuits per
unit area would double every two years. This seemingly bold prediction has
proven to be uncannily accurate ever since, and has set the frame for fast-
paced research and development in the electronics industry. The density
with which elementary components are being crammed into computer chips
or memory storage devices has reached mind-boggling proportions, with
more than six million transistors1 fitting in the period at the end of this
sentence. Obviously, growth at an exponential rate is impossible to maintain,
and in the case of Moore’s law the semiconductor industry should expect
to be facing serious issues of elementary nature sometime within the next
ten to fifteen years [5]. Most notably, the miniaturization of components
to boost performance has apparent physical limits, under which electron
motion can not be controlled any longer due to quantum mechanical effects,
such as tunneling. On the other hand, Joule heating sets an upper bound
to component lifetime and viability. A surprising observation in light of
impending difficulties is the excessive focus on the electron charge.

In 1928, Dirac [6] showed that the electron does not only possess a mass and
a charge, but also an intrinsic angular momentum, which has its roots in
relativistic quantum mechanics: the spin. That this is not just an abstract
mathematical concept, but has the potential to establish a new generation
of electronics, is manifested in the emerging field of spintronics.

1Recent Intel 22 nm tri-gate manufacturing process.

1



2 Introduction

1.1 Spintronics

Spintronics is a relatively new area of condensed matter physics that studies
the properties of electron spin and aims to exploit them with the promise of
increased speed, decreased power consumption, and further miniaturization
of electronic devices. The birth of spintronics is often linked to the ob-
servation that the electric resistance of alternating layers of magnetic and
nonmagnetic metals can change by a large amount when a magnetic field is
applied. This giant magnetoresistive effect (GMR) was independently dis-
covered by Fert and Grünberg in 1988, who shared the 2007 Nobel Prize in
Physics for their discovery [5]. It was realized shortly after that the GMR
was controllable through the thickness of the interlayers [7], which would
pave the way for a commercial use and help store vast amounts of data on
mobile electronic devices, such as music players and notebooks. In 1990,
Datta and Das [8] presented their concept of a spin field effect transistor,
which serves as a well-suited example for the potential of spintronic devices:
The spin transistor’s structure is quite similar to a conventional transistor,
but while the latter utilizes the gate voltage to influence electron motion,
its spintronic analog uses its gate voltage to modify electron spin through
a controlled spin precession. This spin manipulation holds the promise of
being far less energy costly, more efficient, and providing faster switching
times. Recently, Walser et al. [9] observed an increase in the spin lifetime
of synchronized electrons in a persistent spin helix (PSH) by a factor of 30,
preserving the spin-encoded information for longer than one nanosecond.2

To think that spintronics is purely an application-based field, however, would
be a fallacy. It also relies heavily on a fundamental understanding of the
properties of the electron spin and its transport, and provides new chances
to explore the quantum character of matter.

1.2 Spin-Orbit Coupling

One mechanism that is essential by nature to the development of spintronics
is the spin-orbit interaction, because it links the charge and spin degrees of
freedom. In its presence, an initially unpolarized current acquires a spin
polarization, but it also leads to the dephasing of spin information. It

2One nanosecond is a billionth of a second and might not appear overly impressive to
a reader not familiar with the physics of the nanoworld. But it is about the time it takes
the processor of a modern mobile phone to cycle.



1.2 Spin-Orbit Coupling 3

therefore plays an important role in all of the three main fields of spintronics
research: spin injection, spin control and manipulation, and spin detection.
Following the convention used by Engel et al. [10], the mechanisms of spin-
orbit coupling can be classified into two categories:3 i) Extrinsic effects are
due to the presence of extrinsic impurities, while ii) intrinsic effects are
inherent in the band structure and remain finite even in the absence of
extrinsic impurities.

The aforementioned coupling between charge and spin is provided by the
spin Hall effect, and is a remarkable demonstration of the influence of spin-
orbit coupling on electron transport. It was predicted in 1971 by Dyakonov
and Perel [11, 12], who realized that an unpolarized electric current leads
to a transverse spin-polarized current in systems with extrinsic spin-orbit
coupling. Similarly, a spin current gives rise to a transverse electric cur-
rent in the inverse effect. Over 30 years later, Murakami et al. [13] and
Sinova et al. [14] predicted the intrinsic spin Hall effect, which results from
intrinsic spin-orbit coupling, and triggered an intense theoretical debate, see
Refs. [10, 15, 16] and references therein. The number of experimentally re-
alized spin Hall devices has increased considerably in recent years.4 This
helped to establish the relevance of the spin Hall effect in the field of spin-
tronics, demonstrating its utility as an electric or optical spin injector and
detector in nonmagnetic systems. Metal-based spin Hall devices [18, 19]
have demonstrated that nonmagnetic electrodes can be used for spin gen-
eration and detection [20]. In semiconductors, the attention has been fo-
cused on optical detection [21, 22, 23], and it was realized that the inverse
spin Hall effect facilitates the direct electric detection of the polarization of
light by generating electric currents from optically induced pure spin cur-
rents [24, 25]. Some devices combine electric spin detection through the
inverse spin Hall effect with an electric manipulation of the spin-orbit in-
teraction [26, 27], which could constitute an important step towards the
realization of a spin field effect transistor.

Recently, graphene layer systems and surface-state systems in three-dimen-
sional topological insulators have caught the attention of spintronics re-
search.5 The electron properties in these systems are closely related, but
while spin-orbit coupling is weak in graphene, it is strong in topological in-

3We shall use this classification throughout this thesis for consistency.
4For a recent overview of spin Hall effect devices and experimental realizations, see

Jungwirth et al. [17] for instance.
5A recent account of past and ongoing research in these systems can be found in

Refs. [28, 29] and references therein.



4 Introduction

sulator surface systems. The spintronics potential for graphene is given as
an unusually efficient spin conservator, providing extreme long-range prop-
agation of spin information [30, 31]. Topological insulator surface systems,
on the other hand, hold the promise of efficient tools for spin generation via
the spin Hall effect [32], for example.

Aside from the coupling of charge and spin provided by the spin Hall effect,
the spin-orbit interaction also creates a link between spin currents of differ-
ent polarizations. This so-called ‘spin swapping’ effect was first predicted
by Lifshits and Dyakonov [33] in systems with extrinsic spin-orbit coupling.
In its simplest manifestation, spin swapping interchanges the spin current
flow direction and its polarization direction. In a sample, this gives rise to
the accumulation of ‘swapped’ spin polarizations at the lateral edges when a
spin current is injected. A deeper understanding of the spin-orbit coupling
also motivated the research presented in Paper [2], where we demonstrate
that the spin swapping effect also exists in two-dimensional metals with
intrinsic Rashba spin-orbit coupling, and in Paper [3], where we study the
spin Hall effect and spin swapping in superconductors in detail.

1.3 Superconductivity

In 1911, the same year in which Rutherford discovered the atomic nucleus,
Onnes [34] made the remarkable observation that the electric resistance of
solid mercury completely vanishes6 below a sharply defined temperature of
around 4.2 K. Soon after, lead and tin joined the list of materials to ex-
hibit this strange and intriguing behavior below a certain temperature, and
many more would follow. This property of perfect conductance is one of na-
ture’s most fascinating phenomena, because it so fundamentally contradicts
our common sense conception of the characteristics of macroscopic physical
systems. Electric currents set up inside superconducting rings have been ob-
served to persist for one year without any measurable decay [36], implying
that the time it would take for the current to completely vanish could be as
long as, or even longer than, the estimated age of the universe [35]. The next
breakthrough in understanding superconductivity occurred in 1933, when
Meissner and Ochsenfeld [37] discovered that magnetic field lines are spon-

6Strictly speaking, it is impossible to measure zero resistance or, alternatively, infi-
nite conductance. Rather, a drop of several orders of magnitude in the resistance was
detected. Onnes himself held on to the belief that a tiny resistance would remain below
the superconducting critical temperature [35].
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taneously expelled from the interior of a superconducting material when it
is cooled below its critical temperature. This meant that superconductiv-
ity could no longer be attributed to perfect conductance alone, but instead
constitutes a new thermodynamic state characterized also by perfect dia-
magnetism.

The first theoretical description of superconductivity emerged in 1935, when
London and London [38] showed that the Meissner effect discovered two
years earlier is due to a minimization of the free energy carried by super-
conducting current. What was lacking, however, was a theory formulated
from first principles. Based on important insights gained by Maxwell [39]
and Reynolds et al. [40], a complete microscopic theory of superconductivity
was finally presented 46 years after Onnes’ discovery of perfect conductance
by Bardeen, Cooper and Schrieffer [41], who were able to explain the phe-
nomenon in terms of an effective attractive interaction between electrons
mediated by phonons. According to their theory, the ground state becomes
unstable below the critical temperature, and electrons of opposite spins
start forming so-called Cooper pairs, which experience a gap in their energy
spectrum. For sufficiently low temperatures, the thermal energy of the lat-
tice is smaller than this energy gap, and no interaction between the Cooper
pairs and the lattice can take place. Consequently, the condensate becomes
a superfluid and all traces of electric resistance vanish. Superconductivity
is thus a purely quantum mechanical phenomenon on a macroscopic scale,
based on the phase coherence of the many-body wave function. In 1959,
Gor’kov [42] formulated the theory of superconductivity in terms of Green’s
functions and further helped the BCS model to become a powerful tool
for the theoretical study of superconductivity. Eilenberger [43] contributed
with important improvements, introducing a quasiclassical scheme based on
the realization that the energies involved are typically much smaller than
the Fermi energy. This allowed for a greatly simplified treatment of a wide
range of phenomena and resulted in more intuitive transport-like equations.

In 1962, Josephson [44] discovered that when two superconductors are con-
nected by a weak link, they are able to sustain a supercurrent, induced
by a difference in the phases of their macroscopic wave functions, without
any applied voltage. A weak link can, for instance, consist of an insulat-
ing material (S|I|S) or a normal metal (S|N|S). This discovery, for which
Josephson was awarded the 1973 Nobel Prize in Physics, lead to a wide
range of applications for Josephson junctions. Nowadays, superconductors
are able to provide significant improvements over alternative methods, or
enable applications that would not even be possible without superconduc-
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tivity. One of the most notable implementations of Josephson junctions are
superconducting quantum interference devices (SQUIDs), which offer the
most accurate detection and measurement of magnetic fields. SQUIDs are,
for instance, used in mobile phone base stations or to conduct noninvasive
studies of brain activity [35]. On large scales, superconductors facilitate
high-capacity power lines and the use of large magnetic fields for medical,
scientific, and industrial purposes.

1.4 Superspintronics

Interesting and rich physics occurs when superconductors, in which the
movement of electrons is dissipationless and the ground state exhibits macro-
scopic coherence, and nonsuperconducting materials are combined. Within
the field of spintronics, superconductors offer possibilities to enhance effects,
utilize novel phenomena, or retrieve information on physical processes that
would not be accessible in the normal state.

There has been a growing interest in spin injection into superconductors in
order to investigate the interplay between superconductivity and spin accu-
mulation [45, 46, 47, 48]. Superconducting correlations cause various spin
transport mechanisms to become temperature dependent. In nonlocal ge-
ometries, which allow the study of spin transport properties in the absence
of charge currents, a great enhancement in the spin signal below the super-
conducting critical temperature has been reported [49, 50]. In the elastic
transport regime, the nature of spin-flip processes determines their temper-
ature dependence in the superconducting state and facilitates a spin-flip
spectroscopy [49], in order to determine which mechanism is more efficient.

The interplay of magnetism and superconductivity also has attracted con-
siderable attention. The proximity effect arises when magnetic materials
are brought in contact with superconductors and cause the suppression of
superconductivity through the exchange interaction. These exchange effects
can be mitigated by the insertion of ultrathin tunnel junctions, allowing an
efficient injection of spin-polarized currents into superconductors [51, 46].
Aluminum layers sandwiched between ferromagnetic electrodes with mag-
netic tunnel junctions exhibit a giant increase in the spin lifetime below the
critical superconducting temperature, as demonstrated recently by Yang et
al. [48]. In superconducting spin switches, where a superconductor is sand-
wiched between two ferromagnet, the critical temperature is determined
by the magnetization configuration [52]. On the other hand, a strong size
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and temperature dependence of the magnetization-dependent resistance is
found in F|S|F spin valves [53]. The contest between the ferromagnetic
and superconducting order parameters also leads to some unusual effects
in S|F structures. While singlet components of the Cooper condensate de-
cay fast inside the adjacent ferromagnet, the triplet components exhibit a
long-range propagation and lead to a significant increase of the ferromagnet
conductance below the superconducting critical temperature [54].

Some superconductivity-induced features of the spin Hall effect originating
from intrinsic spin-orbit coupling were studied theoretically in s-wave bulk
superconductors [55], and in S|N|S Josephson junctions [56]. Another exam-
ple of the coupling between charge and spin that the spin Hall effect pro-
vides is the generation of supercurrents through the interplay of spin-orbit
coupling and magnetic fields in thermal equilibrium in S|N|S Josephson junc-
tions. In addition, this interplay also facilitates a long-range propagation of
spins through the system. Paper [1] is devoted to the study of these effects.

In the inelastic transport regime, a great enhancement of the extrinsic spin
Hall effect signal in nonlocal geometries has been predicted by Takahashi
and Maekawa [57, 47, 50]. It is interesting to examine how the extrinsic
spin Hall effect is renormalized by superconductivity in the elastic trans-
port regime, and whether a spin swapping effect also exists in the supercon-
ducting state. This problem inspired the research in Paper [3], where we
derive spin, charge, and energy transport equations based on a quasiclassical
approach and study the superconducting renormalizations of the spin Hall
effect and the spin swapping effect in the presence of extrinsic spin-orbit
coupling.

1.5 Outline

This thesis is organized as follows: We first give an overview of the quasiclas-
sical theory of superconductivity in Chapter 2 which is our most important
theoretical tool for studying spin transport. In Chapter 3, we then intro-
duce and discuss relevant spin transport mechanisms. The ensuing chapters
are devoted to the effects and systems that we consider and present some
of the main results: In Chapter 4, we discuss spin transport in diffusive
superconductors and study how the spin swapping effect and the spin Hall
effect are influenced by superconducting correlations. Next, we elucidate
the intrinsic spin swapping effect and compare it to its extrinsic analog in
Chapter 5. Lastly, we investigate how the interplay of intrinsic spin-orbit
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coupling and magnetic fields gives rise to an equilibrium inverse spin Hall
effect in S|N|S Josephson junctions in Chapter 6. A conclusion and some
personal thoughts on the outlook of the research is appended to the end of
each chapter.



2 Theoretical Formalism

The main theoretical tool that we employ in this thesis, is the quasiclassi-
cal theory of superconductivity in terms of nonequilibrium Keldysh Green’s
functions. While the presence of disorder and impurities practically pro-
hibits the exact quantum mechanical description of transport in nanoscale
systems, the traditional semiclassical approach centered around the Boltz-
mann equation fails to describe coherence-dependent phenomena, such as
superconductivity. Green’s functions, on the other hand, are exact quantum
mechanical objects containing information on coherence, while disregarding
small-scale information that is irrelevant for the calculation of macroscopic
properties. The present chapter is meant to provide an overview of the
quasiclassical theory of superconductivity, to introduce relevant concepts,
and to lay the groundwork for subsequent chapters. More comprehensive
reviews can be found in, for example, Refs. [58, 59, 60, 61, 62] and references
therein.

2.1 Quasiclassical Theory of Superconductivity

In order to describe a nonequilibrium system, the distribution of nonequi-
librium excitations and their spectra need to be known. With respect to
the Green’s function formalism, all the different tasks for studying nonequi-
librium transport boil down to finding the time-dependent Green’s function
of the system. A general difficulty is the lack of a proper time-ordering
procedure in the definition of the real-time Green’s functions for supercon-
ducting systems. So far, two equivalent methods have been worked out to
resolve this issue and obtain real-time Green’s functions: the theory devel-
oped by Gor’kov and Eliashberg [63, 64] utilizes the Matsubara technique
and an analytic continuation from imaginary to the real-time frequencies,

9



10 Theoretical Formalism

while the method due to Keldysh [65] uses real-time Green’s functions di-
rectly together with special ordering rules and provides a relatively simple
and transparent description of nonequilibrium superconductivity. Both are
well suited to the study of nonequilibrium transport in mesoscopic supercon-
ductors. Here, we shall focus on the Keldysh Green’s function formalism
for dirty superconductors, where strong elastic impurity scattering renders
the Green’s function almost isotropic.

2.1.1 Green’s Functions

The starting point when deriving kinetic equations for a dirty superconduc-
tor is the definition of Green’s functions in terms of quantum statistical
averages of field operators in the Nambu-Gor’kov formalism. To this end, it
is convenient to introduce a 4-component vector notation,

ψ̂†(1 ) =
(
ψ†↑(1 ), ψ†↓(1 ), ψ↑(1 ), ψ↓(1 )

)
, (2.1)

where ψσ is the field annihilation operator for spin σ, and 1 = (r1 , t1 ) is
comprised of the spatial and temporal coordinates. This allows us to define
superconducting Green’s functions in a similar fashion as the Green’s func-
tions for a conventional conductor [59]. In this sense, a natural1 definition
of the retarded Green’s function is

ĜR
ij(1 , 1 ′) = −iΘ(t1 − t1 ′)

∑

k

(τ̂3)ik
〈[
ψ̂k(1 ), ψ̂†j(1 ′)

]
+
〉
, (2.2a)

where Θ(t) is the Heaviside step function, 〈. . . 〉 denotes a quantum sta-
tistical average, and [A,B]± = AB ± BA. Furthermore, we introduced a
generalization of the third Pauli matrix τ̂3 = diag(1, 1,−1,−1). Similarly,
the advanced Green’s function is defined as

ĜA
ij(1 , 1 ′) = iΘ(t1 ′ − t1 )

∑

k

(τ̂3)ik
〈[
ψ̂k(1 ), ψ̂†j(1 ′)

]
+
〉
. (2.2b)

These Green’s functions are 4 × 4 matrices in spin ⊗ particle-hole space.
We denote such matrices with a ‘hat’ superscript (see Appendix A.4). Gen-
erally speaking, the retarded and the advanced Green’s functions contain
information on the spectral properties of the system. For example, they

1Our choice of definition for the Green’s functions is by no means unique, and numerous
other definitions exist. Physical observables are, of course, independent of this choice,
which boils down to personal preference and convenience with regard to the system one
aims to study.
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determine the energy dependence of the density of states in the supercon-
ducting state and how various transport mechanisms, such as diffusion or
spin relaxation, are renormalized below the superconducting critical tem-
perature, as we shall see in later chapters. The Keldysh Green’s function is
defined as

ĜK
ij(1 , 1 ′) = −i

∑

k

(τ̂3)ik
〈[
ψ̂k(1 ), ψ̂†j(1 ′)

]
−
〉

(2.2c)

and determines the kinetic properties of the system, such as the currents
and the distribution functions.

Using the Heisenberg equation of motion for the field operators ψσ and ψ†σ,
an equation of motion is derived for the pseudo-spinor ψ̂:

(
τ̂3i∂t1 − Ĥ(1 )

)
ψ̂(1 ) = 0. (2.3)

The Hamiltonian for a diffusive superconductor is

Ĥ(1 ) = −1̂ 1
2m∂2

r1− 1̂µ+ ∆̂(1 ) + Ûtot(r1 ), (2.4)

where µ is the electrochemical potential, Ûtot is the local potential, and we
introduced the identity matrix in particle-hole space 1̂. It is beneficial to
choose a gauge where the superconducting order parameter

∆(1 ) = λ(r1 )〈ψ↓(1 )ψ↑(1 )〉 (2.5a)

is a real quantity. Here, λ is the interaction strength. Superconducting
correlations are then described via the gap matrix

∆̂(1 ) =




0 0 0 ∆(1 )
0 0 −∆(1 ) 0
0 ∆(1 ) 0 0

−∆(1 ) 0 0 0


 . (2.5b)

We include the effects of elastic impurity scattering

Û(r) = 1̂
∑

i

u(r − ri) (2.6)

in the local potential Ûtot. Here, u(r − ri) is the ith elastic scattering
potential at position ri. In Chapter 3, we will in addition include magnetic
impurity scattering and spin-orbit coupling.
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By constructing an 8× 8 Green’s function matrix in spin ⊗ particle-hole ⊗
Keldysh space,

Ǧ =
(
ĜR ĜK

0̂ ĜA

)
, (2.7)

and using Eqs. (2.2) and (2.3), the equation of motion for the thus defined
Green’s function matrix can be cast in a rather compact form:

(
τ̂3i∂t1 − Ĥ(1 )

)
Ǧ(1 , 1 ′) = 1̌δ(1 − 1 ′). (2.8)

Here, 1̌ is the identity matrix in Keldysh space. Such matrices are denoted
with a ‘check’ superscript. This equation of motion provides an exact quan-
tum mechanical description of nonequilibrium transport down to the atomic
level. Using it directly to treat real systems, though not impossible, usually
proves rather cumbersome due to the unessential and redundant informa-
tion it contains. Moreover, the presence of impurities causes the Green’s
function to oscillate rapidly on length scales of the Fermi wavelength λF as
a function of the relative coordinate r = r1 − r1 ′ . Eq. (2.8) is, however,
a natural starting point for approximations in order to obtain simplified
equations.

2.1.2 The Quasiclassical Approximation

Fortunately, the short-ranged oscillations contained in the relative coordi-
nate r, which are due to the specific microscopic properties of a given sys-
tem, are irrelevant for the calculation of the macroscopic properties, which
are governed by the features of the nonequilibrium state. This means that
we can make use of the so-called gradient approximation and expand the
Green’s function in terms of a Taylor series in the relative coordinates r
and t = t1 − t1 ′ around the center-of-mass coordinates R = (r1 + r1 ′)/2
and T = (t1 + t1 ′)/2. To this end, it is convenient to shift the frame of
reference to the center-of-mass coordinates and perform a Fourier transfor-
mation in the relative coordinates (see Appendix A.1). In order to study
stationary transport in bulk superconductors and superconducting hybrid
structures, it is generally sufficient to keep only zeroth order terms in the
expansion. In addition, to describe nonequilibrium superconductivity one
is interested in quasiparticles with a momentum around the Fermi momen-
tum pF. Consequently, the Green’s function’s weak dependence on the
magnitude of the momentum can be eliminated by integrating over the ki-
netic energy ξp = p2/2m while preserving the relevant dependence on the
direction of the velocity vF = pF/m. This is known as the quasiclassical
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approximation. It allows for a greatly simplified treatment of a wide range
of phenomena and results in more intuitive transport-like equations, as we
shall see in Chapter 4.

2.1.3 Impurity Average and Self-Energy

In developing a quasiclassical theory in which quantities do not depend on
the properties of a specific sample, we need to replace the Green’s function
and the local potential by average quantities that are defined on length
scales much larger than the impurity mean free path ltr and independent of a
particular impurity configuration. The effects of the local potential are then
included in the self-energy. Within the self-consistent Born approximation
it is calculated from, see Fig. 2.1(a),

Σ̌(1 , 1 ′) =
〈
Ûtot(r1 )Ǧc(1 , 1 ′)Ûtot(r1 ′)

〉
c, (2.9)

where 〈. . . 〉c denotes averaging over all possible impurity configurations, and
Ǧc = 〈Ǧ〉c is the impurity-averaged Green’s function matrix of Eq. (2.7).
The self-energy (2.9) only includes irreducible diagrams, in other words,
we assume that scattering potentials are uncorrelated and demand that
〈Ûtot〉c = 0.

(a) (b)

Figure 2.1: Self-energy diagrams. (a) Self-consistent Born approximation.
(b) Third order contribution which determines skew scattering.

Some effects need to be treated outside the framework of the self-consistent
Born approximation (2.9). An example is skew scattering which contributes
to the spin Hall effect. In order to include it, the calculations need to be
extended to at least third order in the scattering potential [66, 10], see
Fig. 2.1(b).
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2.1.4 Eilenberger Equation

By subtracting the equation of motion (2.8) from its conjugate and incor-
porating the quasiclassical approximation, the Eilenberger equation is ob-
tained. For a stationary state it is, to lowest order in the gradient approxi-
mation,

0 = ivF ·∇ǧ +
[
τ̂3ε, ǧ

]
− −

[
∆̂, ǧ

]
− −

[
σ̌, ǧ

]
−, (2.10)

where ε denotes the quasiparticle energy,

ǧ(R,pF, ε) = i
π

∫

Γ
dξp

∫
dr e−ip·r

∫
dt e iεtǦc(R, r, t)

∣∣∣
p=pF

, (2.11)

is the quasiclassical Green’s function, and the self-energy Σ̌ was replaced by
its quasiclassical approximation σ̌, in order to have a closed set of equations
and a complete quasiclassical theory. Following Eilenberger [43], the inte-
gration contour in Eq. (2.11) is given in terms of two closed semicircles rep-
resenting the physically relevant low-energy contribution Γ. Alternatively,
a high-energy cutoff can be used in the integration, as done by Serene and
Rainer [58]. The Eilenberger equation does not determine the quasiclassi-
cal Green’s function uniquely and we therefore also need to introduce the
normalization condition2

ǧ2 = 1̌. (2.12)

We have thus traded the complexity and some of the unessential information
that Eq. (2.8) contains in for the simpler and more intuitive Eilenberger
equation (2.10), which is a counterpart of the Boltzmann equation.

2.1.5 The Dirty Limit

The quasiparticles’ momentum direction is randomized by elastic scattering
events. In diffusive systems, where elastic impurity scattering is strong, the
corresponding contribution to the self-energy is the dominating term in the
Eilenberger equation. As a consequence, the quasiclassical Green’s function
becomes almost isotropic and can be conveniently expanded in spherical
harmonics up to first order,

ǧ(R,pF, ε) ≈ ǧs(R, ε) + ep · ǧ(R, ε), (2.13a)

2A detailed proof of the normalization condition can be found, for example, in Ref. [67].
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where ǧs and ǧ are the isotropic and anisotropic Green’s functions, respec-
tively, and ep = pF/|pF|. This is known as the dirty limit. From the
normalization condition (2.12), we obtain

ǧ2
s = 1,

[
ǧs, ǧ

]
+ = 0. (2.13b)

The self-energy contribution from elastic impurity scattering (2.6) can be
computed within the self-consistent Born approximation in terms of Eq. (2.9)
from

Σ̌imp(1 , 1 ′) = n

∫
dri u(r1 − ri)Ǧc(1 , 1 ′)u(r1 ′ − ri), (2.14a)

where n is the impurity concentration. Using Eq. (2.13a), in the quasiclas-
sical approximation it reads

σ̌imp(R,pF, ε) = − i
2τ ǧs(R, ε)−

i
2
(1
τ
− 1
τtr

)(
ep · ǧ(R, ε)

)
, (2.14b)

where
1
τ

= 2πnN0
〈∣∣u(ep · eq)

∣∣2
〉

F
(2.14c)

and

1
τtr

= 2πnN0
〈∣∣u(ep · eq)

∣∣2(1− ep · eq)
〉

F
(2.14d)

are the elastic scattering rate and the inverse transport relaxation time,
respectively. Here, N0 is the density of states at the Fermi level in the
normal state and 〈. . . 〉F =

∫ deq
4π . . . denotes taking the angular average with

respect to eq.

This now allows for a decomposition of the Eilenberger equation into an even
and an odd part with respect to the momentum by carrying out angular
averages over the momentum direction. The anisotropic Green’s function is
determined by the odd part,

ǧ = −ltrǧs∇ǧs, (2.15)

where ltr = vFτtr is the impurity mean free path. Contributions involving
the energy ε and the superconducting order parameter ∆ are neglected in
Eq. (2.15) compared to the dominating elastic impurity scattering (2.14).
The spin, charge, and energy currents are computed from the anisotropic
Green’s function, as we shall see shortly. Using Eq. (2.15) in the Eilenberger
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equation after inserting the Green’s function expansion (2.13a) and perform-
ing the angular average yields an equation that determines the isotropic
Green’s function and is a counterpart of the drift-diffusion equation. This
is known as the Usadel equation and it is given by

0 = D∇ · (ǧs∇ǧs
)

+ i
[
τ̂3ε, ǧs

]
− − i

[
∆̂, ǧs

]
−, (2.16)

where D = vFltr/3 is the diffusion constant. The presence of magnetic
impurities and spin-orbit coupling results in additional contributions to the
Usadel equation (2.16) and to the expression for the anisotropic Green’s
function (2.15). We shall discuss these and their influence on spin transport
in Chapter 4.

2.1.6 Parameterization

The Usadel equation describes the flow of spin, charge, and energy in diffu-
sive superconducting hybrid structures. However, it is still an 8× 8 matrix
equation in spin ⊗ particle-hole ⊗ Keldysh space and thus rather unwieldy.
In order to derive scalar equations from it, we observe that the normalization
condition (2.12) allows to express the Keldysh isotropic Green’s function in
terms of the distribution matrix ĥ:

ĝK
s = ĝR

s ĥ− ĥĝA
s . (2.17)

The advanced isotropic Green’s function can in general be expressed in terms
of the retarded isotropic Green’s function,

ĝA
s (R, ε) = −(τ̂3ĝ

R
s (R, ε)τ̂3

)†
, (2.18a)

and symmetry considerations allow to write the retarded isotropic Green’s
function as

ĝR
s (R, ε) =




gR
s (R, ε) 0 0 fR

s (R, ε)
0 gR

s (R, ε) −fR
s (R, ε) 0

0 fR
s (R, ε) gR

s (R, ε) 0
−fR

s (R, ε) 0 0 gR
s (R, ε)


 (2.18b)

if a singlet superconducting state is assumed. The matrix elements gR
s and

fR
s depend on position and energy and determine how the various transport

mechanisms renormalize below the superconducting critical temperature.
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They are obtained from the retarded (upper-left) matrix block of the Usadel
equation together with the normalization condition,

(
gR

s (R, ε)
)2 − (fR

s (R, ε)
)2 = 1. (2.18c)

For energies far above the gap, the functions approach their normal state
limits (gR

s → 1 and fR
s → 0) while they diverge for energies close to the

superconducting order parameter.

2.1.7 Distribution Functions

From the Keldysh (upper-right) matrix block of the Usadel equation (2.16)
one obtains a kinetic equation of motion for the distribution matrix ĥ, and
since it is a linear equation, we can assume that ĥ is diagonal with respect
to particle-hole space. Consequently, it can be decomposed according to

ĥ = τ̂3(h+ α̂j hj) + 1̂(hε + α̂j hεj), (2.19)

where hε and h are the energy and charge distribution functions, respec-
tively, and hεj and hj are the spin-energy and spin distribution functions,
respectively. Here, the subscript (j) denotes the spin polarization direction.
Relevant physical quantities can now be extracted from the energy resolved
distribution matrix ĥ. For example, the electric charge density is given by

Q(R) = −eN0
2

∫
dεNS(R, ε)h(R, ε), (2.20)

where e = −|e| is the electron charge and

NS(R, ε) = Re
[
gR

s (R, ε)
]

(2.21)

is the density of states in the superconducting state normalized by N0. The
charge distribution function can be extracted with a trace operation,

h(R, ε) = 1
4 Tr

[
τ̂3ĥ(R, ε)

]
.

The expressions for the spin, energy, and spin-energy distribution functions
are obtained in a similar fashion.
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2.1.8 Currents

Let us now derive current expressions related to the distribution functions
of the previous section. To this end, we define the particle current density
in terms of the pseudo-spinor of Eq. (2.1) as

Ji(1 ) = 1
2 Tr

[
Re
[〈
ψ̂†(1 )v̂i(r1 )ψ̂(1 )

〉]]
, (2.22a)

and the spin current density as

Jij(1 ) = 1
2 Tr

[
Re
[〈
ψ̂†(1 )α̂j v̂i(r1 )ψ̂(1 )

〉]]
, (2.22b)

where the indices i and j denote the flow direction and the spin polarization
direction, respectively, and

v̂(r) = −1̂ i
m
∂r (2.23)

is the velocity operator in spin ⊗ particle-hole space. Note that in the pres-
ence of magnetic impurities or spin-orbit coupling, the spin current density,
as defined by Eq. (2.22b), is not a conserved quantity and does not obey
a simple continuity equation (as the charge current density does). Other
definitions of spin currents have been proposed, see Refs. [68, 69, 70], for
example. It is convenient to define an energy-resolved matrix current in
terms of the Keldysh anisotropic Green’s function,

̂(R, ε) = vF
6 ĝ

K(R, ε), (2.24)

such that the currents of Eqs. (2.22) in the quasiclassical approximation are
given by

Ji(R) = −N0
4

∫
dε Tr

[
τ̂3̂i(R, ε)

]
(2.25a)

and

Jij(R) = −N0
4

∫
dε Tr

[
τ̂3α̂j ̂i(R, ε)

]
. (2.25b)

In addition to the aforementioned corrections to Eqs. (2.15) and (2.16) due
to magnetic impurities and spin-orbit coupling, the velocity operator (2.23)
acquires anomalous contributions in the presence of spin-orbit coupling.
These shall be discussed in Chapters 3 and 4.
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2.1.9 Boundary Conditions

The quasiclassical approximation, which assumes that relevant quantities
vary on length scales much larger than the Fermi wavelength, naturally
breaks down in the vicinity of interfaces. However, the quasiclassical Green’s
functions describing two distinct regions 1 and 2 can be connected across
an intermediate boundary surface with the aid of scattering theory. In the
limit of a low-transparency interface perpendicular to the x direction, the
boundary condition reads [71, 72]

2σǧ(2)
s ∇xǧ(2)

s = GT
[
ǧ(2)

s , ǧ(1)
s
]
−, (2.26)

where σ = 2e2N0D is the conductivity, GT = e2N0vF〈epxT (epx)/R(epx)〉F
is the interface conductance, and T and R are the interface transmission
and reflection coefficients, respectively.

2.2 The Normal Limit

A trait of the nonequilibrium Keldysh Green’s function formalism intro-
duced in the previous section is that, once established, it also describes
nonequilibrium transport in the normal state above the superconducting
critical temperature. Naturally, it would be rather pointless to use the the-
oretical description of a superconducting system as a basis to only describe
spin transport in the normal state and having to cope with the added layer of
complexity that superconducting correlations call for. But for our intended
purpose of providing a fundamental footing for the research presented in
this thesis, the quasiclassical theory of superconductivity is not only a pow-
erful tool to describe superconducting systems, such as those considered in
Papers [1] and [3]. It also facilitates our discussion of the extrinsic spin
swapping effect, which we study together with its intrinsic analog in two-
dimensional diffusive metals in Paper [2]. The transition to the description
of a normal metal is straightforward: By letting the superconducting order
parameter approach zero, ∆ → 0, the retarded and the advanced Green’s
functions become ĝR

s = −ĝA
s = 1̂. The distribution functions and currents

are then determined by the diffusion equations and current expressions in
a diffusive normal metal. We shall make use of this so-called normal limit
in Chapter 5 for illustrative purposes, when we discuss the extrinsic spin
swapping effect.





3 Spin Transport Mechanisms

Various spin-dependent scattering mechanisms influence transport in meso-
scopic devices and give rise to important, rich, and interesting effects. Of
central interest is the spin-orbit coupling, which is the foundation of numer-
ous physical phenomena significant for spin generation and spin manipula-
tion in many spintronic systems. It leads to the decay of spin populations
and spin currents through spin relaxation, to the coupling of charge and
spin through the spin Hall effect, and to the generation of transverse spin
currents from injected longitudinal spin currents through the spin swapping
effect. In the present chapter, we discuss the relevant spin-dependent effects
and how they influence the transport in diffusive metals and superconduc-
tors. The mathematical framework is provided by the quasiclassical theory
of superconductivity, which we introduced in the previous chapter. Cor-
responding expressions for normal metals can readily be obtained in the
normal limit, see Section 2.2. Following the convention of Ref. [10], we clas-
sify the mechanisms of spin-orbit coupling into two categories: i) Extrinsic
effects are due to the presence of extrinsic impurities, while ii) intrinsic
effects are inherent in the band structure and remain finite even in the ab-
sence of extrinsic impurities. We first review extrinsic spin-orbit-induced
effects, such as spin relaxation, skew scattering, the side-jump mechanism,
and the extrinsic spin swapping effect in Section 3.1. We then discuss the
influence of magnetic impurities on spin transport and superconductivity in
Section 3.2, and, lastly, briefly introduce intrinsic Rashba-type spin-orbit
coupling in Section 3.3. The extrinsic spin-dependent effects presented in
this Chapter are then incorporated into the quasiclassical theory of supercon-
ductivity and further discussed in Chapter 4. The intrinsic spin swapping
effect is studied in more detail in Chapter 5 and compared to its extrinsic
analog, and in Chapter 6, we elucidate the inverse spin Hall effect in S|N|S
Josephson junctions due to intrinsic spin-orbit coupling.

21
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3.1 Extrinsic Spin-Orbit-Induced Effects

The presence of spin-orbit coupling at extrinsic impurities can be understood
as originating from intrinsic spin-orbit coupling inside the band structure.
This intraband spin-orbit interaction renormalizes the interaction strength
γ0, causing a spin- and velocity-dependent shift in the physical position
operator,1

r → r̂eff = r + r̂so, r̂so = −γ(τ̂3α̂× p), (3.1)

such that, to first order in γ,

Û(r̂eff) = Û(r) + Ûso(r),

where Û is the elastic impurity scattering potential of Eq. (2.6) and

Ûso(r) =
∑

i

ûso(r − ri) = −iγ
∑

i

(
τ̂3α̂×∇u(r − ri)

) · ∂r (3.2)

describes extrinsic spin-orbit coupling. This shift r̂so is known as the anoma-
lous coordinate or the Yafet term [73, 10]. Furthermore, we introduced a
generalization of the vector of Pauli matrices to spin ⊗ particle-hole space:

α̂ =
(
σ̄ 0
0 σ̄∗

)
, (3.3)

where σ̄ = (σ̄x, σ̄y, σ̄z)T is the vector of conventional 2 × 2 Pauli matri-
ces. The consequences of Eqs. (3.1) and (3.2) to spin-dependent transport
are numerous and include spin relaxation, skew scattering, the side-jump
mechanism, and spin swapping. Most of these effects can be understood
qualitatively by considering the simple schematics in Fig. 3.1, which depicts
scattering at a repulsive impurity center. A polarized carrier in the vicinity
of the impurity experiences a magnetic field B ∝ v × E in its frame of
reference. This magnetic field is perpendicular to the carrier trajectory and
has opposite signs for opposite scattering directions. This has important
consequences on the transport of spin and charge, which we shall discuss in
the following.

1Here, we choose the sign of γ such that spin-orbit coupling (3.2) corresponds to its
vacuum expression for which γvac > 0.
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Figure 3.1: Scattering at a repulsive impurity for strongly exaggerated spin-orbit
coupling is shown schematically. During the scattering event, a mag-
netic field B ∝ v×E exists in the carrier’s frame of reference. This has
several important consequences for spin-dependent transport. Adapted
from [74].

3.1.1 Spin Relaxation

If the quasiparticle’s spin is not perpendicular to its trajectory, the spin will
precess around the magnetic field B during the scattering event. This effec-
tively randomizes the spin polarization. Spin relaxation is only present to
second order in the spin-orbit coupling strength γ but fundamentally influ-
ences spin transport properties. It causes a nonequilibrium spin population
to decay with time and an injected spin current to decay with distance.

3.1.2 The Spin Hall Effect

There are two main contributions to the extrinsic spin Hall effect, see
Fig. 3.2: skew scattering, which refers to the spin-dependent angular scat-
tering cross-section the quasiparticle experiences, and the side-jump mech-
anism, which is a spin-dependent displacement during a scattering event.
The transverse current emerging from skew scattering and side-jump consti-
tutes the spin Hall effect. It is calculated from the expectation values of the
respective spin-orbit corrections to the current operator, as we shall see in
Chapter 4.

Skew Scattering

As can be understood from the schematic in Fig. 3.1, the magnetic field
in the carrier’s frame of reference B is inhomogeneous in space, because



24 Spin Transport Mechanisms

the velocity v and the electric field E both change during the scattering
event. As a consequence, a spin-dependent force proportional to the gra-
dient of the corresponding Zeeman energy ∝ B · S changes the carrier’s
trajectory [74]. This leads to a spin-dependent angular deflection due to
spin-orbit coupling [75, 76, 77], see Fig. 3.2. Skew scattering does not ap-
pear within the framework of the self-consistent Born approximation and
the calculations need to be extended to at least third order in the scattering
potential [66, 10], see Fig. 2.1(b). Skew scattering then gives rise to an ad-
ditional contribution to the anisotropic Green’s function of Eq. (2.15) and,
consequently, modifies the current expressions.

Figure 3.2: Skew scattering and side-jump at a repulsive impurity for strongly ex-
aggerated spin-orbit coupling is shown schematically. Skew scattering
is the spin-dependent angular deflection (solid lines) and the side-jump
mechanism leads to a lateral displacement during the collision (dashed
lines). These two mechanisms give rise to the spin Hall effect. Note that
the side-jump does not modify the skew scattering cross-section because
it does not change the deflection angle at large distances. Adapted
from [10].

The Side-Jump Mechanism

It appears that the side-jump mechanism and its importance to spin-de-
pendent transport are still not fully understood. Particularly in the field of
spintronics, the effect is widely discussed and continues to give rise to contro-
versy. The concept of a ‘side-jump’, a lateral spin-dependent displacement
of the electron wave package during a scattering event due to spin-orbit cou-
pling, was introduced by Berger [78] to study the anomalous Hall effect in
ferromagnets and further developed by Lyo and Holstein [79]. The overall
situation, however, remained unsatisfactory. Several factors contribute to
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the effect and to make matters worse, some of the terms cancel while others
add up giving rise to factors of 2, rendering the task of determining the
side-jump contribution to the spin Hall effect a subtle issue. Nozières and
Lewiner [80] studied side-jump in a two-band semiconductor in detail using
an elementary theory in terms of the effective Hamiltonian in the conduc-
tion band. Numerous more discussions on the subject exist, see for example
Refs. [10, 74, 81, 16], but contributions continue to be overlooked. We will
here consider the side-jump mechanism in the absence of external magnetic
fields for a stationary regime, a situation we consider when studying extrin-
sic spin-orbit-induced transport in diffusive superconductors in Paper [3].
In this case, there are three distinct contributions to the side-jump:

Self-Energy Contribution to the Side-Jump One contribution arises from
the self-energy (2.9) to first order in the spin-orbit coupling. This contri-
bution only appears beyond the lowest order gradient approximation and
is therefore often disregarded. However, within the quasiclassical approxi-
mation, it is of the same order as the other spin-orbit-induced self-energy
contributions and must be included. It gives rise to an additional term in
the expression for the anisotropic Green’s function of Eq. (2.15) and, conse-
quently, modifies the current expressions.

Anomalous Velocity The normal position operator does not commute with
the extrinsic spin-orbit coupling potential (3.2), and as a consequence, the
velocity operator acquires an anomalous contribution,

v̂(1)
so = −i

[
r, Ûso

]
− = γ

∑

i

(
τ̂3α̂×∇u(r − ri)

)
. (3.4a)

Anomalous Coordinate Additionally, the Yafet shift of the position (3.1)
also leads to an anomalous contribution to the velocity operator because it
does not commute with the elastic impurity scattering potential,

v̂(2)
so = −i

[
r̂so, Û

]
− = γ

∑

i

(
τ̂3α̂×∇u(r − ri)

)
. (3.4b)

Note that v̂(1)
so and v̂(2)

so are identical, giving rise to an overall factor of
2. This need not be true in general, for example, in the presence of an
external magnetic field or when the spin operator is time dependent [80].
Additional terms in the velocity operator then emerge from the side-jump
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mechanism. Since these contributions remain finite even in the absence of
extrinsic impurities, they should technically be considered as intrinsic effects,
however.

3.1.3 Extrinsic Spin Swapping

While the spin Hall effect provides coupling between charge and spin, an-
other spin-orbit-induced transport mechanism has recently been introduced
in which only spins couple and which exists even in the absence of charge
currents. This effect generates secondary spin currents perpendicular to in-
jected primary spin currents. In its simplest manifestation, spin swapping
interchanges the direction of flow and the spin polarization direction. Con-
sequently, the effect was coined ‘spin swapping’ and first studied by Lifshits
and Dyakonov [33] in the presence of extrinsic spin-orbit coupling.1

B

B

x

y

z

Figure 3.3: Spin swapping for strongly exaggerated spin-orbit coupling is shown
schematically. Because the direction in which the spins precess around
the magnetic fieldB, which exists in the carrier’s frame of reference dur-
ing a scattering event, depends on the scattering direction, an initial y-
polarized spin current flowing along x direction is, in part, transformed
into an x-polarized spin current flowing along y direction. This is the
simplest manifestation of the extrinsic spin swapping effect. Adapted
from [74].

Spin swapping can be understood as emerging from the correlation between
the scattering direction and the direction in which the spin rotates around
the magnetic field B, which exists in the quasiparticle’s frame of refer-

1The terms responsible for extrinsic spin swapping were already indicated almost 40
years earlier by Dyakonov and Perel in Refs. [11, 12]. However, their physical origin and
significance for spin transport was not understood at the time.
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ence. Consider, for instance, quasiparticles approaching an extrinsic im-
purity along the x direction carrying y-polarized spins, see Fig. 3.3. If the
spin of a quasiparticle deflected to the left rotates clockwise, the spin of a
quasiparticle deflected to the right will rotate counterclockwise. Because
of this, quasiparticles traveling left and right acquire a small spin polar-
ization along x direction, but of opposite signs. Consequently, the initial
y-polarized spin current flowing along x direction is, in part, transformed
into an x-polarized spin current flowing along y direction. The spin currents
have been ‘swapped’.

3.2 Magnetic Impurities

The interaction of quasiparticle spin with magnetic impurities can be in-
cluded in the Hamiltonian of Eq. (2.4) via

Ûm(r) =
∑

j

ûm(r − rj) =
∑

j

(
α̂ · Sj(r)

)
um(r − rj), (3.5)

where Sj is the spin of the jth magnetic scattering potential um(r − rj) at
position rj . While spin-orbit coupling (3.2) is even under time reversal, mag-
netic impurity scattering is odd. This is reflected in the different structure
in particle-hole space (expressed through the presence or the absence of the
matrix τ̂3) and has important consequences on spin transport in supercon-
ductors. The way in which spin relaxation processes renormalize below the
superconducting critical temperature depends on how they transform under
time reversal [82]. The opposite spin electron and hole quasiparticles that
form Cooper pairs and give rise to the phenomenon of superconductivity
are related by time reversal. Processes that break time-reversal symmetry,
such as magnetic impurity scattering, also break up Cooper pairs, and their
energy dependence in the superconducting state greatly differs from the en-
ergy dependence of processes that are symmetric under time reversal, such
as spin-orbit coupling. The presence of magnetic impurities, quantified by
the spin-flip scattering rate τm, thus suppresses superconductivity and re-
duces the gap in the energy spectrum: For τm∆ > 1, the energy gap is

∆m ≈ ∆
(

1− 1
(4τm

3 ∆)2/3

)3/2
, (3.6a)

and the critical temperature is reduced to

Tcm ≈ Tc −
3π

16τm
, (3.6b)
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for small magnetic impurity concentrations [62]. On the other hand, the
fact that the nature of the spin-flip processes determines their energy and
temperature dependence in the superconducting state allows for spin-flip
spectroscopy [49], in order to determine which mechanism is more efficient.

3.3 Intrinsic Spin-Orbit Coupling

In Paper [1], we study the inverse spin Hall effect in S|N|S Josephson junc-
tions, and in Paper [2], we discuss the intrinsic spin swapping effect. Both
are based on the presence of intrinsic Rashba-type spin-orbit coupling, which
has gained a lot of attention, at least in part, due to the seminal concept of
a spin transistor as proposed by Datta and Das [8]. The Rashba spin-orbit
interaction

H̄so(k) = σ̄ · hk, hk =
(
αky,−αkx, 0

)T
, (3.7)

where k is the electron wave vector and α is the spin-orbit coupling strength,
leads to a momentum-dependent spin splitting in the conduction band, even
in the absence of magnetic fields [83, 84]. The Rashba field hk acts as a
momentum-dependent effective magnetic field and causes the spin to align
perpendicular to the momentum.

3.3.1 Spin Precession and Spin Relaxation

When an electric field is applied and the electrons are accelerated, their
spin polarization changes to follow the change in the momentum-dependent
Rashba field. As was the case for spin relaxation due to extrinsic spin-
orbit coupling, see Section 3.1.1, the spins will precess around the effective
magnetic field if they are not aligned with it. In addition, this momentum-
dependent spin precession together with frequent momentum-randomizing
elastic impurity scattering leads to the D’yakonov-Perel’ spin relaxation
mechanism [85], effectively causing the spin phase to undergo a random
walk as the electron moves along. In analogy to spin relaxation due to
extrinsic spin-orbit coupling and magnetic impurities, this causes injected
spin currents to decay with distance, and spin populations to decay with
time.

Spin precession and spin relaxation also give rise to another interesting
phenomenon. When discussing the extrinsic spin swapping effect, it was
proposed by Lifshits and Dyakonov [33] that any mechanism producing a
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spin Hall effect should also give rise to spin swapping, but it had not been
clear how the intrinsic mechanism could induce this effect. In Paper [2], we
demonstrate that an intrinsic (Rashba spin-orbit-induced) spin swapping
effect exists in two-dimensional diffusive metals and that it is drastically
different from its extrinsic analog. An overview of our results is given in
Chapter 5.





4 Spin Transport in Superconductors

In Paper [3], we build upon the quasiclassical theory of superconductivity
introduced in Chapter 2 and include effects from magnetic impurities and
extrinsic spin-orbit coupling. Special attention is given to the two mecha-
nisms which give rise to the spin Hall effect, namely skew scattering and the
side-jump mechanism. We have already touched upon some of the difficul-
ties arising from these effects in Chapter 3: Skew scattering is not included
within the self-consistent Born approximation, and obtaining the side-jump
contribution to the spin Hall effect can be an intricate undertaking. More-
over, it is interesting to see in which form these two mechanisms influence
spin transport below the superconducting critical temperature and how they
are renormalized due to superconducting correlations. For instance, a dif-
ferent renormalization behavior for side-jump and skew scattering could
provide further insight into the nature of these mechanisms. Whether the
extrinsic spin swapping effect exists in the superconducting state and how it
is influenced by superconductivity is another important problem to tackle.
In the present chapter, we present kinetic equations describing the flow of
spin, charge, and energy based on the concepts of the previous two chapters,
discuss how the various scattering mechanisms influence transport, and how
they are renormalized below the superconducting critical temperature.

4.1 Corrections from Scattering Mechanisms

As mentioned in Section 2.1.5, the presence of magnetic impurities and spin-
orbit coupling gives rise to additional terms in the Usadel equation (2.16)
and the matrix current (2.24) which fundamentally alter spin transport. We
already discussed the various transport mechanisms resulting from these cor-
rections in Chapter 3. Let us here lay the groundwork to incorporate them

31
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into the quasiclassical theory of superconductivity. The basic ingredients
are the spin-orbit coupling potential of Eq. (3.2) and the magnetic impurity
potential of Eq. (3.5). Additionally, the Yafet shift of the position (3.1) also
needs to be taken into account.

4.1.1 Spin Relaxation

The self-energy contribution from spin-orbit-induced spin relaxation is cal-
culated within the self-consistent Born approximation in terms of Eq. (2.9)
from

Σ̌so(1 , 1 ′) = n

∫
dri ûso(r1 − ri)Ǧc(1 , 1 ′)ûso(r1 ′ − ri). (4.1a)

In the quasiclassical approximation, the dominating contribution is given
by

σ̌so(R,pF, ε) = − 3i
16τso

(
τ̂3α̂× ep

)
ǧs(R, ε)

(
τ̂3α̂× ep

)
, (4.1b)

where
1
τso

= 8
3πγ

2p4
FnN0

〈∣∣u(ep · eq)
∣∣2(ep × eq)2

〉
F

(4.1c)

is the spin-flip scattering rate due to spin-orbit coupling. Similarly, the
leading order self-energy contribution from magnetic impurities is

Σ̌m(1 , 1 ′) = nm

∫
drj ûm(r1 − rj)Ǧc(1 , 1 ′)ûm(r1 ′ − rj), (4.2a)

where nm is the magnetic impurity concentration. In the quasiclassical
approximation, the dominating contribution is given by

σ̌m(R, ε) = − i
8τm

α̂ǧs(R, ε)α̂, (4.2b)

where
1
τm

= 8
3πnmN0S(S + 1)

〈∣∣um(ep · eq)
∣∣2
〉

F
(4.2c)

is the spin-flip scattering rate due to magnetic impurities and S is the
impurity spin quantum number. Because these quasiclassical self-energies
are even with respect to the momentum ep, they enter the Usadel equa-
tion (2.16), which then becomes

0 = D∇ · (ǧs∇ǧs
)

+ i
[
τ̂3ε, ǧs

]
− − i

[
∆̂, ǧs

]
−

− 1
8τso

[
α̂τ̂3ǧsτ̂3α̂, ǧs

]
− −

1
8τm

[
α̂ǧsα̂, ǧs

]
−,

(4.3)

after carrying out the angular average over the momentum direction.
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4.1.2 Corrections to the Anisotropic Green’s Function

The remaining contributions to the quasiclassical self-energy are odd with
respect to the momentum ep, and give rise to additional terms in the ex-
pression for the anisotropic Green’s function of Eq. (2.15). They include
the spin swapping effect, skew scattering, and one contribution to the side-
jump mechanism. Spin swapping and the side-jump contribution arise to
first order in the spin-orbit coupling strength,

Σ̌(1)
so (1 , 1 ′) = n

∫
dri ûso(r1 − ri)Ǧc(1 , 1 ′)u(r1 ′ − ri)

+ n

∫
dri u(r1 − ri)Ǧc(1 , 1 ′)ûso(r1 ′ − ri).

(4.4)

In the quasiclassical approximation, we obtain the spin swapping self-energy

σ̌sw(R,pF, ε) = − η

3τsw
ep ·

[
τ̂3α̂ ×, ǧ(R, ε)

]
+, (4.5a)

where [a ×, b]± = a× b± b× a and
1
τsw

= 3πnN0
〈∣∣u(ep · eq)

∣∣2(ep × eq)2
〉

F
(4.5b)

is the spin swapping scattering rate. The dimensionless quantity η = γp2
F/2

is governed by the spin-orbit coupling strength. To next-to-leading order in
the gradient approximation, we also find the side-jump contribution

σ̌sj(R,pF, ε) = iγpF
4τtr

ep ·
[
τ̂3α̂ ×, ∇ǧs(R, ε)

]
− (4.6)

from Eq. (4.4). The skew scattering contribution needs to be calculated
beyond the self-consistent Born approximation, see Fig. 2.1(b),

Σ̌sk(1 , 1 ′)

= n

∫
dri

∫
d2 ûso(r1 − ri)Ǧc(1 , 2 )u(r2 − ri)Ǧc(2 , 1 ′)u(r1 ′ − ri)

+ n

∫
dri

∫
d2 u(r1 − ri)Ǧc(1 , 2 )ûso(r2 − ri)Ǧc(2 , 1 ′)u(r1 ′ − ri)

+ n

∫
dri

∫
d2 u(r1 − ri)Ǧc(1 , 2 )u(r2 − ri)Ǧc(2 , 1 ′)ûso(r1 ′ − ri).

(4.7a)

In the quasiclassical approximation, the contribution is given by

σ̌sk(R,pF, ε) = − iη
3τsk

ep ·
[
τ̂3α̂ ×, ǧs(R, ε)ǧ(R, ε)

]
−, (4.7b)
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where
1
τsk

= 2π2nN2
0u

3
0 (4.7c)

is the skew scattering rate and u0 = u(q = 0) is the Fourier transformed
scattering potential at q = 0. Note that Eq. (4.7b) is valid only to lowest
order in the anisotropy of the scattering potentials in order to keep the result
compact and simple. However, the first order contribution in an expansion
in spherical harmonics vanishes, which indicates that the anisotropy of the
scattering potential is less relevant for skew scattering.

Let us now find the corrections to the anisotropic Green’s function. To first
order in the spin-orbit coupling, they are simply additive,

ǧ → ǧ + δǧ(sw) + δǧ(sj) + δǧ(sk), (4.8a)

and are readily obtained with the aid of the normalization condition (2.13b):
The correction from the skew scattering self-energy (4.7) reads as

δǧ(sk) = −ηltr3
τtr
τsk

[
ǧs
[
τ̂3α̂, ǧs

]
+
×, ∇ǧs

]
−
, (4.8b)

and the correction from the side-jump contribution (4.6) is

δǧ(sj) = −γpF
4
[
ǧs
[
τ̂3α̂, ǧs

]
+
×, ∇ǧs

]
−
. (4.8c)

Lastly, the spin swapping self-energy (4.5) contributes with

δǧ(sw) = iηltr
3

τtr
τsw

[[
τ̂3α̂, ǧs

]
+
×, ∇ǧs

]
−
. (4.8d)

These corrections successively alter the current expressions through the ma-
trix current of Eq. (2.24). By comparing the skew scattering (4.8b) and
side-jump (4.8c) contributions, it already becomes evident that they both
contribute to the same mechanism. This result also confirms our decision to
not disregard the side-jump self-energy contribution (4.6), which technically
only appears to next-to-leading order in the gradient approximation.

4.1.3 Anomalous Current

In addition to the corrections discussed in the previous section, which enter
the current expressions by giving rise to additional terms in the anisotropic
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Green’s function, the side-jump contributions stemming from the anoma-
lous velocity and the Yafet term discussed in Section 3.1.2 directly alter
the velocity operator and, consequently, the current operator. In total,
the anomalous corrections to the velocity operator are given in terms of
Eqs. (3.4):

v̂(r)→ v̂(r) + v̂so(r), v̂so(r) = 2γ
∑

i

(
τ̂3α̂×∇u(r − ri)

)
. (4.9)

In light of our definitions of the current densities in Eqs. (2.22), the anoma-
lous contribution to the matrix current of Eq. (2.24) reads

̂so(1 ) = i
2N0

lim
1 ′→1

(
v̂so(r1 )ĜK(1 , 1 ′) + ĜK(1 , 1 ′)v̂so(r1 ′)

)
. (4.10)

The challenge here lies in calculating the impurity average. While the con-
ventional velocity operator is independent of the impurity configuration, the
anomalous contribution explicitly depends on the impurities. The impurity
average of Eq. (4.10) can be obtained by following the procedure which was
employed by Shchelushkin and Brataas [86] in order to calculate the side-
jump contribution to the spin Hall effect in a diffusive metal. To first order
in the spin-orbit coupling strength we find, see Appendix B,

〈
v̂so(r1 )ĜK(1 , 1 ′)

〉
c =

∫
d2
(
Σ̌(l)

sj (1 , 2 )Ǧc(2 , 1 ′)
)K
,

〈
ĜK(1 , 1 ′)v̂so(r1 ′)

〉
c =

∫
d2
(
Ǧc(1 , 2 )Σ̌(r)

sj (2 , 1 ′)
)K
,

where, within the self-consistent Born approximation,

Σ̌(l)
sj (1 , 1 ′) = 2γn

∫
dri

(
τ̂3α̂×∇u(r1 − ri)

)
Ǧc(1 , 1 ′)u(r1 ′ − ri)

and

Σ̌(r)
sj (1 , 1 ′) = 2γn

∫
dri u(r1 − ri)Ǧc(1 , 1 ′)

(
τ̂3α̂×∇u(r1 ′ − ri)

)

are ‘vector self-energies’ and proportional to the spin-orbit coupling. Using
this, we obtain the impurity-averaged anomalous correction to the matrix
current (2.24)

̂(R, ε)→ ̂(R, ε) + ̂so(R, ε), ̂so(R, ε) = −γpFltr
6τtr

[
τ̂3α̂ ×, ∇ĝK

s (R, ε)
]
−,

(4.11)
in the quasiclassical approximation.
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4.2 Diffusion Equations

We now have all the ingredients to derive kinetic equations describing the
transport of spin, charge, and energy in a diffusive superconductor in terms
of the distribution functions and currents introduced in Chapter 2. In this
section, we first present and discuss the diffusion equations. The next section
is devoted to the current expressions.

Using the expression for the anisotropic Green’s function (4.8), the Keldysh
matrix block of the Usadel equation (4.3) can now be expressed in terms
of the divergence of the matrix current (4.11). By multiplying with suit-
able matrices and taking the trace, we then obtain the following diffusion
equations:

∇iji = −2α∆h, (4.12a)

∇ijij = −
(αso
τso

+ αm
τm

)
hj , (4.12b)

∇ijεi = 0, (4.12c)

∇ijεij = −2α∆hεj −
(αεso
τso

+ αεm
τm

)
hεj . (4.12d)

Here, ji and jij are the charge and the spin currents introduced in Sec-
tion 2.1, jεi is the energy current and jεij is the spin-energy current. Eq. (4.12c)
expresses energy conservation at each energy in the elastic transport regime
that we study. The terms proportional to the superconducting order pa-
rameter ∆ in Eqs. (4.12a) and (4.12d) convert quasiparticle currents into
supercurrents [87]. The terms proportional to the spin relaxation scatter-
ing times τso and τm are due to spin-orbit coupling and magnetic impuri-
ties, respectively. Superconducting correlations introduce renormalization
factors, which are energy dependent and governed by the superconducting
state. They are given in terms of the elements of the retarded Green’s
function (2.18b),

α = Im[fR
s ], (4.13a)

αso = Re[gR
s ]2 − Re[fR

s ]2, (4.13b)
αm = Re[gR

s ]2 + Re[fR
s ]2, (4.13c)

αεso = Re[gR
s ]2 + Im[fR

s ]2, (4.13d)
αεm = Re[gR

s ]2 − Im[fR
s ]2. (4.13e)

As indicated in Chapter 3, the spin relaxation rates induced by spin-orbit
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(a) Renormalization of gap scattering.

(b) Renormalization of spin relaxation
due to spin-orbit coupling.

(c) Renormalization of spin relaxation
due to magnetic impurities.

(d) Renormalization of spin-energy relax-
ation due to spin-orbit coupling.

(e) Renormalization of spin-energy relax-
ation due to magnetic impurities.

Figure 4.1: Renormalization factors for gap scattering and spin relaxation in the
BCS limit.

coupling and magnetic impurities are renormalized differently. This makes
them easily distinguishable in the superconducting state and allows for a
spin-flip spectroscopy [49] in order to determine which scattering mecha-
nism is more efficient. To gain inside into how these renormalization factors
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influence diffusion, let us consider the case of a bulk BCS superconductor
(BCS limit). This is, for instance, realized in large superconductors coupled
weakly to reservoirs that inject spin and charge currents. The renormaliza-
tion factors in this limit are given by, see Fig. 4.1,

α = ∆√
∆2 − ε2

Θ(∆2 − ε2), (4.14a)

αso = Θ(∆2 − ε2), (4.14b)

αm = ε2 + ∆2

ε2 −∆2 Θ(ε2 −∆2), (4.14c)

αεso = ε2

ε2 −∆2 Θ(ε2 −∆2) + ∆2

∆2 − ε2 Θ(∆2 − ε2), (4.14d)

αεm = ε2

ε2 −∆2 Θ(ε2 −∆2)− ∆2

∆2 − ε2 Θ(∆2 − ε2). (4.14e)

Quasiparticles can propagate for energies above the gap, |ε| > |∆|, when
there is no conversion of quasiparticle currents into supercurrents and α = 0.
The spin-orbit-induced spin relaxation rate is identical in the superconduct-
ing and normal states whereas the spin-energy relaxation rate is enhanced in
the superconducting state. In contrast, the spin relaxation and spin-energy
relaxation rates are both enhanced for quasiparticles with energies close to
the superconducting gap for scattering at magnetic impurities. Note that
αεm is negative for energies below the gap, |∆| > |ε|, and acts as a source
for spin-energy in Eq. (4.12d).

4.3 Current Expressions

The diffusion equations (4.12) are complemented with expressions for the
currents in terms of the distribution functions. To first order in the spin-
orbit coupling, there are three contributions to the current: the conventional
diffusion terms j(0), the spin Hall effect j(sH), and the spin swapping effect
j(sw):

j = j(0) + j(sH) + j(sw). (4.15)

Let us now discuss these contributions. Note that the following currents
satisfy Onsager’s reciprocal relations.
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4.3.1 Diffusion Currents

Using Eqs. (2.15) and (2.24), we obtain, to zeroth order in the spin-orbit
interaction strength,

j
(0)
i = −Dp∇ih, (4.16a)

j
(0)
ij = −Dε∇ihj , (4.16b)

jε
(0)
i = −Dε∇ihε, (4.16c)

jε
(0)
ij = −Dp∇ihεj . (4.16d)

The generalized diffusion constants

Dp = D
(
Re[gR

s ]2 + Im[fR
s ]2
)
, (4.17a)

Dε = D
(
Re[gR

s ]2 − Re[fR
s ]2
)
, (4.17b)

are energy-dependent and governed by the superconducting correlations. In
the BCS limit, they are given by

Dp/D = ε2

ε2 −∆2 Θ(ε2 −∆2) + ∆2

∆2 − ε2 Θ(∆2 − ε2), (4.18a)

Dε/D = Θ(ε2 −∆2). (4.18b)

While the diffusion of spin and energy is governed by the normal state
diffusion constant D and only exists for energies above the gap, |ε| > |∆|, the
diffusion of charge and spin-energy is enhanced close to the superconducting
gap, see Fig. 4.2.

(a) Generalized diffusion constant
for charge and spin-energy.

(b) Generalized diffusion constant
for energy and spin.

Figure 4.2: Generalized diffusion constants in the BCS limit.
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4.3.2 Spin Hall Effect

To first order in the spin-orbit coupling, the direct and inverse spin Hall
contributions to the currents are

j
(sH)
i = NSχsHεijkD∇jhk, (4.19a)

j
(sH)
ij = −NSχsHεijkD∇kh, (4.19b)

jε
(sH)
i = NSχsHεijkD∇jhεk, (4.19c)

jε
(sH)
ij = −NSχsHεijkD∇khε, (4.19d)

where the normal state spin Hall angle χsH = χ
(sk)
sH + χ

(sj)
sH is given in terms

of the skew scattering constant,

χ
(sk)
sH = 4η

3
τtr
τsk

, (4.20a)

and the side-jump constant,

χ
(sj)
sH = 3γm

τtr
. (4.20b)

The spin Hall angles arising from skew scattering and side-jump are all renor-
malized by equal amounts below the superconducting critical temperature
by the renormalized density of states NS introduced in Eq. (2.21). In the
BCS limit, the renormalized density of states NS is given by

NS = |ε|√
ε2 −∆2 Θ(ε2 −∆2). (4.21)

In the normal state, NS = 1, while in the BCS limit the spin Hall angle is
greatly enhanced by NS around the gap for |ε| > |∆|, see Fig. 4.3.

4.3.3 Spin Swapping

The spin swapping effect is most clearly represented in terms of the zeroth
order diffusion currents of Eqs. (4.16):

j
(sw)
ij = −χsw

(
j

(0)
ji − δijj

(0)
kk

)
, (4.22a)

jε
(sw)
ij = −χsw

(
jε

(0)
ji − δijjε

(0)
kk

)
, (4.22b)
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Figure 4.3: Normalized density of states in the superconducting state.

where the normal state spin swapping constant is

χsw = 4η
3
τtr
τsw

. (4.23)

Spin swapping is dependent on the superconducting state only through
the generalized diffusion constants contained in the diffusion currents in
Eqs. (4.22),

j
(sw)
ij = χswDε

(
∇jhi − δij∇khk

)
, (4.24a)

jε
(sw)
ij = χswDp

(
∇jhεi − δij∇khεk

)
, (4.24b)

but otherwise is of the same form as in the normal state. We shall discuss
spin swapping in the normal state in more detail in Chapter 5.

4.4 Conclusion and Outlook

We obtain our results in the elastic transport regime, in which the energy
relaxation time τε is much larger than the spin-flip length τsf, and find that
the skew scattering and side-jump contributions to the spin Hall effect are
renormalized alike by the superconducting density of states. In contrast,
Takahashi and Maekawa [57, 47, 50] consider the spin Hall effect in the in-
elastic regime, in which τsf � τε and the occupation of quasiparticle states is
determined by Fermi-Dirac distributions. They report that the magnitudes
of the skew scattering and side-jump contributions have different temper-
ature dependences in the superconducting state. In principle, this could
prove a valuable tool to study the spin-dependent transport caused by the
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interplay of the spin and charge degrees of freedom, and help determine
which of the two mechanisms is more efficient. However, Tserkovnyak and
Brataas [45] conclude that the elastic transport regime can be realized in
a variety of conventional s-wave superconducting materials for relatively
clean systems, in which electron-phonon scattering processes dominate en-
ergy relaxation. In very dirty systems, in which the impurity mean free path
ltr . 1 nm, electron-electron interactions can be significant and both trans-
port regimes can be relevant, depending on the used contacts. Experimental
observations of the spin Hall effect in superconductors could provide further
clarification, but are difficult to conduct due to the high susceptibility of
superconductors to magnetic fields and electric currents.

As mentioned earlier in Section 3.1.2, the origins of the side-jump mechanism
are three-fold for our model: i) When evaluating the self-energy to first order
in the spin-orbit coupling, an additional term appears to next-to-leading
order in the gradient approximation. This term contributes to the side-jump
constant χ(sj)

sH with γm/τtr. In addition, the velocity operator acquires two
spin-dependent corrections due to spin-orbit coupling: ii) the anomalous
velocity and iii) the Yafet term. Both contribute to the side-jump constant
with γm/τtr each. In total, the side-jump contribution to the spin Hall effect
is expressed by the overall side-jump constant χ(sj)

sH = 3γm/τtr.

The extrinsic spin swapping effect is also present in the superconducting
state, but shows no explicit renormalization below the superconducting crit-
ical temperature. Instead, it is influenced by superconducting correlations
through the generalized diffusion constants.

At the time of writing, Paper [3] is still unpublished, and we plan to discuss
experimental consequences in the future. First calculations seem to indicate
a great enhancement of the extrinsic spin Hall and spin swapping signals in
nonlocal geometries. We also intend to study the transport of energy and
spin-energy in such devices.



5 Spin Swapping in Diffusive Metals

In this chapter, we further discuss the spin swapping effect arising from in-
trinsic (Rashba-type) spin-orbit coupling in two-dimensional diffusive met-
als, which we study in detail in Paper [2]. This effect is interesting because
it is drastically different from its extrinsic counterpart. Because it is propor-
tional to the spin-orbit coupling strength, extrinsic spin swapping is a small
effect, irrespective of the system size. In contrast, the secondary spin cur-
rents and spin accumulations generated by the intrinsic spin swapping effect
are of the same order of magnitude as the primary spin currents for system
dimensions exceeding the spin-orbit precession length. On the other hand, a
long-range intrinsic spin swapping effect takes place in narrow strips, where
the system width is small compared to the spin-orbit precession length. In-
trinsic spin swapping is also more complex and richer than its extrinsic
counterpart, resulting in a nontrivial relation between the injected spin flow
and the spin polarization. We shall first discuss the extrinsic spin swapping
effect in more detail in Section 5.1, before we dwell on the nature of the
intrinsic effect in Sections 5.2 and 5.3.

5.1 Extrinsic Spin Swapping

For illustrative purposes, let us demonstrate how to readily obtain the spin
diffusion equation and the spin current in the presence of extrinsic spin-orbit
coupling from the kinetic equations we obtained in the previous chapter by
taking the normal limit as discussed in Section 2.2: Using the spin diffu-
sion equation (4.12b) and the diffusion current expression for spin (4.16b)
and setting ∆ = 0, directly recovers the spin diffusion equation for a two-
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dimensional diffusive metal,

∇2hj −
1
l2sf
hj = 0. (5.1a)

Additionally, using the spin swapping current (4.22a) yields the correspond-
ing spin current,

jij = j
(0)
ij − χsw

(
j

(0)
ji − δijj

(0)
kk

)
, (5.1b)

where j(0)
ij = −D∇ihj is the spin diffusion current and lsf =

√
D/(τ−1

so + τ−1
m )

is the spin diffusion length. Note that extrinsic spin swapping only affects
the spin current expression (5.1b). It therefore alters the boundary condi-
tions for a conventional spin diffusion differential equation (5.1a). In general,
the inverse spin Hall effect gives an additional contribution to the spin cur-
rent, but because our focus lies on pure spin transport, we disregard it here.
As we indicated in Chapter 3, the term proportional to the swapping con-
stant χsw relates the spin polarization to the direction of flow and results in
the induction of secondary spin currents [33]. For example, a primary spin
current directed along x will induce transverse spin currents that arise as
follows,

j
(0)
xi ⇒ jix, if i , x,
j(0)
xx ⇒ −jyy − jzz, if i = x,

as can be understood from the schematic in Fig. 3.3. Here, we shall restrict
ourselves to a discussion of the second of these transformations, and consider
the case where an x-polarized spin current j(0)

xx is injected into a diffusive
metal along the x direction. The first transformation swaps the current’s
flow direction and its polarization, and we consider it in detail in Paper [2]
for the extrinsic and intrinsic effects.

In general, the spin currents generated by spin swapping cause spin accumu-
lations at the lateral edges of a sample. Let us illustrate this by considering
a semi-infinite two-dimensional diffusive metal of width L into which we
inject a spin current j(0)

xx that is assumed to be homogeneous along y at the
injection edge x = 0. In addition, we assume impenetrable lateral bound-
aries, such that jyj(y = ±L/2) = 0. As can be understood from Eqs. (5.1),
the injected spin current decays exponentially away from the injection edge
on the scale of the spin diffusion length lsf. In addition, a transverse spin cur-
rent polarized along y direction is generated through spin swapping. This
secondary spin current in turn gives rise to a spin accumulation at lateral
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(a) Spin density and spin current
polarized along x direction.

(b) Spin density and spin current
polarized along y direction.

Figure 5.1: Extrinsic spin swapping in a semi-infinite two-dimensional diffusive
metal of width L = 4lsf. Shown are the scaled spin densities (con-
tours) and the scaled spin currents (arrows) according to Eqs. (5.1). A
primary spin current j(0)

xx injected at x = 0 in (a) induces a transverse
spin current jyy through the spin swapping effect in (b). Note that the
secondary spin accumulation and spin currents in (b) are proportional
to the small swapping constant χsw.

boundaries which is antisymmetric in y. The spin currents and spin accumu-
lations are shown in Fig. 5.1 for L = 4lsf. Note that the spin currents and
spin accumulations generated through extrinsic spin swapping are propor-
tional to the spin swapping constant χsw, and thus small compared to the
injected current. This is an essential feature of the extrinsic spin swapping
effect when compared to its intrinsic counterpart. In addition, there is no
generation of z spin polarizations in a two-dimensional system. To further
illustrate the effect, we solve the Eqs. (5.1) for the spin swapping induced
spin accumulation at the lateral edges, and find

hy(x, y = ±L/2) =





± χsw
2
π

j
(0)
xx

D
xK1(x/lsf), for L� lsf,

± χsw
L

2
j

(0)
xx

D
e−x/lsf , for L� lsf,

where K1 is the modified Bessel function of the second kind and first order.
This coincides with the numerical result illustrated in Fig. 5.1(b).
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5.2 Intrinsic Spin Swapping

Let us now elucidate the nature of the intrinsic spin swapping effect that
takes place in two-dimensional diffusive metals with Rashba spin-orbit cou-
pling (3.7). If we assume that the spin-orbit coupling strength α is suf-
ficiently small, such that the spin-orbit precession length ls = (αm)−1 is
much larger than the elastic mean free path, the spin diffusion equations
are [88]

∇2hx −
4
l2s
hx = 4

ls
∇xhz, (5.2a)

∇2hy −
4
l2s
hy = 4

ls
∇yhz, (5.2b)

∇2hz −
8
l2s
hz = − 4

ls

(∇xhx +∇yhy
)
, (5.2c)

and the spin current is given by [88, 89]

jij = −D∇ihj + 2
ls
D
(
δijhz − δjzhi

)
. (5.2d)

These equations are more difficult so solve than those for the extrinsic
case (5.1), because they couple x, y, and z polarizations in the presence
of mixed boundary conditions (determined by the spin current expression).

To demonstrate the intrinsic spin swapping effect, we first solve the Eqs. (5.2)
for the spin currents and spin accumulations far away from the lateral edges
of the system. For the case that we considered for extrinsic spin swapping,
in which a spin current j(0)

xx is injected, we find that the primary spin current
is decaying exponentially away from the injection edge at x = 0,

jxx(x)
j

(0)
xx

=
(

cos
(
kix/ls

)
+ k2

r√
7

sin
(
kix/ls

))
e−krx/ls (5.3a)

where kr/i =
√

2
√

2∓ 1. As was the case for extrinsic spin swapping, a
transverse swapped spin current is generated,

jyy(x)
j

(0)
xx

=
((√

2− 1
)

cos
(
kix/ls

)− 3 +
√

2√
7

sin
(
kix/ls

))
e−krx/ls , (5.3b)

flowing along y direction carrying y-polarized spins. But there are several
important features that differ from the extrinsic effect: i) The exponential
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(a) Spin density and spin current
polarized along x direction.

(b) Spin density and spin current
polarized along y direction.

(c) Spin density and spin current
polarized along z direction.

Figure 5.2: Intrinsic spin swapping in a two-dimensional diffusive metal of width
L = 4ls and length Lx = 16ls. A primary spin current j(0)

xx injected at
x = 0 in (a) induces an oscillating transverse spin current jyy in (b)
through coupling with the z components of the spins in (c). The re-
sulting accumulation of y components of the spins at the sample edges
in (b) is a signature of the intrinsic spin swapping effect. Shown are
the spin densities (contours) and spin currents (arrows) according to
Eqs. (5.2) on a relative scale for each plot. Note that all quantities are
of the same order of magnitude.

decay is determined by ls/kr ≈ 0.74ls. ii) The spin currents oscillate as
a function of the distance x on a scale set by ls/ki ≈ 0.51ls. iii) The sec-
ondary spin current (5.3b) is of the same order of magnitude as the injected
spin current, reaching its maximum |max(jyy/j(0)

xx )| ≈ 61% within one spin-



48 Spin Swapping in Diffusive Metals

orbit precession length from the injection edge. iv) Additional spin currents
and accumulations are generated for z-polarized spins. Fig. 5.2 further il-
lustrates the situation for a two-dimensional system of width L = 4ls and
length Lx = 16ls. The injected x-polarized spin current in Fig. 5.2(b) is
coupled to the z spin components in Fig. 5.2(d) through Eqs. (5.2). In turn,
this induces a transverse y-polarized spin current in Fig. 5.2(b), which is
approximately given by Eq. (5.3b) for y = 0. This swapped spin current
causes an oscillating accumulation of y-polarized spin components at the
lateral edges. This is a signature of the intrinsic spin swapping effect that
may be probed experimentally, for instance, by optical means or by measur-
ing the interface voltage at weak contacts between the lateral boundaries
and ferromagnets, see Paper [2].

5.3 Intrinsic Spin Swapping in a Narrow Strip

In Paper [2], we also study the spin accumulations arising from intrinsic spin
swapping in a narrow strip where L� ls. This case is interesting because a
long-range spin swapping effect can then be realized, for which the swapped
spin accumulations can extend far along the strip on length scales much
greater than the spin-orbit precession length. Due to the small parameter
L/ls, the Eqs. (5.2) can be solved analytically. Again, we shall consider the
case where an x-polarized spin current is injected along x direction. The
resulting population of y-polarized spins then reads, to first order in y/ls,

hy(x, y) = −2 j
(0)
xx ls√
ΓD

y

ls
sin
(
2x/ls

)
e−
√

Γx/ls , (5.4)

where the spin-orbit precession length is renormalized by the parameter
Γ = 2L2/3l2s . Since

√
Γ� 1, the spin accumulation oscillates and slowly de-

creases along the x direction. This long-range behavior is closely related to
the increase of the D’yakonov-Perel spin relaxation time in narrow strips [90].
Fig. 5.3 exemplifies the drastic increase in the spin-orbit precession length
for a system of width L = 0.3ls compared to the previous system illustrated
in Fig. 5.2.
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(a) System width L = 0.3ls. (b) System width L = 4ls.

Figure 5.3: Density of y-polarized spins generated via the intrinsic spin swapping
effect by an x-polarized spin current injected at x = 0 for various
system widths. (a) The swapped y-polarized spin density exhibits a
long-range propagation along the x direction in a system with width
L = 0.3ls and length Lx = 24ls. In this particular case, ls/

√
Γ ≈ 4ls.

(b) Swapped spin density in the system shown in Fig. 5.2 with a width
L = 4ls and a length Lx = 16ls, scaled to the maximum amplitude of
the spin density in (a).

5.4 Conclusion and Outlook

The spin swapping effect, especially the strong intrinsic effect, might prove
a capable tool for spin manipulation in spintronic devices. In addition, the
long-range spin propagation in narrow strips could help increase the effective
range of spin transport in mesoscopic systems, one of the central concerns
in the field of spintronics. On the other hand, the fact that secondary trans-
verse spin currents are generated in the presence of an injected primary spin
current via the spin-orbit coupling should be kept in mind when designing
spintronic devices.





6 Inverse Spin Hall Effect
in S|N|S Josephson Junctions

In Chapter 3, we discussed the extrinsic spin Hall effect, and in Chapter 4,
we studied how it influences transport in a diffusive superconductor. Some
superconductivity-induced features of the direct spin Hall effect originating
from intrinsic spin-orbit coupling were analyzed in s-wave bulk superconduc-
tors by Kontani et al. [55], and in S|N|S Josephson junctions by Mal’shukov
and Chu [56]. The latter work reveals an equilibrium spin accumulation at
lateral sample edges induced by a supercurrent, similar to a nonequilibrium
spin accumulation induced by the direct spin Hall effect in normal conduc-
tors. There is, however, no spin current present due to the time-reversal
symmetry of the considered stationary Josephson effect. Another manifes-
tation of the spin-orbit interaction and a demonstration of the coupling
between spin and charge that the spin Hall effect provides, is the equilib-
rium inverse spin Hall effect in S|N|S Josephson junctions, which we study
in Paper [1]. Unlike the conventional inverse spin Hall effect, which requires
a nonequilibrium distribution of spins, the interplay between intrinsic spin-
orbit coupling and a transverse spin distribution created by a Zeeman field
inside the normal part of an S|N|S Josephson junction is sufficient to induce
a supercurrent between the superconducting terminals of the junction in
thermal equilibrium. The spin distribution can either be created by i) a
perpendicular Zeeman field which is inhomogeneous along the transverse
coordinate y, see Fig. 6.1, or ii) a homogeneous in-plane Zeeman field par-
allel to y. Moreover, spin-orbit coupling diminishes the depairing effects
of strong Zeeman fields in such a system and leads to a long-range prop-
agation of ±1 triplet components on the scale of the spin-orbit precession
length, providing a link between the two superconducting terminals.

The starting point for our considerations is the anomalous retarded Green’s
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Hz
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N
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Figure 6.1: S|N|S Josephson junction. The interplay between Rashba-type spin-
orbit interaction and Zeeman fields in a two-dimensional diffusive metal
(N) induces a phase difference between the order parameters of the two
superconducting terminals of the junction (S) in thermal equilibrium
and gives rise to a supercurrent. This inverse spin Hall effect can be
observed with i) a perpendicular Zeeman field which is inhomogeneous
along the transverse coordinate y, or ii) a homogeneous in-plane Zee-
man field parallel to y (not shown).

function F̄R, i.e. the upper-right matrix block of the retarded Green’s func-
tion ĜR of Eq. (2.2a), which gives rise to superconducting correlations and
determines the supercurrent in the junction. For convenience, we choose a
decomposition in the singlet-triplet basis,

F̄R = 1̄ F0√
2

+ σ̄z
Fs√

2
+ σ̄+

F+1
2 + σ̄−

F−1
2 , (6.1)

where Fs denotes the singlet component, F0 and F±1 are the triplet compo-
nents corresponding to the 0 and ±1 projections of the Cooper pair’s total
spin onto the z axis, and σ̄± = σ̄x± iσ̄y. We assume Rashba-type spin-orbit
coupling (3.7), H̄so = σ̄ · hk, and the Zeeman interaction is included via

H̄Z(r) = σ̄zHz(r) + σ̄yHy(r), (6.2)

where Hz and Hy are the perpendicular and the in-plane components of the
Zeeman field, respectively, which produce the equilibrium spin distribution.
The Zeeman field may be created externally by a current wire or magnets
or by the internal exchange field of, for example, a magnetic semiconductor.
In the diffusion approximation, the transport properties are described by a
generalized Usadel equation, which is obtained with the equation of motion
for the Green’s function (2.8) as a starting point, and by using a standard
quasiclassical method [91, 54] in the limit of low S|N barrier transparency.
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To fourth order in the elastic scattering time τ , it can be written as
(
2iωn − τ

〈(− iv ·∇ + 2J · hk
)2〉

F
+M

)
Ψ = 0, (6.3)

where Ψ is a vector containing the energy-integrated singlet and triplet com-
ponents of the anomalous retarded Green’s function of Eq. (6.1), J is the
vector of 3 × 3 matrix spin 1 operators, and 〈. . . 〉F denotes the usual aver-
aging over the Fermi surface. The discrete energies ε = iωn of the system
in thermal equilibrium are expressed in terms of the Matsubara frequencies
ωn = (2n+1)πT for the finite temperature T . This generalized Usadel equa-
tion is similar to the one derived by Mal’shukov and Chu in Ref. [56], but
includes important nontrivial new terms beyond the diffusion approxima-
tion, which emerge from the interplay between the spin-orbit coupling and
the Zeeman field and give rise to the inverse spin Hall effect. These terms
are contained in the rather convoluted matrix M and provide a coupling
between singlet and triplet components, see Paper [1].

6.1 ‘Local’ Approximation

In order to give a qualitative insight into the underlying physics at work, we
shall now assume that spin-orbit coupling is strong, or the system sufficiently
long. Derivatives in the triplet components of Ψ can then be neglected
(except within one spin diffusion length near the boundaries), and a greatly
simplified kinetic equation for the singlet components is obtained:

2iωnΨs = −D∇2
xΨs + 2iA∇xΨs, (6.4a)

where the real coefficient A is obtained from

2iA∇x = Mss + 1
Γso

∑

m=±1
MsmMms, (6.4b)

and Γso = 2τ〈h2
k〉F is the spin relaxation rate. To second order in A, the

solution to Eq. (6.4) is given by

Ψs(x) = Ψ(0)
s (x) e iAx/D, (6.4c)

where Ψ(0)
s is the solution for A = 0. This means that an additional phase

difference θ = LA/D is acquired between the superconducting terminals
which are separated by a length L. Consequently, A acts as a weak elec-
tromagnetic vector potential and, similar to the Meissner effect, induces a
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supercurrent jc sin(φ+θ), where φ is the initial phase difference between the
terminals and jc is the critical current determined by the function Ψ(0)

s . For
a parallel Zeeman field, we find A = 4ατHy, which corroborates the numer-
ical analysis by Reynoso et al. [92], in which an in-plane external magnetic
field causes a supercurrent between the superconducting terminals, even
in the absence of a phase difference. If the Zeeman field is perpendicular,
however, the two terms on the r.h.s. of Eq. (6.4b) produce contributions
∝ α2τ3∇yHz, which precisely cancel each other in the ‘local’ approxima-
tion. This is expected because this case is similar to the behavior of the spin
Hall conductance, which vanishes for Rashba spin-orbit coupling [93, 94, 95].
Consequently, we should expect that A , 0 for the cubic Dresselhaus [96]
spin-orbit coupling, for which the spin Hall conductance is finite [97].

6.2 Perturbative Treatment

In order to find a finite inverse spin Hall effect for Rashba spin-orbit coupling
and a perpendicular Zeeman field, we need to abandon the ‘local’ approxi-
mation. We consider the case that the two superconducting terminals are
described in terms of equal real order parameters ∆ � ωn and are con-
nected to the normal metal via tunnel barriers of low transparency. We can
then express the supercurrent as a sum over the Matsubara frequencies [71]
and treat M in Eq. (6.3) perturbatively. The parameter of interest is the
effective phase difference θeff between the superconducting terminals, and
assuming that it is small, we can express the resulting supercurrent as

jc sin(θeff), (6.5a)

where
θeff = 2ltrτ

kFL
∇yHzρ, (6.5b)

ltr is the impurity mean free path, and kF is the Fermi wave vector. The
effective phase difference thus depends on the average gradient of the per-
pendicular Zeeman field ∇yHz within the contact region and the quantity
ρ, which is shown in Fig. 6.2 as a function of the ratio of the spin relaxation
rate Γso and the Thouless energy ET = D/L2, a convenient measure for the
spin-orbit coupling strength. It is terms arising from the perturbation of
M , which increase slower than the terms ∝ α2 (which cancel in the ‘local’
approximation) and contribute to the effective phase difference.
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Figure 6.2: Effective phase difference θeff between the superconducting terminals
as a function of the ratio of the spin relaxation rate and the Thouless
energy, for 0.5 < kBT/ET < 8. The parameter C = 2ltrτ∇yHz/kFL is
a function of the average gradient of the perpendicular Zeeman field.

6.3 Long-Range Propagation in Strong Fields

The perturbative approach breaks down in the presence of strong Zeeman
fields. For the case of a perpendicular field, the singlet and 0 triplet compo-
nents decay exponentially close to the S|N contacts, and the latter become
effectively disconnected. At the same time, ±1 triplet components are not
subject to the depairing effect, as follows from Eq. (6.3), and are able to
propagate on relatively large length scales set by the spin diffusion length.
Such long-range triplet propagation, immune to even strong exchange fields,
was studied in S|F|S junctions, where the mixing between triplet and singlet
components was provided by an inhomogeneous rotating magnetization (see
Ref. [54] and references therein). In our case, a coupling between Ψ±1 com-
ponents and Ψs and Ψ0 components is achieved by the spin-orbit coupling
and expressed through the matrix elements M±1s and the spin precession
operator

R0,±1 = −4iτ
〈(
J0,±1 · hk

)(
v · ∇)

〉
F
, (6.6)

emerging from the second term on the l.h.s. of Eq. (6.3). Assuming that
Hz � Γso, ET, the relevant contribution to the supercurrent (6.5a) has the
general form

f
(0)
s0 (xL, x)R0mf

(0)
mm(x, x′)Mmsf

(0)
ss (x′, xR), (6.7)
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where xL and xR define the range for free electron motion inside the normal
part of the junction, and x and x′ are integration variables. The unper-
turbed functions f (0)

s0 and f
(0)
ss are obtained from the singlet and 0 triplet

projections of Eq. (6.3), where the precession term and all matrix elements
of M , except Ms0 and M0s, are ignored. This provides an insight into the
physical processes behind the long-range propagation of Ψ±1 components:
the Zeeman field mixes Ψs and Ψ0 components within a short range close
to the left contact region (xL). Next, the spin precession in the spin-orbit
field transforms Ψ0 triplet components into Ψ±1 triplet components, which
then, uninhibited by the strong exchange field, propagate towards the right
contact region (xR), where they are converted back into Ψs components by
the matrix M . In contrast to the case with a perpendicular Zeeman field,
in a parallel field alignment, ±1 triplets decay exponentially near the con-
tacts, and thus fail to provide a long-range link between the superconducting
terminals.

6.4 Conclusion and Outlook

As we have seen, the interplay of spin-orbit coupling and Zeeman fields can
give rise to rich and interesting phenomena. It should be noted, that the
equilibrium inverse spin Hall effect discussed here is expected to be strong in
the ballistic transport regime in a metallic normal layer with strong Rashba
spin-orbit coupling. Candidates for such materials are, for instance, Bi/Ag
surface alloys [98] or the polar layered semiconductor BiTeI, which exhibits
a giant bulk Rashba spin splitting [99, 100]. Certain niobium alloys are able
to withstand high magnetic fields and maintain high critical currents [101],
and could thus be a suitable choice for the superconducting terminals.



A Notation and Conventions

A.1 Fourier Transform

We define the Fourier transforms as

x(r, t) =
∫ dq

(2π)3 e
iqr
∫ dε

2π e
−iεtx(q, ε), (A.1a)

x(q, ε) =
∫

dr e−iqr
∫

dt eiεtx(r, t), (A.1b)

and we use these definitions throughout this thesis unless otherwise stated.

A.2 Einstein Notation

We use the Einstein notation throughout this thesis unless otherwise stated,
i.e. repeated indices are implicitly summed over: aibi = ∑

i aibi.

A.3 Natural Units

We use natural units throughout this thesis unless otherwise stated,

~ = kB = 1. (A.2)

A.4 Matrices

We use a ‘bar’ superscript to denote 2 × 2 matrices Ā in spin space, a
‘hat’ superscript to denote 4 × 4 matrices Â in spin ⊗ particle-hole space,
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and a ‘check’ superscript to denote 8 × 8 matrices Ǎ in spin ⊗ particle-
hole ⊗ Keldysh space.

A.4.1 Pauli Matrices

The conventional 2× 2 Pauli matrices are

σ̄x =
(

0 1
1 0

)
, σ̄y =

(
0 −i
i 0

)
, σ̄z =

(
1 0
0 −1

)
, (A.3)

and the vector of Pauli matrices is denoted by σ̄ = (σ̄x, σ̄y, σ̄z)T. When
dealing with superconductivity and matrices in spin ⊗ particle-hole space,
we also make use of generalized Pauli matrices. Specifically,

τ̂3 = 1̂⊗ σ̄z =




1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


 (A.4)

is a generalization of the third Pauli matrix, and

α̂ =
(
σ̄ 0
0 σ̄∗

)
(A.5)

is a generalization of the vector of Pauli matrices to spin ⊗ particle-hole
space.



B Anomalous Current Impurity Average

We shall here compute the impurity average of the anomalous current con-
tribution following the procedure employed by Shchelushkin and Brataas in
Ref. [86], exemplified by the first term on the r.h.s. of Eq. (4.10),

〈
v̂so(r1 )ĜK(1 , 1 ′)

〉
c = 2γ τ̂3α̂×

(〈(∇Û(r1 )
)
Ǧ(1 , 1 ′)

〉
c

)K
.

To this end, we need to calculate

2γ τ̂3α̂×
〈(∇Û(r1 )

)
Ǧ(1 , 1 ′)

〉
c. (B.1)

In the dirty limit, elastic impurity scattering Û is the dominating perturba-
tive term in the Hamiltonian of Eq. (2.4), and because we restrict ourselves
to first order in the spin-orbit coupling, it is sufficient to use

Ĥ(1 ) = −1̂ 1
2m∂

2
r1− 1̂µ+ Û(r1 ) (B.2)

in the following arguments. In addition, we shall further employ the self-
consistent Born approximation in which only irreducible diagrams to second
order in the scattering potential are considered in the self-energy and dia-
grams which contain crossing scattering lines are disregarded.

From the equation of motion for the Keldysh Green’s function (2.8), it
follows that

(
τ̂3i∂t1 −

(Ĥ(1 )− Û(r1 )
))
Ǧ0(1 , 1 ′) = 1̌δ(1 − 1 ′), (B.3)

where Ǧ0 is the Green’s function of the unperturbed Hamiltonian (Ĥ − Û).
Using Eq. (B.3) in Eq. (2.8) yields
(
τ̂3i∂t1 − Ĥ(1 )

)
Ǧ(1 , 1 ′) =

(
τ̂3i∂t1 − Ĥ(1 )

)
Ǧ0(1 , 1 ′) + Û(r1 )Ǧ0(1 , 1 ′)

=
(
τ̂3i∂t1 − Ĥ(1 )

)
Ǧ0(1 , 1 ′)

+
∫

d2 δ(1 − 2 )Û(2 )Ǧ0(2 , 1 ′).
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Letting
(
τ̂3i∂t1 − Ĥ(1 )

)−1 act from the left gives an integral equation,

Ǧ(1 , 1 ′) = Ǧ0(1 , 1 ′) +
∫

d2 Ǧ(1 , 2 )Û(2 )Ǧ0(2 , 1 ′), (B.4a)

where we again used Eq. (2.8). This is the so-called Dyson equation. By
successively inserting the full propagator Ǧ into the integrand, we obtain
the infinite perturbation series

Ǧ = Ǧ0 + Ǧ0ÛǦ0 + Ǧ0ÛǦ0ÛǦ0 + Ǧ0ÛǦ0ÛǦ0ÛǦ0 + . . . , (B.4b)

where we omitted the arguments and the integrals over the inner variables
for brevity. The interpretation of the Dyson equation (B.4) is straightfor-
ward: The full propagator Ǧ is the sum of all possible processes in which
the path of the free propagator Ǧ0 is intersected by any number of scatter-
ing events at external impurities described by Û . Multiplying the Dyson
equation (B.4) by (∇Û) from the left and carrying out the impurity average
yields

〈
(∇Û)Ǧ

〉
c =

〈
(∇Û)Ǧ0ÛǦ0

〉
c +

〈
(∇Û)Ǧ0ÛǦ0ÛǦ0

〉
c + . . . ,

where we used that 〈Û〉c = 0. In terms of a diagrammatic expansion within
the self-consistent Born approximation, we obtain

2γ τ̂3α̂×
〈
(∇Û)Ǧ

〉
c

= + + + . . .

+ + + . . .

+ + + . . .

+ + + . . .

+ . . . ,

(B.5)

where the spin-coupled gradient of the elastic impurity scattering potential

2γ τ̂3α̂× (∇Û) = (B.6)
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exclusively appears on the very left of every single contribution. By rear-
ranging the terms in the diagrammatic expansion, we observe that

2γ τ̂3α̂×
〈
(∇Û)Ǧ

〉
c

= ×
(

+ + + . . .

)

+ ×
(

+ + + . . .

)

+ ×
(

+ + . . .

)

+ ×
(

+ + . . .

)

+ . . . ,

(B.7)

and thus

2γ τ̂3α̂×
〈
(∇Û)Ǧ

〉
c

=
(

+ + + . . .

)

×
(

+ + + . . .

)
.

(B.8)

We now define a ‘vector self-energy’ within the self-consistent Born approx-
imation,

Σ̌(l)
sj (1 , 1 ′) = 2γ τ̂3α̂×

〈(∇Û(r1 )
)
Ǧc(1 , 1 ′)Û(r1 ′)

〉
c = , (B.9)

which is proportional to the spin-orbit coupling strength γ. The impurity-
averaged full propagator Ǧc = 〈Ǧ〉c has the diagrammatic expansion

Ǧc(1 , 1 ′) = Ǧ0(1 , 1 ′) +
∫

d2
∫

d3 Ǧ0(1 , 2 )Σ̌(2 , 3 )Ǧc(3 , 1 ′),

= + ,

(B.10)
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where

Σ̌(1 , 1 ′) =
〈
Ûtot(r1 )Ǧc(1 , 1 ′)Ûtot(r1 ′)

〉
c = (B.11)

is the self-energy in the self-consistent Born approximation as defined in
Eq. (2.9). Using Eqs. (B.9) and (B.10), we conclude that, to first order in
the spin-orbit coupling strength,

〈
v̂so(r1 )ĜK(1 , 1 ′)

〉
c =

∫
d2
(
Σ̌(l)

sj (1 , 2 )Ǧc(2 , 1 ′)
)K
. (B.12)

Following the same arguments, we also find

〈
ĜK(1 , 1 ′)v̂so(r1 ′)

〉
c =

∫
d2
(
Ǧc(1 , 2 )Σ̌(r)

sj (2 , 1 ′)
)K
, (B.13)

where

Σ̌(r)
sj (1 , 1 ′) = 2γ

〈
Û(r1 )Ǧc(1 , 1 ′)

(
τ̂3α̂×∇Û(r1 ′)

)〉
c, (B.14)

again, is a vector and proportional to the spin-orbit coupling strength γ.
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[26] C. Brüne, A. Roth, E. G. Novik, M. Konig, H. Buhmann, E. M. Han-
kiewicz, W. Hanke, J. Sinova, and L. W. Molenkamp. Evidence for the
ballistic intrinsic spin hall effect in hgte nanostructures. Nat. Phys.,
6:448–454, 2010.

[27] J. Wunderlich, B.-G. Park, A. C. Irvine, L. P. Zârbo, E. Rozkotová,
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We consider dc supercurrents in SNS junctions. Spin-orbit coupling in combination with Zeeman fields can
induce an effective vector potential in the normal conductor. As a consequence, an out-of-plane spin density
varying along the transverse direction causes a longitudinal phase difference between the superconducting
terminals. The resulting equilibrium phase-coherent supercurrent is analog to the nonequilibrium inverse spin
Hall effect in normal conductors. We explicitly compute the effect for the Rashba spin-orbit coupling in a
disordered two-dimensional electron gas with an inhomogeneous perpendicular Zeeman field.

DOI: 10.1103/PhysRevB.81.060502 PACS number�s�: 72.25.Dc, 71.70.Ej, 73.40.Lq, 74.50.�r

The spin Hall effect �SHE� and inverse SHE �ISHE� are
remarkable demonstrations of the influence of the spin-orbit
coupling on electron transport. Via this coupling, a longitu-
dinal electric current can induce a perpendicular spin current
and vice versa. These effects take place in metals and semi-
conductors, where the spin-orbit interaction �SOI� arises
from impurity scattering1 or band-structure effects.2 Utilizing
spin injection, SHE, and ISHE, electron spins can be con-
trolled, as recently demonstrated experimentally.3

We discuss the intrinsic SHE and ISHE, where the domi-
nant spin-orbit coupling is from the electron band structure.
The study of SHE has been focused on normal conductors,
e.g., normal metals and semiconductors. Interesting, and rich
physics occurs in superconductors where electron transport is
dissipationless and the ground state exhibits macroscopic co-
herence. Some superconductivity induced features of the in-
trinsic SHE have recently been analyzed in bulk
superconductors4 and superconductor-normal-
superconductor �SNS� Josephson junctions.5 The latter work
reveals an equilibrium spin accumulation at lateral sample
edges, similar to nonequilibrium spin accumulation in nor-
mal conductors, but the spin Hall current vanishes due to
time-reversal symmetry in the dc Josephson effect.

We focus on ISHE in Josephson junctions. There are two
scenarios depending on how the spin current �density� is cre-
ated in the normal metal. In a dissipative setup, additional
normal/ferromagnetic terminals in the transverse direction
inject a nonequilibrium spin current. Subsequently, the ISHE
induces an electric potential difference VSH between super-
conducting terminals, causing Josephson oscillations at fre-
quency 2eVSH /�. Transport is dissipative due to the spin
flow between transverse normal/ferromagnetic terminals.
This phenomenon is interesting from an experimental point
of view and we will study it quantitatively elsewhere, but we
consider here a dissipationless effect.

We present a inverse dissipationless SHE: an out-of-plane
equilibrium spin density spatially varying in the transverse
direction induces a longitudinal electric supercurrent.
Equivalently, it induces a phase shift between two supercon-
ducting terminals. In general, since the equilibrium spin den-
sity controls ISHE, Zeeman interaction from magnetic or ex-
change fields manipulates the resulting Josephson
supercurrent. As an explicit illustration, we consider the in-
terplay of spin-orbit coupling and Zeeman fields in a disor-

dered two-dimensional electron gas �2DEG�, and compute
the magnitude of the equilibrium Josephson ISHE.

The interplay of Zeeman field and SOI leading to an ef-
fective phase difference between superconducting terminals
has recently also been studied in two quite different systems,
but neither exhibits the ISHE we discuss: a supercurrent in
response to a spatially homogenous magnetic field occurs in
Josephson tunneling through a one-dimensional �1D� wire6

and appears in numerical simulations of the superconducting
transport through a ballistic point contact7 in a spatially ho-
mogenous parallel magnetic field. Note that a normal system
analog of the latter phenomenon is the spin-galvanic effect8

that is different from ISHE. In addition to our main finding
of an inverse SHE, we provide an improved understanding of
these phenomena by showing how the interplay of Zeeman
field and SOI can result in the appearance of an effective
electromagnetic vector potential. Such a vector potential, in
direct analogy with the Meissner effect, gives rise to a super-
current.

Let us outline our model. The spin-orbit interaction arises
from the band structure, Hso=� ·hk, where �= ��x ,�y ,�z� is
a vector of Pauli matrices. We assume that the spin-orbit field
hk is given by Rashba SOI where hx=�ky and hy =−�kx �Ref.
9�. Two examples of spin-density manipulations in 2DEG
will be considered: �i� a perpendicular to 2DEG Zeeman field
spatially varying in the transverse direction y, as shown in
Fig. 1 and �ii� a homogeneous Zeeman field directed along
the y axis. We will show that setup �i� exhibits an equilib-
rium inverse SHE. Setup ii� also changes the current-phase
relation in SNS contacts. All relevant length scales are as-
sumed larger than the mean-free path l=vF�, and we are in
the metallic regime kFl�1, where kF and vF are the Fermi
wave vector and velocity, respectively. These conditions al-
low a diffusion approximation in the description of electron
transport. In this regime, the transport properties are de-
scribed by a generalized Usadel equation, which we will now
derive. The resulting Usadel equation is similar to the one in
Ref. 5, but important nontrivial new terms essential for the
effects we discuss are added due to the Zeeman interaction
HZ�r�=�zHz�r�+�yHy�r�, where Hz �Hy� are the perpendicu-
lar �in-plane� components of the Zeeman field. We start from
the anomalous retarded thermal equilibrium Green function
F���r ,k ,��, which is the Fourier transform of
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F�� = − i��	��r +
�

2
,t�,	��r −

�

2
�,t��

+
�
�t − t�� �1�

with respect to the relative coordinate � and relative time t
− t�. It is convenient to use a singlet-triplet basis representing
the Green’s function,

F��̄ =
1
	2

����F0 + ���
z Fs� +

���
+

2
F+1 +

���
−

2
F−1, �2�

where �̄ denotes a spin projection opposite to �, ���
�

=���
x � i���

y . Fs denotes the singlet component. F0 and F�1
are triplet components corresponding to 0 and �1 projec-
tions of the Cooper pair’s total spin on the z axis. Using a
standard method starting from Gor’kov equations10,11 and as-
suming low SN barrier transmittance, we derive the linear-
ized diffusion equation



m

��nm − i�Knm�Fm =
i

2NF
�G11

0 � + �G22
0 �n, �3�

where subscripts n and m attain the values 0, �1, or s, � is
the elastic scattering time and

K = 2� − vq̂ − 2Jhk − S − B . �4�

Here q̂=−i�, J is the 3�3 matrix spin 1 operator in the
triplet subspace, and operators S and B provide mixing of
triplet and singlet components,

S�1,s = − Ss,�1 = �
q̂
	2

�hk
�

�k
; B0,s = Bs,0 = 2Hz

B�1,s = − Bs,�1 = i	2Hy , �5�

where h�=hx� ihy. In the right-hand side of Eq. �3� �
=
kF and the unperturbed retarded Green’s functions are

G11/22
0 = �� � Ek − � · hk − �zHz � �yHy + i��−1. �6�

The diffusion equation can be derived from Eq. �3� by
expanding the operator �1− i�K�−1 for small �K and averag-
ing over k. The resulting Usadel equation is

2i�� = ��− iv · �+ 2J · hk�2�F� − M� , �7�

where the angular brackets denote averaging over the Fermi
surface. The matrix M originates from the SOI and the Zee-
man interaction expressed via the operators S and B. Its off-
diagonal terms describe singlet-triplet transitions. The rel-
evant matrix elements for our further analysis are

Mss = 2�3 

�=�

�bq̂
−�Hzaq̂

� + aq̂
−�Hzbq̂

��F,

Ms�1 =
4i�2

	2
�2Hzbq̂

� + bq̂
�Hz �

1

2
hk

2aq̂
��

F
− 	2Hy ,

M�1s =
4i�2

	2
�Hzbq̂

� + 2bq̂
�Hz �

1

2
hk

2aq̂
��

F
+ 	2Hy ,

Ms0 = M0s = − 2iHz, �8�

where aq̂
�= q̂i�hk

� /�k̂i and bq̂
�=hk

��v · q̂� so that, e.g., the
singlet-singlet diagonal element is proportional to �x.

In order to understand some of the underlying physics
described by Eq. �7�, we will demonstrate that SOI in com-
bination with the Zeeman field gives rise to an effective
Meissner effect. Let us first discuss this in the most transpar-
ent “local” approximation when the SOI is strong enough/the
system long enough, so that the spin-diffusion length Lso

=	D /�so�L , 	D /T, where L is the length of the junction,
�so=2�h2�F is the spin-relaxation rate and D=vF

2� /2 is the
diffusion constant. In this approximation derivatives in triplet
parts of Eq. �7� can be disregarded, except in a narrow range
�Lso near the boundaries. Hz is assumed to vary slowly on
the Lso scale. Expressing the triplet components of � via the
singlet �s and substituting them into the singlet projection of
Eq. �7�, the latter takes the form

2i��s = − D�x
2�s + 2iA�x�s, �9�

where A is a real coefficient obtained from the equation

2iA�x = Mss +
1

�so



m=�1
MsmMms. �10�

Here we have only included dominant terms proportional to
�2�Hz /�y and �Hy. Higher order contributions to Eq. �9�
proportional to H2 and �4 have been disregarded.

The diffusion Eq. �9� demonstrates that cA /e is an effec-
tive weak-electromagnetic vector potential. Therefore, simi-
lar to the Meissner effect, it will induce a supercurrent. To
order A2 the solution of Eq. �9� is �s=�s

0 exp�ixA /D�,
where �s

0 satisfies Eq. �9� with A=0. The exponential factor
gives rise to an additional phase difference 
=LA /D be-
tween the superconducting terminals, the Josephson current
is jc sin��+
�, where � is the initial phase difference be-
tween the terminals and jc is the critical current determined
by the function �s

0. The coefficient A is simple for Rashba
SOI. For a parallel Zeeman field A=4��Hy. For a perpen-
dicular field it vanishes, which is expected since it is similar

Hz

S

S

N
x

y

z

FIG. 1. �Color online� An SNS Josephson junction. Interplay
between Rashba spin-orbit interaction and Zeeman splitting in a
normal 2D film �n� induces a phase difference between order pa-
rameters of two superconducting terminals �s�. An inhomogenous
Zeeman interaction can be created by, e.g., a ferromagnetic layer on
top of the film or magnetic impurities. Another possible configura-
tion �not shown� is a uniform field parallel to the y axis
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to the behavior of the spin Hall conductance. Continuing
such an analogy, one can expect that A�0 for the cubic
Dresselhaus13 SOI.12

In order to find a finite ISHE even for the Rashba SOI, we
must go beyond the local approximation. In this case, the
diffusion Eq. �7� cannot be reduced to simple form �9�. We
consider superconducting leads with equal real order param-
eters � connected via two SN interfaces with a low transpar-
ency t. The barriers are assumed to extend into the 2DEG
under the superconducting leads, so that the range of a free-
electron motion is between xL and xR at the left and right
leads, respectively. Depending on contact fabrication, other
models can be similarly studied. For example, the electrons
in the 2DEG could move freely underneath the contacts, with
the barriers present only in z direction, as shown in Fig. 1.
The choice of the model is not important for the main quali-
tative results obtained below.

To the lowest order in the tunneling transparency t, the
superconducting current can be expressed14 as a sum over
Matsubara frequencies �=�2n+1�T,

j =
eT

2Rb
2NF



�

�2

�2 + �2 Im�� dydy�fss�rL,rR��� , �11�

where Rb is the boundary resistance,15 rL/R= �xL/R ,y� and
fab�rL ,rR��, with a ,b=0, �1, s, is the Green’s function of Eq.
�7�, i.e., a solution of Eq. �7� with a delta source in its right-
hand side. The equations for retarded and advanced functions
must be properly continued to the upper and lower complex
semiplanes of �, respectively. Treating M in Eq. �7� pertur-
batively one can express the correction to fss

�0��rL ,rR�� as

�fss�rL,rR�� = −� drfss
�0��rL,r�Mssfss

�0��r,rR� + 

mm�

� dr1dr2fss
�0�

��rL,r1�Msmfmm�
�0� �r1,r2�Mm�sfss

�0��r2,rR�� , �12�

where the unperturbed diffusion propagators fss
�0��r ,r�� and

fmm�
�0� �r ,r��, with m ,m�=0 or �1, are obtained from Eq. �7�

with hard-wall boundary conditions, �xfss
�0�→0 at x=xL and

x=xR, while the triplet components in the case of Rashba
SOI satisfy the boundary condition �iLso�x+2Jy�f =0.16

To illustrate the ISHE, we consider the case of Rashba
SOI with finite Hz, Hy =0, and ���. The parameter of in-
terest is the effective phase difference between superconduct-
ing terminals,


eff =


�
�2

�2+�2 Im�� dydy�fss�rL,rR���

�

�2

�2+�2 Re�� dydy�fss
0 �rL,rR��� . �13�

At 
eff�1 this parameter allows to express Eq. �11� in the
form j= jc sin 
eff. From Eq. �7�, 
eff=C�, where C
=2l�yHz� /kFL and �yHz denotes the average value of the
magnetic field gradient in the contact range. � is shown in
Fig. 2 as a function of ratio of the spin-relaxation rate �so
=2��2kF

2 versus the Thouless energy ET=D /L2. For large
SOI the “local” approximation is obtained by using the ap-
proximate form of f�1�1=2f00=−��r1−r2� /�so in the second

term of Eq. �12�. In this case both terms in Eq. �12� are
proportional to �2 and precisely cancel each other, as in the
r.h.s. of Eq. �10�. Beyond this leading “local” approximation
there are terms increasing slower than �2. They contribute to
Fig. 2.

Larger Zeeman fields cannot be treated perturbatively. A
strong depairing effect takes place when the characteristic
length LZ=	D /2H is small, LZ�min�L ,Lso�. Then, for H
=Hz, both �s and �0 decay exponentially near contacts with
superconducting terminals and the latter become effectively
disconnected. On the other hand, as it follows from Eq. �7�,
��1 components are not subject to the depairing effect and
can propagate at the relatively large distance �Lso. Such a
long-range triplet effect has been studied in SFS junctions,
where a link between triplet and singlet Cooper pairs has
been induced by an inhomogeneous �rotating� magnetization
�see Ref. 11 and references therein�. In our case, a coupling
of ��1 to �0 and �s can be provided by SOI through the
matrix elements M�1s and the spin precession operator
R�1,0=−i4��J�1,0 ·hk��v ·���F originating from the first
term in the right-hand side of Eq. �7�. Indeed, assuming that
Hz��so and ET, it is easy to show that modified Eq. �12� is
represented by its second term, where the integrand has the
form

fs0
�0��xL,x�R0mfmm

�0� �x,x��Mmsfss
�0��x�,xR� . �14�

The unperturbed functions fs0
�0� and fss

�0� are obtained from s
and 0 projections of Eq. �7�, where the precession term and
all Mij, except Ms0 and M0s are ignored. The physics of the
process described by Eq. �14� is clear: the magnetic field
mixes 0-triplet and singlet components of the pairing func-
tion within the short range near the left boundary. Further,
due to the spin precession in the SOI field the 0-triplet trans-
forms to �1 triplet components. The latter propagate to the
right contact where they convert to the singlet through M�1s.
Integrating Eq. �14� over x and x� gives a power-law depen-
dence of Im��fss�xL ,xR�� on the magnetic field,

Im��fss�xL,xR�� � ��Hz�y1��−3/2 − �Hz�y2��−3/2� , �15�

where y1 and y2 are y coordinates of the junction edges.
Accordingly, at Lso�L and �y1−y2��L an order-of-
magnitude evaluation of 
eff can be written as

0.5
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FIG. 2. �Color online� The phase difference versus a ratio of the
spin-relaxation rate and the Thouless energy, at 0.5�kBT /ET�8.
The parameter C is described in the text.
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eff �
l3

2Lso
2 L

�

kFl
�� Hc

Hz�y1�
�3/2

− � Hc

Hz�y2�
�3/2� , �16�

where 2Hc=D /Lso
2 =�so and � is shown at Fig. 2.

In contrast to a perpendicular Zeeman field, in a parallel
field �1 triplets exponentially decay near boundaries, as can
be seen from Eqs. �7� and �8�. So they cannot provide a
long-range link between superconducting terminals.

In conclusion, an analog to the ISHE exists in dc Joseph-
son SNS junctions. Unlike the normal ISHE, the supercur-
rent through the SNS contact can be induced by a static
Zeeman interaction by magnetic or exchange fields oriented
normal to the 2DEG and varying in the direction transverse
to the electric current. A destructive depairing effect of the
strong Zeeman field is diminished by Rashba SOI leading to
a power-low dependence on this field. We show that a super-
current through the junction can also be induced by a uni-

form parallel Zeeman field, corroborating thus the numerical
analysis of Ref. 7. On the other hand, the depairing effect of
such a field was found to be strong �exponential�. In both
cases an appearance of the supercurrent can be explained in
terms of the Meissner effect produced by an effective vector
potential, which is a combined effect of the Zeeman field and
Rashba spin-orbit interaction.

We considered the diffusive transport regime which is rel-
evant in low mobility metals and �magnetic� semiconductors.
Furthermore, the diffusive regime, allows an elucidation of
the main physics and parameters governing this phenomena.
We expect a strong Josephson ISHE in ballistic junctions
containing a metallic normal layer with a strong Rashba in-
teraction, for example in Bi films on some substrates.17 Bal-
listic quantum wells of narrow gap semiconductors are also
expected to exhibit an increased Josephson ISHE.

A.G.M. gratefully acknowledges hospitality of NTNU.
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Here, we study diffusive spin transport in two dimensions and demonstrate that an intrinsic analog to a
previously predicted extrinsic spin swapping effect, where the spin polarization and the direction of flow are
interchanged due to spin-orbit coupling at extrinsic impurities, can be induced by intrinsic (Rashba) spin-orbit
coupling. The resulting accumulation of intrinsically spin-swapped polarizations is shown to be much larger than
for the extrinsic effect. Intrinsic spin swapping is particularly strong when the system dimensions exceed the
spin-orbit precession length and the generated transverse spin currents are of the order of the injected primary spin
currents. In contrast, spin accumulations and spin currents caused by extrinsic spin swapping are proportional
to the spin-orbit coupling. We present numerical and analytical results for the secondary spin currents and
accumulations generated by intrinsic spin swapping, and we derive analytic expressions for the induced spin
accumulation at the edges of a narrow strip, where a long-range propagation of spin polarizations takes place.

DOI: 10.1103/PhysRevB.85.115306 PACS number(s): 72.25.−b, 71.70.Ej, 72.20.Dp

I. INTRODUCTION

Understanding the spin-orbit interaction is essential to the
development of spintronics and gives rise to various spin
transport mechanisms. Effects of the spin-orbit interaction
can be intrinsic or extrinsic. Intrinsic effects are caused by
the spin-orbit interaction in the band structure. Extrinsic
contributions arise from spin-orbit coupling at impurities. The
spin Hall effect, where a transverse spin current is generated
via a longitudinal charge current, is one of the effects resulting
from the spin-orbit coupling and has attracted much attention,
both theoretically1–8 and experimentally.9–15 In a sample, this
transverse spin current generates opposite spin accumulations
at the lateral boundaries.

While the spin Hall effect provides coupling between
charge and spin, another spin-orbit-induced transport mech-
anism has recently been introduced in which only spins
couple and which emerges even in the absence of charge
currents. Primary longitudinal spin currents give rise to
secondary transverse spin currents due to spin-orbit coupling at
extrinsic impurities.16 The generated secondary spin currents
are proportional to the extrinsic spin-orbit coupling strength.
The effect has been coined “spin swapping” because, in
its simplest manifestation, it interchanges the spin polariza-
tion direction and the spin flow.17 It has been suggested
that any mechanism inducing a spin Hall effect should
also give rise to spin swapping. However, it has not yet
been clear how the intrinsic mechanism could produce this
effect.

In this paper, we demonstrate that an intrinsic (Rashba spin-
orbit-induced) spin swapping effect exists in two-dimensional
diffusive metals and that it is drastically different from its
extrinsic analog. The main distinction between these two
effects is that the extrinsic effect is of the same order as
the spin-orbit coupling strength and is thus small, irrespective
of the system size. In contrast, the intrinsic spin swapping
effect is large for system dimensions exceeding the spin-orbit
precession length, and the secondary spin currents generated

by this effect are then of the same order as the primary spin
currents. If, however, the system width is small compared to
the spin-orbit precession length, the effect is small but leads to
a long-range propagation of spin polarizations closely related
to the increase of the D’yakonov-Perel spin relaxation time in
narrow strips.18 Furthermore, the symmetry of intrinsic spin
swapping is more complex and richer than that of the extrinsic
spin swapping effect resulting in a nontrivial dependence
on the relative orientation of the injected spin flow and the
spin polarization. We present numerical and analytical results
for the transverse secondary spin currents and accumulations
induced by primary spin currents in two-dimensional diffusive
metals, and we compare the intrinsic and extrinsic spin
swapping effects.

This paper is organized as follows. We first provide a
review of the previously discussed extrinsic spin swapping
effect in Sec. II, and we compute the spin accumulations and
spin currents induced by an injected primary spin current in
a two-dimensional diffusive metal. In Sec. III, we discuss the
intrinsic spin swapping effect, numerically evaluate the spin
densities and spin currents generated through intrinsic spin
swapping, and derive analytical results for the resulting spin
currents far away from the lateral edges of a sample. Next, in
Sec. IV, we treat the case of a narrow strip whose width is
small compared to the spin-orbit precession length and find
analytical expressions for the spin accumulations at the lateral
edges of a sample stemming from the intrinsic spin swapping
effect. In Sec. V, we briefly discuss how the spin swapping
effects could be observed in experiment. Finally, we give our
conclusions in Sec. VI.

II. EXTRINSIC SPIN SWAPPING

First, we review the extrinsic spin swapping effect intro-
duced in Ref. 16 and present its features in two-dimensional
diffusive metals in order to compare it to the intrinsic spin
swapping effect to be discussed later. The Hamiltonian of the
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system under consideration reads

H(ρ) = − 1

2m
∂2
ρ + Vimp(ρ) + Vso(ρ), (1)

where ρ = (x,y) is a two-dimensional coordinate,

Vimp(ρ) = 1

A

∑
ρi

∑
k

v(k) e i k·(ρ−ρi ), (2a)

is the elastic impurity scattering potential, and

Vso(ρ) = −i γ [σ × ∇Vimp(ρ)] · ∂ρ (2b)

is the spin-orbit coupling. ρi is the position of the i th impurity,
A is the area, v(k) is the Fourier transformed scattering
potential, σ = (σx,σy,σz)T is a vector of Pauli matrices, and γ

is the dimensionless spin-orbit coupling strength.
Considering transport in the diffusive limit, the spin

diffusion equation reads

∂2
ρfb − 1

l2
sf

fb = 0, (3)

where fb is the b component of the spin density, b ∈ {x,y,z},
and lsf is the spin-flip length. In order to study spin transport,
one also needs to define the spin current. In the leading
approximation, while neglecting spin-orbit effects, the spin
current is given by the spin diffusion current j

(0)
ab = −D∂afb

flowing along a and polarized along b, where D is the diffusion
constant. The spin-orbit interaction gives rise to additional
terms in the spin current. To first order in the spin-orbit
coupling strength γ , when there is no charge current giving
rise to the spin Hall effect, the spin current is16

jab = j
(0)
ab + χ

(
j

(0)
ba − δabj

(0)
cc

)
. (4)

The term proportional to the swapping constant χ relates
the spin polarization to the direction of flow and results in the
induction of secondary spin currents (i.e., a “spin swapping”
effect).16 For example, a primary spin current directed along
x will induce transverse spin currents that arise as follows,

j
(0)
xb ⇒ jbx,

if b �= x, and

j (0)
xx ⇒ −jyy − jzz.

The first of these transformations swaps the current’s flow
direction and its polarization. In general, this causes spin
accumulations at the lateral edges of a sample, as we shall
see shortly. The swapping constant is linear in the spin-orbit
coupling strength and can be calculated explicitly,16

χ = 2γp2
F, (5)

where pF is the momentum at the Fermi level and short-ranged
scattering potentials are assumed.

Extrinsic spin swapping arises from the additional terms
in the spin current (4) that are proportional to χ , whereas the
spin diffusion Eq. (3) is unaltered. Extrinsic spin swapping
therefore affects the boundary conditions for an unaltered,
conventional spin diffusion differential equation. We will see
later that the spin diffusion equation for the intrinsic spin

(a) (b)

FIG. 1. (Color online) The extrinsic spin swapping effect in a
semi-infinite two-dimensional diffusive metal of width L = 4lsf .
Shown are the scaled spin densities and the scaled spin currents
according to Eqs. (3) and (4). (a) Spin density and spin current
polarized along x. (b) Spin density and spin current polarized along
y. A primary spin current j (0)

xx injected at x = 0 in 1(a) induces a
transverse spin current jyy through the spin swapping effect in 1(b).
Note that the secondary spin accumulation and spin currents in 1(b)
are linear with respect to the small swapping constant χ . If, instead, a
primary spin current j (0)

xy polarized along y is injected, fy and jxy are
illustrated by 1(a) and the resulting secondary spin density and spin
current (fx and jyx , respectively) only differ from 1(b) by a sign.

swapping effect is altered as well, giving rise to a richer class
of phenomena.

In order to compare the extrinsic spin swapping effect with
its intrinsic analog to be discussed in the next section, we
first study the spin polarizations generated via the extrinsic
spin swapping effect beyond the discussion given in Ref. 16.
We consider a semi-infinite two-dimensional diffusive metal
of width L into which a spin current j (0)

xx directed along x

and carrying spins polarized along x is injected at x = 0. We
assume that the injected current is homogeneous along y at the
injection edge. Furthermore, we assume impenetrable lateral
sample edges such that no spin current flows through, with
jyb(y = ±L/2) = 0 for any spin polarization b. The spin-orbit
coupling at extrinsic impurities generates a transverse spin
current jyy on length scales larger than the mean free path
according to Eq. (4). In turn, this gives rise to an accumulation
of spins at the lateral edges of the sample polarized along
y that is antisymmetric in the transverse coordinate y. The
spin accumulation and spin current are plotted in Fig. 1:
Fig. 1(a) shows the polarization along x, and Fig. 1(b)
shows the polarization along y. In the two-dimensional case
considered here, no transformation into spins polarized along
z takes place. Note that the extrinsic spin swapping effect and,
therefore, the resulting secondary spin accumulations and spin
currents are of the order of the small swapping constant χ .
Solving the spin diffusion equation with the above-mentioned
boundary conditions, the accumulation of spins at the lateral
edges of a sample can be obtained analytically and may be
probed experimentally,

fy(y = ±L/2) =
⎧⎨
⎩

± 2
π

j
(0)
xx χ

D
xK1(x/lsf), for L � lsf,

±L
2

j
(0)
xx χ

D
e−x/lsf , for L � lsf,

115306-2



INTRINSIC SPIN SWAPPING PHYSICAL REVIEW B 85, 115306 (2012)

where K1 is the modified Bessel function of the second
kind and first order. This coincides with the numerical result
illustrated in Fig. 1. If, instead, a primary spin current j (0)

xy

polarized along y is injected, the resulting secondary spin
densities and spin currents (fx and jyx , respectively) differ
only by a sign according to Eq. (4) and can also be illustrated
as shown in Fig. 1.

III. INTRINSIC SPIN SWAPPING

We now elucidate the nature of the intrinsic spin swapping
effect. The Hamiltonian of a two-dimensional metal with
intrinsic spin-orbit coupling reads as

H(k) = h̄2k2

2m∗ + σ · hk + v(k), (6)

where m∗ is the effective electron mass, k is the electron wave
vector, and v(k) is the Fourier transformed scattering potential.
We assume Rashba spin-orbit coupling,19

hk = (αky, − αkx,0)T, (7)

where α defines the spin-orbit coupling strength. When α is
sufficiently small, such that the spin-orbit precession length
ls = (αm∗)−1 is much larger than the elastic mean free path,
the spin diffusion equation reads20

∂2
ρfx − 4

l2
s

fx = 4

ls
∂xfz, (8a)

∂2
ρfy − 4

l2
s

fy = 4

ls
∂yfz, (8b)

∂2
ρfz − 8

l2
s

fz = − 4

ls
(∂xfx + ∂yfy). (8c)

The spin current is given by20,21

jab = −D∂afb + 2

ls
D(δabfz − δbzfa). (9)

The diffusion equations (8) for the case of intrinsic spin-orbit
coupling are more difficult to solve analytically than for the
extrinsic case because the x, y, and z spin components are
coupled. Therefore, we numerically study the spin currents
and the accumulations of spins resulting from intrinsic spin
swapping in a two-dimensional system. Before presenting the
numerical results, we discuss the simple analytical expressions
that can be derived for the spin accumulations and spin currents
induced by intrinsic spin swapping far away from the lateral
edges of a sample. The problem can also be treated analytically
for a narrow strip system whose width is small compared to
the spin-orbit precession length (see Sec. IV).

We first consider a case analogous to that given for extrinsic
spin swapping. A spin current j (0)

xx = jxx(x = 0) carrying
spins polarized along the x direction and directed along x is
injected at x = 0. Again, we assume that the injected current is
homogeneous along y at the injection edge and that the lateral
edges of the sample are impenetrable [i.e., jyb(y = ±L/2) = 0
for any spin polarization b]. The situation is, to some extent,
similar to the extrinsic case depicted in Fig. 1. However, while
the swapping effect in this scenario is straightforward for the
extrinsic case, it is much more complex and rich for intrinsic
spin swapping. As mentioned before, analytical expressions

can be found for the spin currents and accumulations far away
from the lateral boundaries, at distances much larger than ls.
In this region, the influence of the boundaries is weak, and the
expressions approach the limit of a system that is infinite in
the y direction. We thus find that a transverse spin current jyy

flowing along the y direction carrying spins polarized along y

is induced,

jyy(x)

j
(0)
xx

= e−krx/ls

[
(
√

2 − 1) cos(kix/ ls)

− 3 + √
2√

7
sin(kix/ ls)

]
, (10)

where kr/i =
√

2
√

2 ∓ 1. This is the intrinsic spin swap-
ping effect. The induced spin current reaches its maxi-
mum, |jyy(xmax)|/j (0)

xx ≈ 61%, within one spin-orbit precession
length from the injection edge at x = 0. The injected spin
current itself decays away from the spin current source at
x = 0,

jxx(x)

j
(0)
xx

= e−krx/ls

[
cos(kix/ ls) + k2

r√
7

sin(kix/ ls)

]
. (11)

While extrinsic spin swapping in general directly couples
x-polarized and y-polarized spins, in intrinsic spin swapping
the conversion between x-polarized and y-polarized spin
currents occurs via spins polarized along z as can be seen
from Eqs. (8) and (9). In addition, spin currents and spin
accumulations oscillate as a function of the distance from
the injection edge. The situation is depicted in Fig. 2 for a
system with width L = 4ls and length Lx = 16ls. In Fig. 2(a),
we see that the spin current carrying spins polarized along
x, which is given by Eq. (11) in the bulk, as well as the
spin accumulation decay away from the spin current source
at x = 0. The x components of the spins are converted to z

components, as shown in Fig. 2(c), which in turn gives rise
to a swapped transverse spin current jyy , shown in Fig. 2(b),
that is polarized along y. In the bulk, this current is given by
Eq. (10). We also see that this swapped spin current causes
an oscillating spin accumulation at the lateral edges, which is
a signature of the intrinsic spin swapping effect that may be
probed experimentally (see Sec. IV for an explicit expression
of this spin swapping induced spin accumulation in a narrow
strip system).

Next, we turn to the case in which a homogeneous spin
current j (0)

xy = jxy(x = 0) carrying spins polarized along y is
injected at x = 0. To analyze this situation, we first find an
analytic expression for the transverse spin current induced
through spin swapping far from the lateral edges of the system.
We find that the primary spin current jxy is directly transformed
into a transverse spin current,

jyz(x)

j
(0)
xy

= − e−2x/ls = −jxy(x)

j
(0)
xy

, (12)

that gives rise to an accumulation of z spins at the lateral edges
of the sample (again, refer to Sec. IV for an explicit expression
for the induced spin accumulation in a narrow strip system).
In contrast to the case of extrinsic spin swapping, Eqs. (8) and
(9) provide a direct coupling between the y and z spins, with
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(a) (b) (c)

FIG. 2. (Color online) The intrinsic spin swapping effect in a two-dimensional diffusive metal of width L = 4ls and length Lx = 16ls.
(a) Spin density and spin current polarized along x. (b) Spin density and spin current polarized along y. (c) Spin density and spin current
polarized along z. A primary spin current j (0)

xx injected at x = 0 in (a) induces an oscillating transverse spin current jyy in (b) through coupling
with the z components of the spins in (c). The resulting accumulation of y components of the spins at the sample edges in (b) is a signature of
the intrinsic spin swapping effect. Shown are the spin densities and spin current densities according to Eqs. (8) and (9) on a relative scale for
each plot. Note that all quantities are of the same order of magnitude.

the resulting spin current having polarization along z (rather
than x): Again, the resulting current is of the same order as
the primary spin current. It is only near the lateral boundaries
that spin currents polarized along x are generated as well. This
spin current leads to an oscillating spin accumulation at the
sample edges. This situation is depicted in Fig. 3.

In both scenarios of injected spin currents discussed above,
intrinsic spin swapping is a much stronger effect than extrinsic
spin swapping.

IV. INTRINSIC SPIN SWAPPING IN A NARROW STRIP

In this section, we will consider the special case of a strip
whose width L is much less than ls. This case is interesting
because, in such a system, a long-range spin swapping effect
can be realized, such that the spin-swapped accumulation can
extend far along the strip, over a length much greater than ls.

This long-range behavior is closely related to the increase of
the D’yakonov-Perel spin relaxation time in narrow strips.18

Due to the small parameter L/ls, the spin-swapping
problem can be treated analytically. Following Ref. 18, we
introduce new spin density variables,

ψ±1 = 1√
2

(±fx − i fy), ψ0 = fz. (13)

In terms of these variables, Eq. (8) can be transformed into

(
i ∂x + 2

ls
Jy

)2

ψ +
(

i ∂y − 2

ls
Jx

)2

ψ = 0, (14)

where ψ is a 3-vector (ψ1,ψ0,ψ−1)T and Ji , i ∈ {x,y,z}, are
the corresponding 3 × 3 angular momentum operators for

(a) (b) (c)

FIG. 3. (Color online) The intrinsic spin swapping effect in a two-dimensional diffusive metal of width L = 4ls and length Lx = 16ls.
(a) Spin density and spin current polarized along x. (b) Spin density and spin current polarized along y. (c) Spin density and spin current
polarized along z. A primary spin current j (0)

xy injected at x = 0 in (b) induces a transverse spin current jyz in (c). In turn, this leads to an
accumulation of z spins at the sample edges, which is a signature of the intrinsic spin swapping effect. In (a), an oscillating spin current
polarized along x is only generated close to the lateral edges of the system. Shown are the spin densities and spin current densities according
to Eqs. (8) and (9) on a relative scale for each plot. Note that all quantities are of the same order of magnitude.
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spin 1. Using Eq. (9), the boundary conditions can be expressed
as (

i ∂x + 2

ls
Jy

)
ψ |x=0 = I, (15a)

(
i ∂y − 2

ls
Jx

)
ψ |y=±L/2 = 0, (15b)

where I is determined by the spin current injected at x = 0,

I±1 = i√
2D

( ∓ j (0)
xx + i j (0)

xy

)
, I0 = − i

D
j (0)
xz . (15c)

The unitary transformation,

ψ = e i Jx (π/2−2y/ls)φ, (16)

further simplifies Eq. (14) to

(
i ∂x + 2

ls
Jy(y)

)2

φ − ∂2
yφ = 0, (17)

where Jy(y) = e−i Jx (π/2−2y/ls)Jy e i Jx (π/2−2y/ls), and the
boundary conditions at the lateral edges of the system then
read

∂yφ|y=±L/2 = 0. (18)

The transformed differential equations (17) and the boundary
conditions (18) are exact equivalent representations of the
original problem.

For the case of a narrow strip, L � ls, one can expand Jy(y)
up to second order in y/ls to obtain Jy(y) = Jz + 2(y/ls)Jy −
2(y/ls)2Jz and consider the last two terms in this expression as
a perturbation. Due to Eq. (18), the solution of Eq. (17) can be
represented as a Fourier expansion in (sin (2n + 1)πy/L) and
cos (2nπy/L), where n is an integer. Further analysis reveals
that only a term uniform in y is relevant because the other
Fourier components decay very quickly along the x direction.
The equation for φ̄, that is, φ averaged over −L/2 � y � L/2,
can then be derived from Eq. (17) as18

(
i ∂x + 2

ls
Jz

)2

φ̄ + 


l2
s

(
2 − J 2

z

)
φ̄ = 0, (19)

where 
 = 2L2/3l2
s . The general solution of this equation

that converges for x → ∞ has the form φ̄±1 =
A±1 e±2 i x/ ls e−√


x/ls and φ̄0 = A0 e−√
2
x/ls . The coeffi-

cients A can be found from the boundary condition (15a).
If we consider a case analogous to that presented for

extrinsic spin swapping in Sec. II, where a spin current
j (0)
xx carrying spins polarized along x is injected, we find

I±1 = ∓ i√
2D

j (0)
xx and I0 = 0. Applying the unitary operator

(16) to this boundary condition we obtain in the leading
approximation,

φ̄±1(x = 0) = ± j (0)
xx ls√
2
D

, φ̄0(x = 0) = 0. (20)

From this it follows that

φ̄±1 = ± j (0)
xx ls√
2
D

e±2 i x/ ls−
√


x/ls , φ̄0 = 0. (21)

Using Eqs. (16) and (13), we finally obtain the spin densities,

fx = j (0)
xx ls√

D

e−√

x/ls cos (2x/ls), (22a)

fy = −2
j (0)
xx ls√

D

y

ls
e−√


x/ls sin (2x/ls), (22b)

fz = − j (0)
xx ls√

D

e−√

x/ls sin (2x/ls), (22c)

to first order in y/ls. The accumulation of y spins at the lateral
edges of the narrow strip caused by the intrinsic spin swapping
effect reads

fy(y = ±L/2) = ∓
√

3

2

j (0)
xx ls

D
e−√


x/ls sin (2x/ls). (23)

Since
√


/ls � 1, the spin accumulation oscillates and slowly
decreases along x.

Considering the second case treated in Sec. III, where a
spin current j (0)

xy carrying spins polarized along y is injected, a
similar calculation yields

fx = 0, (24a)

fy = j (0)
xy ls√
2
D

e−√
2
x/ls , (24b)

fz = −2
j (0)
xy ls√
2
D

y

ls
e−√

2
x/ls . (24c)

Again, the spin densities slowly decay along x but, analogous
to the previous discussion, no oscillation takes place.

V. EXPERIMENTAL OBSERVATION OF SPIN SWAPPING

In order to observe spin swapping, a primary spin current
needs to be injected. This can be achieved in a two terminal
setup where a spin current is electrically injected into a two-
dimensional diffusive metal from a ferromagnetic electrode.16

As discussed here, spin swapping then gives rise to spin
accumulations at the lateral sample edges that could be
detected experimentally, for example, by optical means10 or
by measuring the interface voltage at weak contacts between
the lateral boundaries and ferromagnets.12,14,15 However, in
such a setup, an electric current is present in the system as
well and additional spin currents therefore emerge from the
coupling of charge and spin via the spin Hall effect. In a
two-dimensional system with extrinsic spin-orbit coupling, the
spin accumulations resulting from spin swapping at the lateral
sample edges are polarized in-plane while those generated by
the electric current via the spin Hall effect are polarized out-of-
plane.2,3 This makes it possible to experimentally distinguish
the two effects. On the other hand, in a diffusive system
with intrinsic Rashba spin-orbit coupling, a uniform electric
field gives rise to a uniform in-plane spin polarization via the
Edelstein effect (while it does not produce spin currents).22,23

In contrast, the resulting in-plane accumulation of swapped
spins generated by a primary spin current with in-plane
polarization is opposite at the lateral boundaries, as discussed
above. This difference allows one to distinguish the intrinsic
spin swapping effect and the Edelstein effect in experiment.
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Another possibility is the use of a nonlocal geometry14

where the spin swapping effects could be observed in a part
of the system where there is no charge current. There, an
electric current is injected from a ferromagnetic electrode on
top of a diffusive metal toward a second electrode. A tunnel
barrier between the electrodes and the metal assures that the
current is injected uniformly and it optimizes the polarization
of the injected electrons. A pure spin current is thus generated
in the system, propagating in the opposite direction of the
injected charge current and away from the electrodes. This
spin current will give rise to spin accumulations at the lateral
sample edges through the spin swapping effect that could be
detected experimentally.

VI. CONCLUSION

In conclusion, we have demonstrated that there is an
intrinsic analog to the extrinsic spin swapping effect in two-
dimensional diffusive metals with Rashba spin-orbit coupling.
We found that the intrinsic effect is drastically different
because it is large for system dimensions exceeding the
spin-orbit precession length and gives rise to secondary spin

currents and accumulations that are of the same order of
magnitude as the injected primary spin currents while leading
to a long-range propagation of spin polarizations in narrow
strip systems. In contrast, the extrinsic spin swapping effect is
proportional to the spin-orbit coupling strength for any system
size and is therefore small. Moreover, intrinsic spin swapping
is more complex and richer than its extrinsic counterpart,
resulting in a nontrivial dependence on the relative orientation
of the injected spin flow and the spin polarization.

We derived explicit expressions for the transverse spin
currents in the bulk and numerically computed the resulting
spin accumulations at the lateral boundaries. In addition, we
derived explicit expressions for the spin accumulations in a
narrow strip when L � ls and found that the exponential decay
of spin polarizations along the x direction is greatly reduced
in such systems. We further gave a brief discussion on how the
spin swapping effect could be observed in experiment.
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