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Abstract

An exact and an approximate formulation for the long-term extreme response

of marine structures are discussed and compared. It is well known that the

approximate formulation can be evaluated in a simplified way by using the first

order reliability method (FORM), known for its computational efficiency. In

this paper it is shown how this can be done for the exact formulation as well.

Characteristic values of the long-term extreme response are calculated using

inverse FORM (IFORM) for both formulations. A new method is proposed

for the numerical solution of the IFORM problem, resolving some convergence

issues of a well-established iteration algorithm. The proposed method is demon-

strated for a single-degree-of-freedom (SDOF) example and the accuracy of the

long-term extreme response approximations is investigated, revealing that the

IFORM methods provide good estimates in a very efficient manner. The reduced

number of required short-term response calculations provided by the IFORM

methods is expected to make full long-term extreme response analysis feasible

also for more complex systems.
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1. Introduction

For the evaluation of extreme responses in the design of marine structures,

a full long-term response analysis is recognized as the most accurate approach

[1, 2]. However, the computational effort is in many cases a limiting factor,

and simplified approaches such as the environmental contour methods [3, 4, 5]5

are frequently used in practice. Over the last decade new methods have been

proposed in an effort to make the full long-term approach more efficient, either

by reducing the required number of short-term response calculations [2, 6, 7] or

by computing the short-term quantities more efficiently [8, 9, 10]. In this paper

we continue the development of robust and efficient methods for full long-term10

response analysis.

A comparison of different models for long-term extreme response can be

found in [2]. In the present paper we focus on the models based on all short-

term extreme peaks. For these models the long-term distribution of the short-

term extreme value is formulated as an average of the short-term extreme value15

distributions weighted by the distribution of the environmental parameters. An

exact formulation is obtained when an ergodic averaging is used, but using the

population mean yields a very common approximate formulation.

In Section 2 of this paper we compare the exact and the approximate for-

mulation, and show that the latter is non-conservative as it underestimates the20

long-term extreme responses. Nevertheless, the approximate formulation is com-

monly used because it readily lends itself to being solved very efficiently in an

approximate manner by the first-order reliability method (FORM) known from

structural reliability. However, as we show in Section 3, the exact formulation

can also be solved using FORM. To the authors’ knowledge this has not been25

done before.

Section 4 deals with the numerical solution of characteristic values for the

extreme response using inverse FORM (IFORM). IFORM was introduced in [3]

for calculation of extreme response using environmental contours. The IFORM

method has also been extended to a more general reliability context [11, 12].30
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In [2] the IFORM solution for the extreme response of marine structures was

found using a simple iteration algorithm proposed in [12]. This iteration al-

gorithm has some convergence issues though, and these are addressed in the

present paper. A new method is proposed for dealing with the convergence

issues, using a sufficient increase condition along with a backtracking approach35

for the maximization problem being solved. It should be mentioned that an

exact arc search algorithm [13] can also be used to obtain convergence, but this

approach is expected to require a larger number of short-term response calcu-

lations. Furthermore, the proposed method is simpler in its form and will be

easier to implement.40

In Sections 5 and 6 a single-degree-of-freedom (SDOF) example is given,

demonstrating the use of the proposed method. Some numerical results are

also presented in order to compare the method with the standard iteration

algorithm, and to assess the accuracy of the approximate formulation and the

IFORM approximations.45

2. Long-term extreme response modelling

For the assessment of long-term extreme responses of marine structures, it

is common to model the environmental conditions as a sequence of short-term

states during which the environmental processes are assumed stationary [1].

Each short-term state is defined by a collection of environmental parameters50

S = [S1, S2, . . . , Sn], with a joint probability density function (PDF) fS(s)

which we assume is given. We note that in order to be able to estimate fS(s) in

practice, an ergodicity assumption is required for the environmental parameters

[14]. The long-term situation is composed of a large number N of short-term

conditions, each of duration T̃ , giving a long-term time duration of T = NT̃ .55

We denote by R̃ the largest peak of the response process during an arbitrary

short-term condition, and by R̃LT the largest peak during the entire long-term

period. Assuming that the short-term extreme values are independent, the
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long-term extreme value distribution FR̃LT
(r) is obtained as

FR̃LT
(r) = FR̃ (r)

N
, (1)

where FR̃ (r) is the cumulative distribution function (CDF) of the short-term60

extreme value R̃.

2.1. Formulations based on the short-term extreme peaks

Let the CDF of the largest peak during a short-term condition with environ-

mental parameters s be given by FR̃|S (r|s). The exact long-term CDF FR̃ (r)

of the short-term extreme value is obtained when an ergodic averaging is used65

[14, 15], see also Section 12.4.2 of [1]. Thus we have the formulation

FR̃ (r) = exp

{∫
s

(
lnFR̃|S (r|s)

)
fS (s) ds

}
. (2)

The claim of exactness for the formulation (2) is perhaps somewhat unfortunate,

since e.g. the assumption of stationary environmental processes is clearly not

exact. The term ”exact” is simply used here in the sense that the formulation

(2) is the mathematically correct approach within the assumptions.70

Usually, we are only interested in FR̃ (r) for large values of r, which means

that FR̃|S (r|s) ≈ 1. Using the linear approximations of the logarithm and the

exponential function yields

FR̃ (r) ≈ exp

{
−
∫
s

(
1− FR̃|S (r|s)

)
fS (s) ds

}
≈ 1−

∫
s

(
1− FR̃|S (r|s)

)
fS (s) ds.

From the properties of a PDF we know that the integral of fS(s) over all values

of s equals unity, and we obtain the approximation FR̃ (r) ≈ F̄R̃ (r), where

F̄R̃ (r) is the population mean

F̄R̃ (r) =

∫
s

FR̃|S (r|s) fS (s) ds. (3)

The formulation (3) is a common approximation for the long-term CDF of the

short-term extreme value, partly because it readily lends itself to being solved75

very efficiently by the FORM method. Furthermore, it is easy to mistakenly

consider (3) as exact, because the formulation intuitively appears to be correct.
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2.2. Connection with the average upcrossing rate formulation

If we assume that upcrossings of high levels are statistically independent,

the short-term extreme peak distribution is given by80

FR̃|S (r|s) = exp
{
−ν (r|s) T̃

}
, (4)

where ν(r|s) denotes the short-term mean frequency of r-upcrossings. For de-

tails we refer to Section 10.5 of [1]. Note that the expression (4) is only valid

for high levels, i.e. for relatively large values of r. Inserting the expression (4)

into (2) yields

FR̃ (r) = exp

{
−T̃

∫
s

ν (r|s) fS (s) ds

}
, (5)

and the relation (1) for the long-term extreme value distribution FR̃LT
(r) gives85

that

FR̃LT
(r) = exp

{
−T

∫
s

ν (r|s) fS (s) ds

}
, (6)

where T = NT̃ is the long-term period. The expression (6) is also a common

model for the long-term extreme response [14]. The fact that (2) and (6) are

equivalent formulations is in agreement with what is found in [2].

2.3. Non-conservativity of the approximate formulation90

As a simple consequence of Jensen’s inequality, it can be show that F̄R̃(r) >

FR̃(r). Indeed, since the natural logarithm is a strictly concave function, Jensen’s

inequality yields

ln
(
E
[
FR̃|S (r|S)

])
> E

[
ln
(
FR̃|S (r|S)

)]
,

where E[·] denotes the expectation operator. From (2) and (3) we realize that

ln (FR̃ (r)) = E
[
ln
(
FR̃|S (r|S)

)]
and F̄R̃ (r) = E

[
FR̃|S (r|S)

]
, which means

that ln
(
F̄R̃ (r)

)
> ln (FR̃ (r)) and hence F̄R̃(r) > FR̃(r).

From the result F̄R̃(r) > FR̃(r), it follows that exceedance probabilities will

be smaller for the approximate formulation (3) compared to the exact formula-95

tion (2). This means that the formulation (3) will underestimate the long-term
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extreme values, making it a non-conservative approximation. Although the un-

derestimation might not be significant, it is important to be aware of such an

issue.

3. FORM formulations for long-term extremes100

In this section we will show how the integrals of both formulations (2) and

(3) can be solved in an approximate manner using the first order reliability

method (FORM) found in connection with structural reliability analysis. In

order to employ the FORM method, the formulations have to be rewritten in

terms of a reliability problem. A reliability problem in the general sense is an

integral written in the form

pf =

∫
G(v)≤0

fV (v) dv,

where V is a random vector with joint PDF fV (v) [16]. Using reliability analysis

terminology, the function G(v) is referred to as the limit state function and the

value of the integral pf is called the failure probability.

3.1. Expressing the approximate formulation in terms of a reliability problem

That the integral (3) can be rewritten as a reliability problem, is well known.

This is done by first rewriting

F̄R̃ (r) =

∫
s

FR̃|S (r|s) fS (s) ds =

∫
s

∫
r̃≤r

fR̃|S (r̃|s) dr̃fS (s) ds.

We then define the random vector V = [S, R̃], whose joint PDF will be fV (v) =

fR̃|S (r̃|s) fS (s). Thus we have

F̄R̃ (r) =

∫
r̃≤r

fV (v) dv = 1−
∫

r−r̃≤0

fV (v) dv,

and defining the limit state function Gr (v) = r− r̃ = r− vn+1 we end up with105

F̄R̃ (r) = 1−
∫

Gr(v)≤0

fV (v) dv = 1− pf (r), (7)

where pf (r) is the failure probability.
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3.2. Expressing the exact formulation in terms of a reliability problem

The integral in (2) can not directly be rewritten as a reliability problem

using the same approach as in Section 3.1, due to the fact that the factor(
lnFR̃|S (r|s)

)
is not a CDF. However, the expression (2) can be rewritten as110

FR̃ (r) = exp

{∫
s

(
1 + ln

(
FR̃|S (r|s)

))
fS (s) ds− 1

}
. (8)

Now, for reasonably high levels r we have that the value of FR̃|S (r|s) will be

close to one, but always less than one, and hence its logarithm is negative and

close to zero. This means that 1 + ln
(
FR̃|S (r|s)

)
can be viewed as a CDF

for values of r such that FR̃|S (r|s) ≥ exp{−1}, and for any given short-term

condition S we can introduce the random variable Y whose CDF is given by115

FY |S (y|s) = max
{

1 + ln
(
FR̃|S (y|s)

)
, 0
}
. (9)

An example of the CDF FY |S(y|s) is given in Figure 1, demonstrating how

1 + ln
(
FR̃|S(r|s)

)
can be viewed as a CDF for sufficiently large r. When

considering long-term extreme values r, the main contribution to the integral in

(8) will be for values of s where FY |S (r|s) = 1 + ln
(
FR̃|S (r|s)

)
, and we obtain

120

FR̃ (r) ≈ exp

{∫
s

FY |S (r|s) fS (s) ds− 1

}
. (10)

For long-term extreme values r, (10) is expected to be a much better approxi-

mation to the exact long-term CDF than the formulation (3). This is because

FY |S(r|s) exactly represents 1 + ln
(
FR̃|S (r|s)

)
for the relevant values of r,

whereas FR̃|S(r|s) is an approximation also for larger values of r as seen in

Figure 1. Now the integral (10) can be rewritten using the same approach as in125

Section 3.1, giving

FR̃ (r) ≈ exp

−
∫

Gr(v)≤0

fV (v) dv

 = exp {−pf (r)} , (11)

where the failure probability pf (r) now is obtained using Vn+1 = Y instead of

Vn+1 = R̃ as in Section 3.1.
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Figure 1: An example of the CDF FY |S(y|s) as given by (9), along with the short-term

extreme value distribution FR̃|S(r|s) and 1 + ln
(
FR̃|S(r|s)

)
.

3.3. Finding the failure probability using FORM

The problem of finding the failure probability pf (r) in (7) and (11) can be

solved for a given exceedance level r using the FORM method. The random vec-

tor V is transformed into a vector U of independent standard normal variables

by the Rosenblatt transformation U = T (V ) [16], defined by the equations

Φ (U1) = FV1 (V1) , (12a)

Φ (Ui) = FVi|V1,...,Vi−1
(Vi|V1, . . . , Vi−1) , i = 2, . . . , n, (12b)

Φ (Un+1) = FVn+1|V1,...,Vn
(Vn+1|V1, . . . , Vn) , (12c)

where Φ denotes the standard normal CDF. Given a point u in the standard

normal space, the inverse transformation evaluated at u, i.e. v = T−1(u), can

be found by solving the equations (12) successively, obtaining

v1 (u) = F−1
V1

(Φ (u1)) , (13a)

vi (u) = F−1
Vi|V1,...,Vi−1

(Φ (ui) |v1 (u) , . . . , vi−1 (u)) , (13b)

vn+1 (u) = F−1
Vn+1|V1,...,Vn

(Φ (un+1) |v1 (u) , . . . , vn (u)) . (13c)
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The failure probability integral is then rewritten in terms of the transformed130

variables as

pf (r) =

∫
Gr(v)≤0

fV (v) dv =

∫
gr(u)≤0

fU (u) du, (14)

where the transformed limit state function is gr (u) = Gr
(
T−1 (u)

)
= r −

vn+1(u). Now if gr(u) is a linear function, we have that

pf (r) =

∫
gr(u)≤0

fU (u) du = Φ(−β), (15)

where β is the distance from the origin to the (n + 1)-dimensional hyperplane

defined by gr(u) = 0.135

The idea behind the FORM procedure is that, assuming that the failure

probability is small, the formula (15) will still hold in an approximate sense

even if gr(u) is not linear. The value β must then be found by solving the

optimization problem

β = min |u|; subject to gr(u) = 0. (16)

The minimizer u∗ satisfying |u∗| = β is also found in the procedure, and the140

transformed point v∗ = T−1(u∗) is referred to as the design point.

If β̄r denotes the solution of the minimization problem (16) when Vn+1 = R̃,

we have from (7) and (15) that

F̄R̃ (r) ≈ 1− Φ(−β̄r). (17)

Similarly, if βr denotes the solution of the minimization problem (16) when

Vn+1 = Y , we have from (11) and (15) that145

FR̃ (r) ≈ exp {−Φ(−βr)} . (18)

4. Solution of the extreme response by use of inverse FORM (IFORM)

4.1. Finding the design point using inverse FORM

As seen in Section 3, the CDFs F̄R̃(r) and FR̃(r) can be evaluated at a given

level r using FORM. However, when designing a structure one is commonly
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faced with the inverse problem of finding the characteristic response level r cor-

responding to a given exceedance probability. For instance, the M -year extreme

response rM is defined as the response level with a return period of M years.

This is found by requiring that the exceedance probability per year is 1/M , i.e.

FR̃LT
(rM ) = 1 − 1/M for a long-term period of one year. Using the relation

(1), the equation for rM can be expressed in terms of the short-term extreme

value distribution as

FR̃ (rM ) =

(
1− 1

M

)1/N

≈ 1− 1

MN
,

since the number of short-term periods N is large. If the short-term period T̃ is

three hours and the long-term period T is one year, we have N = 365 ·8 = 2920.

As an example, the 100-year extreme response r100 then corresponds to the150

exceedance probability 1− FR̃ (r100) = 1/292000.

When the exceedance probability is specified, the corresponding reliability

index β in the FORM procedure is given by solving for β̄r in (17) or βr in (18)

for the approximate and exact formulations respectively. Instead we have to find

the value rM such that the limit surface defined by grM (u) = rM−vn+1(u) = 0,155

where vn+1(u) is given in (13), has a minimal distance β to the origin. According

to [3, 13] this inverse FORM (IFORM) problem can be formulated as

rM = max vn+1(u); subject to |u| = β. (19)

Using the method of Lagrange multipliers, we recognize that for both the prob-

lems (16) and (19) an optimal point u∗ must satisfy

u∗

|u∗|
=
∇vn+1 (u∗)

|∇vn+1 (u∗)|
, (20)

in addition to the constraint of the specific problem. Thus, if u∗ is a solution160

to the problem (19), it satisfies (20) and |u∗| = β. Furthermore, rM is given by

rM = vn+1(u∗), so grM (u∗) = rM − vn+1(u∗) = 0 and the constraint in (16) is

also satisfied. Assuming that (16) has a unique solution, this shows that u∗ is

the minimizer for the problem (16) and β is indeed the minimal distance from

the origin to the limit surface grM (u) = rM − vn+1(u) = 0. In other words, a165

solution to the problem (19) is a solution to the IFORM problem.
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4.2. Existing solution algorithms for the IFORM problem

A solution algorithm for the IFORM problem (19), which aims at solving

(20) with |u∗| = β in an iterative manner, is proposed in [12] and applied in [2].

This iteration is given by170

uk+1 = β
∇vn+1

(
uk
)

|∇vn+1 (uk)|
. (21)

It can be shown that this is the same as using the steepest ascent method

(equivalent to the steepest descent method for minimization) searching for the

optimal point, i.e. the maximizer of vn+1(u), on the hypersphere with radius

β. The gradient ∇vn+1(uk) is projected onto the tangent plane of the sphere

at the point uk, giving the direction on the sphere along which the function175

vn+1(u) increases most rapidly. The optimal point is then searched for along an

arc on the sphere that follows this search direction. The updated point uk+1 is

found as the point that maximizes vn+1(u) along this arc, when approximating

the gradient ∇vn+1(u) as constant equal to ∇vn+1(uk). This is illustrated very

nicely in [13].180

The iteration (21) is very simple and easy to use. However, it may fail to

converge to the optimal point. Due to the approximation of constant gradient

∇vn+1(u) along the search direction, the updated point uk+1 is not guaranteed

to give a sufficient increase of vn+1(u) and it may even give a decrease. This

problem was addressed in [13] by performing an exact arc search whenever an185

iteration point given by (21) would give a decrease. The exact arc search must

be performed by solving a one-dimensional optimization problem, which might

require a relatively large number of function evaluations without a significant

gain in the convergence rate. In the context of the present paper we strive to

limit the number of function evaluations, since each function evaluation corre-190

sponds to a possibly very time-consuming short-term response analysis. Hence,

a simpler method for achieving convergence is preferred.

It should be mentioned that, as an alternative, the IFORM problem (19) can

be recast in terms of angles, resulting in in ”box-like” constraints [3]. A variety

of optimization algorithms can be used to solve such a problem efficiently. In195
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this paper, however, we pursue a further development of the simple iteration

(21) which is easy to implement.

4.3. A new solution algorithm for the IFORM problem

A simple method that resolves the convergence issues, while keeping the

number of function evaluation to a minimum, is obtained by using a sufficient200

increase condition along with a backtracking approach, similar to what is ex-

plained in Chapter 3.1 of [17]. We require that the increase of vn+1(u) when

going from uk to the updated point uk+1 is proportional to the step length and

the directional derivative at uk along the search direction, this is known as the

Armijo condition [17, 18]. In our case the sufficient increase condition requires205

uk+1 to satisfy

vn+1

(
uk+1

)
− vn+1

(
uk
)
≥ cdα. (22)

Here c ∈ (0, 1) is a proportionality constant chosen as c = 10−4 in this paper,

d is the directional derivative at uk and α is the step length measured as the

distance between uk and uk+1 along the sphere. These are given respectively

by210

d =
1

β

√
β2|∇vn+1 (uk)|2 − (uk · ∇vn+1 (uk))

2
, (23)

and

α = βcos−1u
k · ∇vn+1

(
uk
)

β |∇vn+1 (uk)|
, (24)

where the dot denotes the dot product of two vectors.

A solution algorithm for the IFORM problem (19) where the iteration points

satisfy the sufficient increase condition (22) is given by Algorithm 1. At each

iteration the algorithm starts by trying uk+1 as given by (21), and if sufficient215

increase is not achieved, the backtracking approach is employed by halving

the step length successively until the sufficient increase condition is satisfied.

In Algorithm 1 choices have to be made for the initial point u1 and for the

tolerance Tol of the convergence criterion |u
k+1−uk|
|uk+1| < Tol. In this paper u1 =

[0, β] and Tol = 10−3 have been used. These choices serve to demonstrate the220

efficiency of the method, but other choices may be more appropriate and give

faster convergence.
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Algorithm 1 Solution algorithm for the IFORM problem (19) where the iter-

ation points satisfy the sufficient increase condition (22).

Choose Tol > 0 and u1 with |u1| = β;

Set Convergence← FALSE;

Set k ← 1;

while Convergence = FALSE do

Choose c ∈ (0, 1);

Evaluate vn+1(uk) and ∇vn+1(uk);

Calculate directional derivative d using (23);

Calculate initial step length α using (24);

uk+1 ← β
∇vn+1(uk)
|∇vn+1(uk)| ;

Evaluate vn+1(uk+1);

while vn+1

(
uk+1

)
− vn+1

(
uk
)
< cdα do

α← α/2;

uk+1 ← β uk+1+uk

|uk+1+uk| ;

Evaluate vn+1(uk+1);

end while

if |u
k+1−uk|
|uk+1| < Tol then

u∗ ← uk+1;

Convergence ← TRUE;

end if

Set k ← k + 1;

end while
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5. An SDOF example

5.1. The response model

As an example we consider the stochastic response R(t) of a linear, time-

invariant single-degree-of-freedom (SDOF) system due to a wave elevation pro-

cess η(t), which is assumed to be stationary and Gaussian with zero mean for

given environmental parameters s. This means that, given s, R(t) will also be

stationary and Gaussian with zero mean. The SDOF system is described in the

frequency domain by the transfer function

HηR (ω) =

(
1−

(
ω

ωn

)2

+ i2ζ
ω

ωn

)−1

,

where ζ = 0.05 is the damping ratio and ωn is the natural frequency. We use

the environmental parameters S = [Hs, Tz], where Hs is the significant wave

height and Tz is the zero-crossing period, and specify the wave elevation process

by the generalized Pierson-Moskowitz spectrum [19] given by

Sη|S (ω|s) = Sη|Hs,Tz
(ω|hs, tz) =

hs
2tz

8π2

(
ωtz
2π

)−5

exp

{
− 1

π

(
ωtz
2π

)−4
}
.

Now the response spectrum SR|S(ω|s) is obtained by the well known relationship

[1]

SR|S (ω|s) = |HηR (ω)|2Sη|S (ω|s) .

Figure 2 shows the wave spectrum Sη(ω) plotted in the nondimensional scale225

ωTz/2π. Figure 3 shows the absolute value |HηR(ω)| of the transfer function

for different values of ωnTz/2π using the same scale as for the wave spectrum.

5.2. The environmental model

The CDF of the significant wave height Hs is given by a 2-parameter Weibull

distribution230

FHs
(h) = 1− exp

{
−
(
h

α

)β}
, (25)

and the zero-crossing period Tz has a conditioned lognormal distribution

FTz|Hs
(t|h) = Φ

(
ln t− µ (h)

σ (h)

)
, (26)
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Figure 2: The generalized Pierson-Moskowitz spectrum.

Figure 3: The absolute value |HηR(ω)| of the transfer function.

15



where µ (h) = a0 + a1h
a2 and σ (h) = b0 + b1e

b2h. This is a model for the

environmental parameters that is recommended in [20], and in this paper we

use the parameter values α = 1.76, β = 1.59, a0 = 0.70, a1 = 0.282, a2 = 0.167,

b0 = 0.07, b1 = 0.3449 and b2 = −0.2073. The PDFs fHs
(h) and fTz|Hs

(t|h) can

be obtained by differentiating (25) and (26) with respect to h and t respectively,

giving the joint PDF of the environmental parameters as

fS (s) = fHs,Tz (h, t) = fHs (h) fTz|Hs
(t|h) .

This way of establishing the joint environmental model is referred to as the

conditional modelling approach [20, 21]. The joint PDF fS (s) = fHs,Tz
(h, t) is

presented in Figure 4.

Figure 4: The joint PDF of the environmental parameters presented by its isoprobability

contours.

5.3. The short-term extreme value distribution235

Since R(t)|S is stationary and Gaussian with zero mean, the mean frequency

of r-upcrossings is given by

ν (r|s) =
1

2π

√
m2 (s)

m0 (s)
exp

{
− r2

2m0 (s)

}
,
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where the ith moment mi(s) of the response spectrum SR|S(ω|s) is defined as

mi (s) =

∫ ∞
0

ωiSR|S (ω|s) dω. (27)

Now if R̃|S denotes the largest value of the response process R(t) during a short

term period of T̃ = 3h with given environmental parameters, and we assume

independent upcrossings of high levels, then the short-term extreme peak CDF

is given by (4). Thus we have the expression240

FR̃|S (r|s) = exp
{
−ν (r|s) T̃

}
= exp

{
− T̃

2π

√
m2 (s)

m0 (s)
exp

{
− r2

2m0 (s)

}}
,

(28)

which holds for reasonably large values of r.

5.4. The FORM formulations

In this example we have that V = [S, V3] = [Hs, Tz, V3], where V3 = R̃

for the FORM formulation (7) in Section 3.1, whereas V3 = Y for the FORM

formulation (11) in Section 3.2. Now given a point u = [u1, u2, u3] in the stan-

dard normal space, the corresponding point v = [h(u), t(u), v3(u)] = T−1(u) is

evaluated using (13), which in this case takes the form

h(u) = F−1
Hs

(Φ (u1)) = α[− ln (1− Φ (u1))]
1/β

,

t(u) = F−1
Tz|Hs

(Φ (u2) |h(u)) = exp {µ (h (u)) + σ (h (u))u2} ,

v3(u) = F−1
V3|Tz,Hs

(Φ (u3) |h(u), t(u)) .

Using (28) we find that when V3 = R̃ we have

v3 (u) = r̃ (u) =

√√√√−2m0 (h (u) , t (u)) ln

(
−2π

T̃

√
m0 (h (u) , t (u))

m2 (h (u) , t (u))
ln Φ (u3)

)
,

and in the case V3 = Y we find from (9) that F−1
Y |S (Φ (u3) |s) = F−1

R̃|S

(
eΦ(u3)−1|s

)
which yields

v3 (u) = y (u) =

√√√√−2m0 (h (u) , t (u)) ln

(
2π

T̃

√
m0 (h (u) , t (u))

m2 (h (u) , t (u))
(1− Φ (u3))

)
.
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We note that each evaluation of the function v3(u) requires one short-term

response analysis since the response spectrum SR|S(ω|s) must be calculated for

the environmental variables s = [h(u), t(u)] in order to calculate the required

moments m0(h(u), t(u)) and m2(h(u), t(u)). Having established the expression

for v3(u) the transformed limit state function gr(u) in (14) is given by

gr(u) = r − v3(u).

6. Numerical results

Algorithm 1 was implemented in MATLAB [22] for calculation of the IFORM

approximations to the M -year extreme response of the SDOF example described245

in Section 5. The IFORM solutions obtained when the exact formulation (2)

and the approximate formulation (3) were used are denoted by rI
M and r̄I

M

respectively.

6.1. One-parameter environmental distribution

For illustration purposes we first consider a simplified environmental model

obtained by regarding the zero-crossing period Tz as deterministic, given by

the conditional median Tz|Hs = exp{µ(Hs)}. This means that Hs is the only

environmental variable, and the solution of the IFORM problem (19) can be

illustrated in two dimensions. In this case the IFORM problem (19) is that

of finding the maximal value of vn+1(u) when u is constrained to the circle of

radius β. When the exact formulation is used we have that vn+1(u) = y(u).

For the 100-year response rI
100 the value of β corresponds to an exceedance

probability of 1/(2920 · 100) and, as described in Section 4.1, β can be found

from (18) as

β = −Φ−1

(
− ln

[
1− 1

292000

])
= 4.498.

Figure 5 shows how rI
100 is obtained for the case ωn = 2.0 rad/s by using250

Algorithm 1. The circle of radius β is shown along with the level curves of

the function y(u), with a colouring corresponding to the value of y(u). We

observe that after six iterations we have convergence to the optimal point u∗
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where the level curve of y(u) through the point is tangent to the circle. In

this case the standard iteration (21) did converge, and the backtracking part255

of Algorithm 1 remained idle. At u∗ = [4.17, 1.67] the function y(u) attains

its maximal value on the circle, 38.13 m, and the design point is obtained as

v∗ = T−1(u∗) = [h∗, y∗] = [8.01 m, 38.13 m]. Thus rI
100 = 38.13 m when the

simplified environmental model is used.

Figure 5: The iteration points obtained when solving the maximization problem (19) for

finding the 100-year response rI100 in the case that the simplified environmental model is used

and ωn = 2.0 rad/s. The circle of radius β is shown along with the level curves of the function

y(u), with a colouring corresponding to the value of y(u).

6.2. The backtracking approach260

In order to demonstrate the need for the backtracking approach in Algorithm

1 for stabilizing the iteration (21), the 100-year response rI
100 was calculated for

the case ωn = 2.0 rad/s. In Figure 6 it is shown how the maximization problem

(19) is solved in an iterative manner. When both Hs and Tz are considered

as random variables in the environmental model, we seek the maximal value265

of vn+1(u) on the sphere of radius β. The left part of Figure 6 shows the

19



iteration points obtained when the standard iteration (21) was used, without

applying the backtracking approach. In this case the iteration clearly diverges,

failing to converge towards the optimal point. The result of employing the

backtracking approach is shown to the right in Figure 6. We observe that the270

backtracking prevents the diverging behaviour and the iteration converges after

ten iterations to the optimal point u∗ = [4.09,−0.96, 1.60], which yields the

design point v∗ = T−1(u∗) = [h∗, t∗, v∗3 ] = [7.84 m, 2.62 s, 40.54 m] and thus

rI
100 = 40.54 m.

Figure 6: The iteration points obtained when solving the maximization problem (19) for

finding the 100-year response rI100 in the case ωn = 2.0 rad/s. The iteration (21) is used with

(right) and without (left) the backtracking approach.

6.3. The long-term extreme response approximations275

In order to investigate the accuracy of the IFORM approximations rI
M and

r̄I
M for the extreme response, the formulations (2) and (3) were calculated in

an exact manner using numerical integration and the exact values rM and r̄M
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were obtained. Thus rM is the exact M -year extreme response, r̄M is the

extreme response given by the approximate formulation, and rI
M and r̄I

M are280

the respective IFORM approximations. We would also like to investigate how

accurate the approximate formulation (3) is with respect to extreme responses.

In Table 1, Table 2 and Table 3 the M -year extreme response rM and its

approximations are calculated for M = 10, M = 100 and M = 1000 respec-

tively, and the relative errors of the approximations are also displayed. The285

extreme response is calculated for different values of ωn, thereby varying the

characteristics of the SDOF system. Also, for the IFORM approximations the

number of required short-term response calculations nst is given, i.e. the num-

ber of evaluations of the function vn+1(u) in Algorithm 1. For each iteration

n+2 evaluations are needed to calculate vn+1(uk) and ∇vn+1(uk) using a finite290

difference approximation, in addition to the evaluations of vn+1(uk+1) which is

one for each backtracking step.

Comparing the results obtained using full numerical integration we see that

the approximate formulation (3) does indeed underestimate the extreme re-

sponse values, demonstrating what was shown in Section 2.3. However, the295

error of the approximation is in most cases within a few percent, and it de-

creases with increasing return period, i.e. decreasing exceedance probability.

For the IFORM approximations we notice that the difference between us-

ing the exact and the approximate formulation is in fact very small, and both

IFORM methods give reasonably good estimates for the M -year response rM .300

In most of the cases considered here, using IFORM actually improves the es-

timate compared to full integration of the approximate formulation. However,

whether this is the case will be structure dependent. Regarding the number

of short-term structural response analyses nst, this appears to be around 50,

although some cases display faster or slower convergence resulting in smaller or305

larger values of nst. This number of analyses is expected to be the same if a

more complex structure is considered, making a full long-term response analysis

feasible also when short-term response calculations are time demanding.

Finally, a plot showing the design points obtained in the calculation of the
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Table 1: The 10-year extreme response rM , M = 10, and its approximations r̄M , rIM and

r̄IM , along with the relative errors of the approximations. For the IFORM approximations the

number of required short-term response calculations nst is also given.

Full integration IFORM approximations

Ex. for. Approx. for. Exact formulation Approximate formulation

ωn [rad/s] rM [m] r̄M [m] r̄M−rM
rM

rI
M [m]

rIM−rM
rM

nst r̄I
M [m]

r̄IM−rM
rM

nst

0.5 9.78 8.29 −15.2% 9.63 −1.5% 117 9.53 −2.5% 105

1.0 26.97 25.84 −4.2% 27.37 1.5% 74 27.27 1.1% 64

1.5 35.96 34.74 −3.4% 36.04 0.2% 68 35.94 −0.1% 59

2.0 35.46 34.33 −3.2% 35.39 −0.2% 47 35.30 −0.4% 38

2.5 31.69 30.69 −3.2% 31.54 −0.5% 45 31.45 −0.8% 37

4.0 21.18 20.32 −4.1% 20.79 −1.9% 30 20.71 −2.2% 27

6.0 13.79 13.01 −5.7% 13.01 −5.7% 41 12.94 −6.2% 37

∞ 8.54 8.28 −3.0% 8.26 −3.2% 25 8.24 −3.5% 21

IFORM approximations rI
M is given in Figure 7 along with the distribution of310

the environmental parameters. This demonstrates that the IFORM solution

by Algorithm 1 also produces a set of environmental variables representing the

main contribution to the long-term extreme response, and this set can be quite

different for the different cases.

7. Concluding remarks315

An exact and an approximate formulation for the long-term extreme re-

sponse of marine structures have been discussed and compared in this paper.

It has been shown that the approximate formulation is non-conservative in the

sense that it underestimates the long-term extreme response values. It has also

been shown how both formulations can be solved in an approximate manner320

using FORM, and extreme response values can be obtained by IFORM. Finally,

a new solution algorithm for the IFORM problem has been proposed which

resolves some convergence issues of a well-established iteration algorithm.
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Table 2: The 100-year extreme response rM , M = 100, and its approximations r̄M , rIM and

r̄IM , along with the relative errors of the approximations. For the IFORM approximations the

number of required short-term response calculations nst is also given.

Full integration IFORM approximations

Ex. for. Approx. for. Exact formulation Approximate formulation

ωn [rad/s] rM [m] r̄M [m] r̄M−rM
rM

rI
M [m]

rIM−rM
rM

nst r̄I
M [m]

r̄IM−rM
rM

nst

0.5 11.93 11.06 −7.3% 12.45 4.3% 124 12.38 3.7 % 105

1.0 31.06 30.43 −2.0% 31.88 2.6% 85 31.83 2.5 % 75

1.5 41.00 40.31 −1.7% 41.53 1.3% 63 41.48 1.2 % 54

2.0 40.22 39.60 −1.5% 40.59 0.9% 47 40.54 0.8 % 38

2.5 35.86 35.31 −1.5% 36.11 0.7% 46 36.07 0.6 % 37

4.0 23.98 23.49 −2.0% 24.00 0.1% 47 23.96 −0.1 % 38

6.0 15.70 15.17 −3.4% 15.39 −2.0% 53 15.34 −2.3 % 48

∞ 9.67 9.52 −1.5% 9.49 −1.8% 29 9.48 −1.9 % 21

Table 3: The 1000-year extreme response rM , M = 1000, and its approximations r̄M , rIM and

r̄IM , along with the relative errors of the approximations. For the IFORM approximations the

number of required short-term response calculations nst is also given.

Full integration IFORM approximations

Ex. for. Approx. for. Exact formulation Approximate formulation

ωn [rad/s] rM [m] r̄M [m] r̄M−rM
rM

rI
M [m]

rIM−rM
rM

nst r̄I
M [m]

r̄IM−rM
rM

nst

0.5 14.13 13.64 −3.5% 15.05 6.5% 135 15.01 6.2% 90

1.0 35.21 34.86 −1.0% 36.29 3.1% 85 36.27 3.0% 75

1.5 46.09 45.73 −0.8% 46.92 1.8% 53 46.90 1.7% 43

2.0 45.03 44.71 −0.7% 45.68 1.4% 47 45.66 1.4% 42

2.5 40.07 39.78 −0.7% 40.57 1.3% 42 40.55 1.2% 42

4.0 26.79 26.53 −1.0% 27.09 1.1% 48 27.07 1.0% 48

6.0 17.65 17.31 −1.9% 17.70 0.3% 75 17.67 0.1% 65

∞ 10.81 10.73 −0.7% 10.70 −1.0% 26 10.70 −1.0% 25
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Figure 7: The design points corresponding to the M -year response for M = 10 (red), M = 100

(black) and M = 1000 (blue), along with the PDF of the environmental parameters.

Numerical results have also been presented, demonstrating the proposed so-

lution algorithm and comparing it with the standard iteration algorithm. The325

different approximations for the long-term extreme response have been com-

pared for an SDOF example in order to assess the accuracy of the approxi-

mations. It is found that both IFORM approximations give reasonably good

estimates for the long-term extreme response. The number of required short-

term response analyses for the IFORM method is found to be within acceptable330

limits, making a full long-term extreme response analysis feasible also for more

complex structures.
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