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Abstract

The process of materials fracture is not yet understood across all levels. This the-
sis contains detailed description on a model of in-plane fracture along with results
obtained using this model. The results from the model are in very good agreement
with experimental observations, both with respect to the static scaling of the front
(morphology) and a dynamic study of the underlying processes. This is quite re-
markable, considering our model is quasistatic, meaning that the dynamics are time
independent.

Using this model, I have found two scaling regimes which corresponds to the two
different regimes found experimentally for in-plane fracture. This is the first model
to successfully reproduce these two scaling regimes, allowing us to clearly state
the important processes in this constrained form of fracture. Only the geometry
is constrained, any material obeying the quite general assumptions in the model
should contain the same processes and fracture in the same way.

The results indicate that a percolation process is controlling the fracture on small
scales. At larger scales, the elastic material properties leads to a stress concentra-
tion which eventually constrains damage formation to the immediate area near the
fracture front. In the large scale regime I have measured a roughness exponent of

Clarge =0.39+0.04 .

In the small scale regime, I show data consistent with and present evidence based
on several different analyses for a roughness exponent of
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This thesis is submitted to the Norwegian University of Science and Technology
(NTNU) for partial fulfillment of the requirements for the degree of philosophiae
doctor. The work has been performed at the Department of physics, NTNU, Trond-
heim, with Professor Alex Hansen as supervisor.
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mild cooperation and competition, so we can discuss the technical details to great
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questions “so, what do you do, really?” which has made me continuously rethink
my thesis and its presentation. I have tried, and it is my sincerest hope that the
following pages will answer that question in a manner accessible to all. Albeit a bit
longer answer than most of you were hoping for, but hopefully still understandable.
Caveat familia et familiarum ateknologia: You’ll have to try though, please don’t
give up straight after the table of contents. And you can skip ahead to chapter 4
after finishing section 3.1. The remainder of the third chapter is very technical at
times and is for the most part not required to understand the results.

Penultimately, I want to use this opportunity to share my appreciation of my girl-
friend, come fiancee, come wife, Hanna Maja. She is truly beautiful in every respect.

I will remember this time very fondly and am thankful for all opportunities I have
gotten. Oh, and I used to hate long forewords, but now I understand how they get
so long.

Knut Skogstrand Gjerden
Trondheim, January 2013
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Addendum to the foreword of the electronic edition

My cat loves you for not printing this thesis. Well, probably not, but giving him a
treat would help.

As a part in making this manuscript more easily understandable, I have included
a glossary at the end of the main text. If you come across a word that you would
have liked an explanation for, try to click on it and see if you are transported to the
glossary section.

Addendum to the foreword of the printed edition

This thesis uses a real-time augmented visualisation tool. At the bottom of most
pages, you will find a small image of a fracture front. The following numbers and
terms will make sense after you have read the thesis: On odd-numbered pages,
small-scale behaviour is shown, and on even-numbered pages, large-scale behaviour
is shown. The common simulation parameters are L = 256 and g = 0.00625. Small-
scale behaviour is exemplified at F = 500.0 and large-scale at £ = 0.256. For the
first frames, (h) 5 400, and for the final frames, (h) < 500. 750 bonds are broken
between each frame.

If you did not print this document yourself and still hold a hardcopy in your hands,
odds are that you have a first edition official print. Congratulations. The odds
would also be in favour that you were actually present at my public thesis defense.
I thank you for coming to listen to me.

If you did print this document yourself, please consider stopping printing out docu-
ments. The electronic version has more features and is author-recommended.
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Chapter 1

Introduction

Begin at the beginning,” the King said, gravely, “and
go on till you come to an end; then stop.

Lewis Carroll, Alice in Wonderland, 1899

In this chapter, I will introduce the most central concepts of fracture study relevant
to this thesis. The purpose is to provide a minimum platform for all readers and
give some intuition so that the results will be more accessible for non-experts. Next
chapter will present the evolution this specific branch of statistical fracture study
and will serve to further motivate the work behind this thesis.

In chapter 3, the model central to my work is presented in detail. This is the most
technical chapter of this thesis. The results are presented over two chapters, and are
primarily centered on the morphology of the fracture front. Chapter 4 discusses the
shape of the fracture front, while chapter 5 addresses the dynamic processes which

create the front. The final chapter sums up my results and contributions to this
field of study.

1.1 Lightspeed introduction to fracture mechanics
from a physicist’s view

The Griffith criterion is to fracture mechanics as the Hippocratic oath is to medicine.
It is often incorrectly considered the foundation of the field. As high-priest Imhotep
treated injuries and diseases about two thousand years before Hippocrates practiced
medicine [55], so did Leonardo da Vinci perform fracture tests on iron wires [3] three
hundred years before the person who usually gets most of the credit was born. Since
da Vinci’s investigations were only qualitative, much of the honour passes to the
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Briton engineer Griffith due to his quantitative work and formulation of a fracture
criterion [22].

During the 1950s, the American Irwin modified the work of Griffith to develop
the energy release rate concept and later, he used the work of Westergaard [61] to
come up with the stress-intensity factor, K [30]. These are both examples of single-
parameter descriptions of fracture in linear elastic fracture mechanics (LEFM). In
LEFM, the central ideas are that material breaks without any permanent deforma-
tion (ideal brittle fracture)! and that up to the breaking point, any applied load
causes a strain, €, in the material which is linear with the elastic stress, o in the
material,

o= Fe. (1.1)
E is the Young’s modulus, a material property.

An illustration of the three ideal fracture modes in fracture mechanics is found in
Figure 1.1. For many standard geometries, the respective stress-intensity factors
can be exactly calculated, and the results are superimposed to give the total stress-
intensity factor K., = K; + K7 + Ky7. In materials testing, all modes are used,
while in physics research, predominantly mode I is used. This is in part because
physicists are very interested in the fracture surface left behind in the process. In
modes I and III, there is a high likelihood that the surface is worn down as part
of the loading process. However, all real life fracture situations are at some point a
mix of all three modes.

N T Pz
= || a
o iz e

IT

Figure 1.1: The three modes of fracture: I, opening or tension; II, sliding or in-plane shear;
and III, tearing, or out-of-plane shear.

LEFM is an idealised approximation. For high enough stresses, the linearity of (1.1)
is broken due to plastic deformation effects in the material under stress. In the
mid-1960s, Rice of Brown University modeled plastic effects as non-linear elastic
behaviour in his J-integral formulism [46]. This was the first major contribution
to non-linear elastic fracture mechanics (NLEFM). Through the J-integral, more of
the bulk material could be modeled. The fracture models were more correct, and
the understanding of the fracture process penetrated deeper into the material, closer
to the crack tip where the stresses are highest.?

!Loading is a reversible process in LEFM up to the critical point where fracture occurs.
2The stress is actually highest a little bit ahead of the crack front [3].
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The study of both LEFM and NLEFM continued with several more contributors. In-
cluding plastic deformations led to elasto-plastic fracture mechanics (EPFM), which
is by many considered a generalisation of NLEFM. The technical difference between
the three is that when loading and unloading a sample in LEFM, the stress-strain
curve is a straight line for loading and the same straight line for unloading (following
the same straight line “backwards”). In NLEFM, this curve does not need to be a
straight line anymore, but the paths for loading and unloading are still the same.
In EPFM, the loading curve does not need to be straight, but the unloading curve
is the same straight line as for unloading in LEFM. This results in a permanent
shift on the strain-axis for the sample, indicating irreversible damage in the sample
(something has “been stretched too far”).

Current fracture mechanics models are not simple one-parameter descriptions. One
can very accurately predict bulk behaviour for most of the material using more
complex two- or three-parameter descriptions [3]. That is most of the material, but
not all.

The bottom line is, after all the development in fracture mechanics study, there is
still a region very close to the fracture tip or front which is not completely under-
stood. This region of very high stresses is called the fracture process zone (FPZ).
The two main approaches to study the FPZ are coined bottom-up and top-down.
Molecular dynamics (MD) is an example of a bottom-up approach, where the ma-
terial or sample in question is directly modeled by individual atoms or molecules.
The interactions of the molecules are set and some initial conditions are given and
then the system is followed in time as it evolves. This approach is currently quite
limited in resolution in time and space because it is very computationally intensive
as only a small sample contains a very large number of molecules. The typical time
scale in current MD tools is in nanoseconds. It is my opinion that this approach
shows significant promise, but is not yet fully mature for use in materials testing
and engineering. However, MD is starting to be used as a tool to study fracture
from a physicist’s point of view [44].

A top-down approach usually entails an analytical starting point in the form of con-
tinuum equations derived from established physical relations, which is then applied
to a new problem.? This has been the typical approach which has lead to the current
situation.* One starts with large scale behaviour and tries to work backwards to
make statements on the underlying processes on a smaller scale.

3Example: An iron die is considered a cubic shape with specific surface and bulk properties
dependent on the physical size and material of the die. The bottom-up way of seeing the same
die would be as a collection of iron atoms in a specific crystal structure. Established vs. emergent
properties.

4As well as several jokes regarding spherical cows in a vacuum.
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Statistical physics and brittle interstitial fracture

In the field of statistical physics, the central concept is to construct a model with
the minimal amount of assumptions and elements. One then creates an ensemble
of many systems where each system obeys the rules of the model but they are all
individually different based on some random element. Based on this ensemble of
systems, statistics is used to draw conclusions on common properties which typi-
cally emerges due to complex collective behaviour of the elements in each system.
Specifically, for this thesis, I have simulated a very large number of fracture fronts
under different conditions. The results of statistical analyses on these fronts and
conclusions based on these results are presented herein.

Glass shattering, a twig breaking neatly in half with a loud snap, a dinner plate
crashing to the floor: These are examples of brittle fracture. Brittle fracture is
typically associated with LEFM. Fracture events can be divided into brittle and
ductile. Ductile fracture is fracture due to plastic deformation effects. Rubber
and other plastics are examples of materials typically undergoing ductile fracture.
The fracture type is not dependent on the material per se, but other properties
such as temperature, loading speed and dislocation density, to name some. The
phenomenon is known as ductile-brittle transition and temperature is the primary
control parameter.

Figure 1.2: The SS Schenectady after massive structural failure in January 1943 at Swan
Island, Portland, Oregon.

Cooling down rubber will make it lose its ductility and undergo brittle fracture.
Even a banana, when sufficiently chilled, will undergo brittle fracture. Figure 1.2
shows a photography taken of the tanker SS Schenectady which broke almost in half
on January 16 1943, only 24 hours old [60]. Only the bottom plate held the ship
together. The ship was reported to break suddenly and very audibly, which tends to
indicate brittle fracture [60]. Initial reports on the event were inconclusive, there was
no obvious reason for why the ship should have failed. At a later time, the leading
theory would be that cold weather embrittled the low-grade steel plates used, which,
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coupled with reports on poor welding [60]| can explain the massive structural failure.

Since all materials can undergo brittle fracture and it is a less complex fracture
mechanism than ductile fracture, this is the starting point for many physical models
of fracture; including the model presented in this thesis.

Fracture is unarguably a complex process. To reduce the complexity, one can study
fracture in lower than three dimensions. The one-dimensional fracture geometry
could represent fracture in paper, while an example illustrating two-dimensional
fracture would be the peeling of an adhesive off of a substrate. The different geome-
tries are illustrated in Figure 1.3. The next chapter will present an experimental
setup of the 2D geometry, which is technically a 3D fracture constrained to two di-
mensions. This setup is called interstitial or in-plane fracture because the fracture
front is constrained to move in one plane only. My work is based on in-plane fracture
under the assumption that this does not change the physics of the situation, but it
offers a great reduction of the complexity.

T 4p P ~

. |

sty) T
| ==/ |-
T L L
5 35 ;
1D 2D 3D

Figure 1.3: Tllustration of 1D, 2D and 3D fracture geometry. The function s(y) charac-
terises the fracture surface and the function h(z) gives the height of the inter-
face between broken and unbroken material as measured from the edge of the
material. In other words, h(z) denotes how far into the sample the fracture has
traversed. The 2D geometry is a three-dimensional system where the fracture
is constrained to move in one plane only. This is also called in-plane fracture
and is the specific geometry I have been working with.

1.2 Fractals, self-affinity and universality

The term fractal can carry many meanings and is not straightforward to clearly
define. Properties that the mathematical construct that is a fractal should have are
infinite self-similarity, iterativeness, and have a fractal dimension. Most important
of these in this setting is the self-similarity and the fractal dimension. A typical
example of a fractal curve is the Koch curve, its construction depicted in Figure 1.4.

R
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This curve is nowhere differentiable, another property shared among fractals, and
so cannot be treated by traditional mathematics.

The concept of self-similarity can be thought of through magnification. A shape
is self-similar if, by magnifying it with a factor f, it is indistinguishable from its

unmagnified self. In the case of the Koch curve, f = 3. This can be seen in Figure
1.4: The entire shape at ¢ = x scaled down to a third is equal to the first and last

thirds of © = x + 1, and also the top third if 1 < z < oo.
M%EL Jbéﬁ%u@“u m&m

1 =3 1=4 1=295

Figure 1.4: The first iterations of the Koch curve. The curve is constructed by turning
the middle third of any line into an equilateral triangle. Already at ¢ = 5, the
detail is lost at this level. Note the self-similarity in the figures. The first third
of the next iteration is identical to the entire current iteration scaled down to
a third.

A point has zero dimensions, a line has one dimension, and you may have thought
that any shape you can draw on a flat piece of paper has two dimensions. This is not
completely true, as certain objects have non-integer dimensionality. The simplest
way of thinking of fractal dimensions may be with respect to measuring lengths (or
circumferences). Using Figure 1.4 and starting from ¢ = 0, using a measuring stick
as long as the line, the result is 1 when you measure the length of the line. If you
now break the measuring stick into three identical pieces and only use one of them,
the result is 3. If you now measure for ¢« = 1, the result is not 3, but 4. For every
time you break the measuring stick into three pieces, the measured result increases
by a factor four. The fractal dimension of the Koch curve is

~ 1.2619. (1.2)

Not just mathematical constructs have a fractal dimension. Richardson measured
the length of the coastline of Britain as having a fractal dimension of 1.25, reported
by Mandelbrot [41]. A few years later, the coastline of Norway was reported to
have a fractal dimension of 1.52 [15]. Several objects in nature have approzimate
fractal properties, such as frost crystals, lightening bolts, cauliflower, and Romanesco
broccoli. None of these objects are fractals, as none of them are infinitely self-similar.
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Self-affinity and universality

Self-affinity is closely related to self-similarity. If self-similarity can be considered
isotropic magnification, then self-affinity is anisotropic magnification (different mag-
nification in the z- and y-directions). For the next chapter, it is important to sepa-
rate the terms object/curve and function with respect to this isotropy or anisotropy.
“Object” is the general term and can refer to any shape in any dimension. “Curve”
is specifically used to describe a part or projection of an object which can be drawn
in a two-dimensional coordinate system with a starting point and an end point a
distance apart. A “function” is any curve that can be described by a general expres-
sion f(z) such that there is a one-to-one relation f(x) = y. Objects and curves can
be fractal and thus exhibit self-similarity and have a fractal dimension. Functions
are generally not fractals and can typically be self-affine, not self-similar. Objects
and curves can also be self-affine, and the term self-affine fractal is sometimes used,
though I am not sure if this a technically valid description, so I will not be using
this term. The usage of this term is probably connected to the fact that on small
length scales, self-affine functions can have a fractal dimension different from the
trivial Dy = 1 which they have on large length scales [4, 27].

A self-affine function follows a scaling relation

fl@) ~ A~ f(a) (1.3)

where ( is often labeled H and called the Hurst or Holder exponent [4]. These
exponents are defined more stringently than the uses we will have for this exponent,
so for now I use ¢ and call it the self-affine exponent.

Universality refers to the collection of self-affine functions into groups called wuni-
versality classes with similar values for the self-affine exponent. With these terms
explained, we dive directly into chapter 2.
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Chapter 2

Historical and mathematical
context

In girum imus nocte et consumimur 1gna.

Unknown, -, -

Is it possible to (quantitavely) describe fractures in a simple, yet accurate manner?
This story begins in 1984, when Mandelbrot et al. [42] suggested that fractures were
fractals and the morphology of fractures could be described in the language of fractal
dimensions. With the current definitions, fractures are not infinitely self-similar and
thus not fractals. In 1990, Bouchaud et al. [9] proposed that fractures were self-
affine, and that the self-affine scaling properties were universal, i.e., not dependent
on the fracturing material. This was to be the beginning of a long discussion on the
values of the self-affine exponents and their division into universality classes.

A few years later, Bouchaud et al. [10] suggested that a fracture surface could
be regarded as the result of a fluctuating elastic line passing through the material.
Schmittbuhl et al. [54] proposed that one could simplify the situation by constraining
the crack growth to a weak plane between two elastic solids. This system would be
experimentally realised in 1997 by Schmittbuhl and Malgy [53]. The experimental
setup consisted of two Plexiglas (PMMA) plates, first sandblasted with glass beads of
different size distributions to create a local variation of the surface, and then sintered
together to form a single block of PMMA. This specific material is transparent under
visible light, but when the block is put under load and pulled apart, a crack front
develops in the weak plane and the material is separated into two fracture surfaces.
When the material separates, the block as seen from above or below turns opaque.
This is the situation illustrated in Figure 1.3 as the 2D geometry. The experimental
setup allows for direct visualization of the fracture front during the fracturing process
[53].
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Schmittbuhl et al. [54] presented a model on interstitial (in-plane) fracture growth
based on the idea of the fluctuating line. This model, along with close derivatives of
it, will be referred to as the fluctuating line model. The main result of Schmittbuhl
et al. was to determine a value for the self-affine exponent. A slight extension of

p(A\h,\x) = Xop(h, z) , (2.1)

applies when p(h, z) is the probability density that the crack is at height h at x
when it is h = 0 at = 0 and h = h(z) according to Figure 1.3. In the context of
fracture, the self-affine exponent ( is called the roughness exponent.

At this point it is extremely important to get the definitions correct. There are more
than one roughness exponent. From Figure 1.3, note that the fracture in general
traverses the xy-plane from one end of the material to the other, irrespective of
geometry. Thus, the fracture front sets a directionality. As the front moves through
the material, y(t) = h(x,t) gives all the information about the fracture front, if this is
accessible. Immediately after the front has passed, a surface z = s(z, y) is left behind
(two surfaces really, but I'm only referring to the lower one). The surface s(z,y) can
be extracted after a sample has fractured, the movement h(x) (implicitly h(z,t))
has to be recorded during the fracture process. From h(x), a scaling exponent in the
z-direction can be extracted through (2.1). This is the in-plane roughness exponent.
Similarly, from s(x,y), two exponents can be extracted. The out-of-plane roughness
exponent exponent also in the z-direction, and the along-plane roughness exponent
in the y-direction. The notation for these roughness exponents can vary, so it is
important to check which one(s) are being discussed.

Technically, y(t) = h(z, z,t), so there is also an out-of-plane roughness exponent as
the fracture front moves. If the two fracture surfaces are perfectly separated after
fracture (without suffering additional damage in the process), the two out-of-plane
exponents measured should be identical. The idea of constraining the fracture to
move in one plane is that the in-plane and out-of-plane exponents are independent of
each other so that one does not change when the other is suppressed. This thesis will
only discuss the physics of in-plane fracture, not the study of postmortem fracture
surfaces. From here on, all references to ( and the roughness exponent should be
taken to mean in-plane.

Back to the story: The first measurements of the roughness exponent in the fluc-
tuating line model reported ¢ = 0.35 [54]. However, this did not match the value
measured experimentally, ¢ = 0.55 + 0.05 [53]. This value was later refined to
¢ = 0.63 £ 0.03 through a comparison of several statistical analysis methods [13].
The value from the fluctuating line model was also refined, by Rosso et al. [47], to
¢ = 0.3884+0.002. This is still the value with highest accuracy, so (e = 0.388. The

discrepancy between simulations and experiments was a big concern.

A short time later, a percolation-type model was proposed by Schmittbuhl et al.
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[52]', which focused on the front moving forward by formation, growth and coa-
lescence of voids ahead of the front. This model predicted a roughness of (ion =
0.60 £ 0.05 [52], in close agreement with the experimentally obtained value [13, 53|.

Schmittbuhl et al. claimed that their model represented a new type of percolation,
stress-weighted percolation, with critical exponents different from ordinary perco-
lation (in a gradient). These results were heavily criticised by Alava et al. [1, 2|,
claiming that gradient percolation (including the model of Schmittbuhl et al. in the
use of that term) gives self-similar fronts, not self-affine fronts. This would imply
that the measured exponent was not a roughness exponent, because fracture fronts
are not self-similar. Shortly thereafter, Hansen et al. [25] showed that the front
obtained in gradient percolation is indeed self-affine?. This thesis will hopefully pro-
vide the final piece to this picture, showing that the ideas proposed in the model
of Batrouni, Schmittbuhl and Hansen [5, 52| leads to a self-affine fracture front
characterised by the critical exponents of ordinary gradient percolation, not a new
percolation class [20].

A few years ago, Santucci et al. [48] analysed larger experimental systems than
had been considered earlier in [13, 53]. They reported a crossover between two
scaling behaviours; (_ = 0.60 4 0.05 for small length scales and ¢, = 0.35 £+ 0.05
for larger length scales [48]. This was the first time two different exponents were
found in the same experiment. The measured exponents were consistent with the
damage coalescence model of Schmittbuhl et al. [53] and the fluctuating line model
[47, 54], respectively. This led to the idea that there could be two different fracture
mechanisms at work on different length scales.

From the fluctuating line perspective, there has been some reports of two different
scaling exponents. Ponson et al. [45] showed that their model contained two ex-
ponents, one which could be calculated to ¢ = 1/2 [59], and one which has to be
approximated by other methods (¢ ~ 0.39 [47]) [45]. Ponson et al. suggested that
their self-affine front with ¢ = 0.5 was consistent with the measured ¢ ~ 0.57 (this
value was cited as private communication from Santucci et al. dated the year before
their results were published [48]) which showed multi-affinity [45]. Around the same
time, Laurson et al. [36] presented results also showing two different behaviours at
different scales: ¢ = 0.55 + 0.05 and ¢ = 0.39 + 0.03. The former exponent was
argued to be connected to the Larkin length®, which should give ¢ = 1/2 [36]. From
the results of Ponson et al., the Larkin argument seems not to be necessary, which
was also noted by Tanguy et al.: “At this stage, the Larkin criterion thus seems to
be artificially constructed and may call for more thorough study.” [59]. This also
agrees with Santucci et al. who commented that their crossover length scale between

!Based on a model of Batrouni et al. [5] published just before, which did not address in-plane
fracture.

2The ordinary front was shown to have fractal properties, while the SOS-front was shown to be
self-affine.

3The Larkin length [35] effectively gives the length scale where elastic force from the fluctuating
line balance the pinning force from strong bonds in the material (on average).
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(_ and (; was different from the Larkin length scale [48].

This thesis will present work done with a model heavily inspired by the work of
Batrouni, Schmittbuhl and Hansen [5, 52]. The model is explained in detail in
the following chapter. The model used will be shown to reproduce two scaling
regimes with exponents consistent with the experimentally obtained ¢_ and {, [20].
According to Ponson et al., the fluctuating line model contains the two regimes
¢ = 1/2 and ¢ = 0.39, and multi-affinity caused the deviation between the small
scale results of experiment and model [45]. Our model suggests that simple gradient
percolation is behind the small scale behaviour [20]. This will be clarified in this
thesis. If our conclusions are correct, the front in the small scale regime should be
given by ¢ = 2/3 and be self-affine, according to gradient percolation, not multi-
affine [25], making our model [18] the first shown to simultaneously contain both
scaling regimes seen experimentally for in-plane fracture. By simultaneously I mean
that there are models on the creeping motion of an elastic line moving through a
disordered material which reproduce the ¢ = 2/3 [33, 34]. However, these models
also contain additional roughness exponents, ( =~ 0.39 not being one of them.

For more details on the development in this field of study, the reader is recommended
the review papers [6, 7|. A collection on different mathematical tools and approaches
can be found in [27].



Chapter 3

A complete description of the
model used

Dessine-moi un mouton.

Antoine de Saint-Exupéry, Le Petit Prince, 1943

In this chapter I will present a very detailed description of the model I have been
developing with my supervisor Alex Hansen and colleague Arne Stormo. We have
presented and described the model to some extent in every paper included in this
thesis, particularly in [18], but here I will present everything in one place. From
concept to implementation, this will be the definitive collection, down to the nitty-
gritty technical details.

3.1 The theory behind the model

It is always preferable to be standing on the shoulders of giants, if one wishes to
reach new heights. The model we have developed has its roots in the model proposed
by Batrouni et al. [5] and Schmittbuhl et al. [52]. The central concept is to take
two pieces of an unspecified elastic material and connect them with lots of elastic
bonds. If the binding is different from the pieces of material - let us give them a
shape and call them plates - we have essentially glued two plates together. Another
way to look at the situation, if you want to study fracture, is to let the bonds be
of the same material as the plates. Then we effectively get a bulk elastic material
with a weak plane in the middle. When this system is loaded sufficiently, a fracture
will develop which will split the system down the weak plane. The idea is then that
this should constrain a three dimensional fracture into two dimensions, thus greatly
simplify the physics and analysis of the fracture system.

13
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In practice, instead of realising this system, it is preferable to look at one half of this
system. This entails connecting one elastic plate to an infinitely stiff plate. This,
and its mirror system is an equivalent system to using two elastic plates, and has
the advantage of further simplifying the model by reducing the number of variables.
Additionally, it greatly simplifies an experimental setup as you can then secure one
side of the material to a frame without affecting the results as one side should be
infinitely stiff. Figure 3.1 shows a sketch of the system.

\\

—— fo
F

/\N

Figure 3.1: Sketch of a system used to study in-plane fracture. The experimental setup
uses two plates of PMMA sintered together to create a bulk material with a
weak plane. The two external control parameters are F' and D, representing
either force-controlled or displacement-controlled loading, respectively.

The experiment has been realised in Oslo by the research group of Malgy et al.
[13, 3840, 48, 49, 51, 53, 58|, as described in the previous chapter.

Model-wise, we create a number of elastic bonds with a random distribution of
breaking thresholds ¢; ; to include quenched disorder, and equations based on LEFM
govern the interactions and effects of the bonds. More specifically, given a two
dimensional distribution of bonds, a bond at coordinates (i,j) obeys the relation
(Hooke’s law)

fij = =k(uij = D), (3.1)

between the force f; ; it carries and the difference between a local displacement w;
and a global displacement D, with a proportionality factor k. In principle, the
proportionality factor could be unique for every bond, k;;, but in practice all £’s
are given the same value simply to avoid mixing effects from disorder in both bond
breaking thresholds and bond stiffness. The local displacement is caused by the
behaviour of all other bonds and is modeled through

U5 = G’i,j;m,nfm,n7 (3-2)

where G; j.mn is @ Green’s function and summation is carried out over repeated
indices. The Green’s function is dependent on the material properties v, the Poisson
ratio, and F, the Young’s modulus, and is [11]

R I (5.3
bgimon = mEab a/2J—b/2 |sz (0,0) rm,n(x,y)|. .
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The integration is carried out over the local xy-coordinate system associated with
and centered around (m,n), z € [—a/2,a/2],y € [-b/2,b/2]. The Green’s function
relates the effect of the force acting over the area of a single bond at (m,n) to
a response at the point (i, j), effectively turning it into a two-point correlation
function. In practice, and again for simplification!, we set a = b. The difference
|75.5(0,0) — 7pn(x, y)| gives the distance between a point around the bond at (m,n)
and the bond at (i, 7).

That is really all the theory behind the model. The system is loaded either through
force or displacement, and the result is calculated through (3.1)-(3.3). In the fol-
lowing section, the practicalities will be explained.

3.2 The implementation of the model

The model is implemented as a matrix problem on a square lattice. Starting with
L x L = N bonds with a lattice spacing of a, we will end up with a linear algebra
problem of form

AT =1, (3.4)
where the matrix A will be positive definite. This will be important later on. Trans-
lating equations (3.1) and (3.2) to matrix form,

f=-K(@- D) (3.5a)

i=Gf, (3.5b)
and combining, yields the result

(I1+KG)f =KD. (3.6)

Now, all vectors are of length L? and all matrices are of size L? x L?, because there
are in total L2 bonds and the coupling matrix relates the response of the force at
every bond to every other bond, totaling L* interactions. I is the unity matrix and
K is a diagonal matrix where all the diagonal elements have the value k.

The 1/r-shape of (3.3) gives rise to very long range interactions. In practice, these
interactions have infinite reach, which is a problem that will be discussed later on.
For now, it suffices to say that this means that we have to include all bonds in the
calculations. We cannot define a ring or other set of nearest interacting neighbours,
which would reduce the number of calculations needed to solve the equation set.

Equation (3.6) is already on the form of (3.4) and can be solved as it stands for
either load-control (input f and solve for D) or displacement-control (input D and
solve for f), although the former will technically involve a matrix inversion.

L And there really is no immediate reason to assume rectangular bonds.




16 Chapter 3. A complete description of the model used

The simulation starts with all bonds intact, implemented by setting all k£ to 1. Since
all k£ is assumed equal, K doubles as a book-keeping matrix. This is done by letting
unbroken bonds have a £k = 1 and when a bond should be broken, setting the
corresponding diagonal element of K to 0, irreversibly nullifying the load-bearing
capacity of the bond?. An immediate benefit of this definition is that the trace
tr(K) returns the number of unbroken bonds in the simulation, and a small amount
of memory is spared.

For each step in the simulation, a unit global displacement Dis set, and the resulting
forces f acting on every bond are calculated. Then, the bonds with the highest ratio
of strain to threshold is broken,

€ = max (&> . (3.7)

)

Note that the strain of the bond is not explicitly calculated because k& can only
have the values 1 or 0. The inverse of the quantity ¢ measures the actual strain
due to the unitary global displacement and is used to scale the resulting total force
acting on the system. In the simplest form, the simulation progresses by repeatedly
solving (3.6) and breaking one bond every step until all bonds are broken and the
plates are completely separated. This procedure assumes the system can be solved
quasistatically, a topic I will discuss further.

The algorithm as outlined up to this point is completely solvable, but will not pro-
duce a fracture front, which is what we were looking for. So far, we have constructed
two bonded parallel plates and loaded them evenly in pure global tension. The miss-
ing pieces are: specific loading conditions to obtain a frature front, how to solve the
matrix equation, and how to express (3.3) in matrix form. But first, even though
the statement that (3.6) could be solved as it stands is correct, doing this would be
very inefficient and not feasible for large system sizes. It’s time to optimise.

3.2.1 Exploiting symmetries

The first thing to note is that the Green’s function (3.3) is only dependent on
the distance between two points, and hence translational invariant and its discrete
Fourier transform is diagonal. This means that instead of performing the matrix-
vector product G f, one can do two Fourier transforms (forwards and inverse) and
element by element multiplication in Fourier space instead. Equation 3.6 is then
replaced by

(I+ KF'F'G)F'F' f = KD. (3.8)

Using Fourier transforms exploits the O(N log N)-scaling of the transform versus
the O(N?)-scaling of matrix multiplication.

2This makes the matrix KG positive semi-definite, but the whole coupling matrix in (3.6)
remains positive definite.
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Another consequence of the invariance of the Green’s function is that the matrix
form of (3.3), G, should also be symmetric, which in turn makes the entire matrix
problem positive definite. This will have consequences dependent on what type of
numerical equation solver is used. More on this in sections 3.2.2 and 3.2.4.

3.2.2 Discretising the Green’s function

In order to implement the model, we we need to solve the integral in (3.3). The
problem of the response of a material under a uniform pressure acting on the area
2e, x 2¢, was solved by Love [37]. The solution is given by

N SVCEY. Iy PR SRS B
e e s
e e s =
R L

(3.9)

This equation gives the deformation u; ;. at point (7, ) due to a force f,,, acting
uniformly over the area a x b = 2¢, X 2¢, at the origin on the surface of an elastic
material. In practice, we use a square lattice, so a = b and ¢, = ¢,.

To obtain G is a matter of assembling a matrix from all «; ;. », which can be done
in more than one way. The straightforward manner is to simply collect all terms
into

U1;1,10 U112 U1,1;1,3 00 ULLLL
U1,2;1,1 U12:1,2 U1,2;1,3

G = : : . (3.10)
Ur, r:1,1 Ur,.L;L,L

The exact ordering of the terms in (3.10) depends on whether one counts rows first
or columns first. The example given is based on row-major ordering. Since the
Green’s function is only dependent on the distance between two points, not only
is (3.10) symmetric, but the only unique elements are fount in the top line®. This
redundancy means it is only necessary to store L? values for G instead of the full
L*, suggesting the use of an implicit solver over an explicit solver.

3And even these are not all unique as there are four elements an equal distance a away from
any point on a periodic square lattice.
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An important point about the discretisation of the Green’s function is that it will
determine the boundary conditions of the problem. Without a direction in the
problem, bi-periodic boundary conditions are preferable. In order to develop a frac-
ture front, we will need a direction in the problem, which makes periodic boundary
conditions theoretically more suitable. However, when solving the system for very
soft systems (low values of F), simple periodicity makes the equation system very
ill-behaved, and one is forced to use full bi-periodicity to obtain a solution*. The
reliability of the calculations were checked, and there is little or no impact on the
accuracy of using bi-periodicity over periodicity in one direction alone. However, the
run time and range of available F is greatly decreased and increased, respectively.
As a result of this, we calculate G taking into account the closest mirror images
of the system in all directions. However, the way we solve the problem, we never
explicitly construct the matrix G.

3.2.3 Loading conditions

In order to have a fracture front develop in the system, we need directionality. There
are several ways this could be implemented. The two most intuitive ways would be to
add some sort of gradient to either the force or displacement, whichever is controlling
the system. The challenge with a loading gradient in the displacement is to choose
the one which makes the most sense, physically. The challenge is similar in a load-
controlled system, but then one has to solve the inverse of the matrix problem. A
point loading, or loading over several points, along the edge or some curved function
like 1/r could be relevant candidates in f In the displacement, it would make more
sense with a linear gradient to emulate a driving wedge.

We chose a third option. Instead of guessing a shape for the loading in f or 5, we
chose to implement the gradient in ¢, the threshold distribution. The advantage of
putting a linear gradient g in the thresholds,

ti,j = gj + Tijs (311)

is that in the absence of any elastic forces, the model would then be analogous to the
well known gradient percolation model. r; ; is a random number drawn according to
some random distribution. For all the results presented in this thesis, I have used a
flat distribution between 0 and 1,

rij € 10,1]. (3.12)

This way of implementing the loading should be analogous to keeping a roughly
constant angle of contact when separating the plates.

In the case of an infinitely stiff plate,
lim G, =0,

4This is not completely understood, but I assume the bi-periodic matrix is more symmetric and
that this becomes important when there are large local differences in the force field.
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and (3.6) and (3.8) reduce to
f=KD. (3.13)

In this limit, the model is equivalent to the equal load sharing (ELS) fiber bundle
model with an imposed gradient.

3.2.4 Details on the numerical solver

It has already been mentioned that due to the long-range interactions of the elastic
forces, the resulting matrix problem is initially completely dense and as the simula-
tion progresses, the level of density is exactly tr(IKK)/L?. In theory, one could choose
freely between a direct solver or an iterative solver. There are several numerical li-
braries with very efficient direct solvers for both dense and sparse equation systems.
Usually, the level of efficiency is coupled to the level of density/sparsity and if there
are any specific structures in the matrix. Matrices of varying density are not partic-
ularly suited for a generalised and optimalised library. During the description of the
model, I have detailed several features and optimisation tricks which greatly favor
an iterative solver. In practice, the iterative method I have implemented completely
outperforms® any direct solvers I have tested. In section 3.2.1 we discovered that
the coupling matrix in (3.8) is positive definite. As a consequence, the Conjugate
Gradient (CG) method can be used.

Conjugate Gradient

I use a plain variant of the CG method. Some details on the CG routine is listed
in [16]. It consists mainly of initialization of variables and a loop containing three
vector-vector additions, two dot products and one matrix-vector multiplication. The
loop goes over as many iterations are needed to obtain a given tolerance® level, up
to a maximum of n, where n is the length of the vectors. For typical system sizes,
the CG solver as implemented here converges on O(10) iterations. Since the solver
is called once per broken bond, it is quite important to make every iteration as
effective as possible.

As explained in section 3.2.1, the matrix-vector multiplication can be replaced by
two Fourier transforms and effectively a vector-vector multiplication. Additionally,
described in section 3.2.2, there is no need to store a complete Green’s function in
matrix form. Instead, we take advantage of the fact that the matrix itself is not

SFiguratively destroys the competition. There have been some tension in the literature on
fracture models on the direct/iterative issue. The simple facts are that if you have a very sparse
matrix, which you would have in most models except ours, you can use very efficient algorithms
(like Cholesky factorisation) and non-standard matrix formats. If you have a very dense matrix,
you can not, and your best bet would be an iterative solver. I would be very surprised by and
extremely interested in a solver which outperforms the one detailed here.

6The tolerance is the maximum difference between A% and b you will accept.
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explicitly required in the CG algorithm, only implicitly through the result of the
matrix-vector multiplication. Also, since the Green’s function is only dependent on
relative distances, all the values of G can be pre-calculated and Fourier transformed
during initialization.

That the CG routine mostly contains simple vector operations makes it quite easy
to parallelise if you can do the vector operations in parallel. A quite readily available
vector machine” is the Graphics Processing Unit (GPU) found in most computers.
The implicit evaluation of AZ ensures that the program is processor-bound, and not
memory-bound. At least within practical limits. The vector form and dependence
on processor efficiency is a great starting point for a GPU-implementation.

SBCL and CUDA

The program is written mostly in a well-maintained and efficient dialect of Com-
mon Lisp called Steel Bank Common Lisp (SBCL)®. To speed up the evaluation of
the code, the core of the program is located in the memory of the GPU, and not
the Central Processing Unit (CPU). The CPU handles flow and logic in the code,
along with simple evaluations and output of data, but the real work is done on the
graphics card. The interface between CPU and GPU is also an interface between
code written in SBCL and code written in CUDA. This foreign function interface
was written by me, and is made freely available?. Essentially, the code links nVidia’s
numerical libraries cuBLAS and cuFFT and makes them callable from the CG rou-
tine. cuBLAS and cuFFT are ideologically based on the numerical libraries BLAS
and FFTW.

The parallelisation of the code is necessary in order to study large systems. Even
though the fracture front itself obviously scales < L?, we use a square matrix to
try to minimise edge effects. This means that to increase L, we have to increase
according to L2. Early versions of the simulation code could use about half an hour
to solve a single system of L = 64, and the runtimes would scale by about a factor
17 per doubling of L. L = 512 was borderline impossible, the calculation would
take somewhere between three to six months. The current version is more than two
orders of magnitude faster. L = 64 is solved in a matter of seconds, and L = 512 is
solved in less than 24 hours. For systems less than L = 128, initialisation time is on
the order of the total runtime (wall clock). The largest system size available, if one
can wait a couple of weeks, is now L = 2048. The scaling is also no longer a factor
17, but it decreases slightly with increasing system size. If you can wait a month or
two, or do not require a complete system (a fracture front is completely developed
after about L?/3), L = 4096 is feasible, given you have a quite modern graphics card

"Technically a stream processor.
8http://www.sbcl.org
Shttp://www.github.com/knutgj
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available!®. Further details can be found in [16]. L = 8192 is practically impossible,
and this is not likely to change for a while. This will be discussed further in section
3.6.

3.3 Conveyor belt or treadmill?

In a normal L x L simulation, it takes about a third of the simulation before a
stable fracture front has developed. The word stable seems perhaps strange in the
context of a fracture process, which is usually associated with out-of equilibrium
conditions. By a stable fracture I mean that the statistics of the fracture front have
fully developed. At this point, the behavior of the fracture front is analogous to a
Monte Carlo process with respect to the front morphology, except that the fracture
process has a memory. This memory, however, is of a quite finite length. A front
will typically have lost its memory after advancing between two to ten pixels. Due
to this, one can extract data from more than one front per system.

During the last part of the simulation, the fracture front is subject to the boundary
conditions. This definitely applies for the final 10% of the simulation, but to be
completely sure, data from the last fifth to third is not used for the statistics. This
means that only between a third and a half of the total simulation is useable for
gathering statistics. To amend this situation, we implement a new technique.

The technique is based on the three properties:
1. the bonds break irreversibly and completely,
2. there is a predictable directionality in the evolution of the simulation, and
3. the active (process) area is less than the total matrix area.

The idea is that when the fracture front (or similar process) has passed through
the material, what is behind the front is completely destroyed material, and com-
putationally useless. The interesting area is ahead of the front, and one wishes to
maximise that area. What we do in the simulation is to set a parameter p, which
controls this level. The simulation algorithm is now changed so that with every
broken bond, there is a check to see if

tr(K)

e (3.14)

p>

If this is fulfilled, the bottom line of the system is removed, all values are shifted
down one step, and a new, statistically identical row of bonds is added to the top.

10nVidia’s C2070 or better has enough memory to solve the system, if you can get one dedicated
for the required time. GPU users are used to very high work load over short times, not very
extended use. This can probably be amended though; the current version of the code has a much
higher focus on speed than memory usage, and apart for in-place operations is not optimised for
memory.
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As a side-effect, the threshold values have to be normalised to avoid infinite forces
as the system size in j-direction grows to infinity. In practice, the simulation grows
from L x L to L x kL, where k is an arbitrary number (in practice an integer)
> 1. In our case, the desire is to have the active zone as far away from the edges
of the system as possible, due to the bi-periodicity, so p = 1/2. In the case of only
periodicity in the front direction, p would be set much lower to give more space
to any long-range interactions ahead of the front. An alternative approach is to
implement the shift whenever a given number of the bottom rows are completely
destroyed, whichever is more practical.

The effect of this is to stretch out the middle part of the simulation, so that when
the total number of broken bonds in a simulation has grown larger than L?, there is
a 100% statistical yield from the computations. Instead of initialising ten systems
and not using the last part of every simulation, why not initialise one system and run
it ten times longer? There are two caveats that must be emphasized. Any derived
parameters such as the stress and strain are affected by the shift in thresholds and the
following normalisation. This must be treated with extreme care if these quantities
are to be used in a statistical analysis. Secondly, the sentence on 100% yield from
computation out over L x L is not strictly true. For a program running 100% on the
CPU or 100% on the GPU, it is true as it stands, but for any mix, communication
between the CPU and GPU steals some of this yield. This will be further explained
in section 3.6.

Figure 3.2 illustrates the process. The model has been coined the conveyor belt (or
treadmill) model due to the continued supply of unbroken material (or because one
keeps the front running).

Figure 3.2: Sketch of the principle behind the steady state fracture implementation. As
material becomes completely destroyed, it is removed from the simulation and
new material is generated ahead of the crack, allowing for indefinite fracture
propagation.
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3.4 Overview of the assumptions in the model

This section will present the assumptions the model is build upon. Some will imme-
diately be completely addressed, while some will be re-addressed in chapters 4 and
5.

Brittle fracture

No plasticity effects are available at all. All bonds break completely, irreversibly,
and instantaneously as they are stretched beyond their threshold. In the context of
making a simple model of fracture, I think it is perfectly valid to start with a model
containing only brittle fracture. Brittle fracture is a simpler process than ductile
fracture, and ductility is not needed in a fracture process.

Green’s function

There are several assumptions regarding the Green’s function. That the force distri-
bution can be handled by a function, (3.3), and that the material can be implemented
on a matrix is the core of the model. From the viewpoint of statistical physics, this
is again a perfectly valid assumption.

The function itself is based on LEFM. That this is enough, ties in with the assump-
tion on brittleness. Statistical physics concerns general statements on collective
behavior, not precise modeling of individual behavior. This is not a molecular dy-
namics simulation. If LEFM turns out to be insufficient, the Green’s function could
be altered to include NLEFM and/or EPFM effects.

In the derivation by Love [37] of equation 3.9, there are some assumptions. Notably,
that the pressure on the surface is not continuous all all points, but it its derivative
is. This by itself does not seem to affect the solution of (3.8), but it does govern
the validity range of the model. As long as the local gradients in (3.9) are not too
great, the equation is valid. For materials with a very low F, local differences in the
displacement field become very large due to the extreme softness of the material.
In this domain, the assumptions behind (3.9) are no longer valid. This is directly
observable in the simulations through an accuracy calculation. A re-write of (3.6)
leads to

—

Prel =

KD -KGf—f
f 9

and the maximum norm ||fral|ec provides an estimate of the accuracy of the result
of the CG calculation. This number sharply increases for the lowest values of F,
reaching O(1) before the numerics break down. This is further commented in section
3.5.

(3.15)
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Another assumption behind (3.9) is that the elastic forces have an infinite half-plane
to act through. The real world experimental setup has dimensions of centimeters.
The most correct estimate on the physical size of the simulations I can provide is
that aL € (0, 1)cm, most probably on the order of a very few mm. This implies that
the unit length a is on the order of wm or less, which means that the depth of the
real world setup is at least a factor 1000 times a. While far from infinity, I should
mean that this is sufficient not to worry about any issues due to the depth.

Weak fracture plane

Why should one study in-plane fracture when real world fractures include out-of
plane effects? The idea is that it is possible to short circuit three dimensional effects
and focus solely on the underlying processes of fracture front propagation in two
dimensions. The working hypothesis is that in three dimensions, there are no new
processes, only new, more complex effects of the same processes. This is also the
idea behind the experiments performed in Oslo [13, 38-40, 48, 49, 51, 53, 58]|.

Quasi-static approach

The way the model is implemented carries with it some great advantages and some
disadvantages. One great advantage by breaking bonds with the exact force required
is that if there is a critical point in the process, one follows that critical point. The
necessary accompanying disadvantage of jumping directly to the required force is
that there is no direct concept of time, and thus no time for dynamic processes such
as stress waves and information delay. In the current model, the speed of sound in
the material is technically infinite and stress waves cannot form.

Boundary conditions & finite size

Due to the long-range elastic interactions, it is desirable to have a large as possible
L. T have already explained how the edge effects are present and how they effectively
reduce the available size of the model, though this can be minimised in some extent
through p. It is also possible to construct a G that reduces or eliminates these
effects, though at a cost of loss of periodicity. For very large L, this would of course
be preferable, but for the range of available L, some form of periodicity is needed
to reduce finite size effects from the long-range interactions. In this work, only the
nearest mirror images have been taken into account. The calculations behind G can
be improved to take into account higher order mirror systems.

Then there is the apparent problem with having forces with infinite reach within a
finite boundary. I use the word apparent because I consider this situation completely
analogous to an edge crack under uniaxial loading in an ideal material, where the
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stress has a finite but non-zero value at every point in the sample, o.,. The impor-
tance is not in the value of o, per se'!, but in local variations higher than o.,. The
argument is essentially that as long as this level is not too high but it still covers
the entire simulation area, it can be treated as uniform stress potential and safely
ignored, as the absolute level of a potential should not affect the physics, only the
difference in potential is important.

An additional effect of the infinite reach which actually is a problem, is the back-
wards reach of the interactions. The fracture front is always moving upwards in
the simulations, so the bottom part consists entirely of broken bonds. Due to the
bi-periodicity, this could also be considered a fracture front which would be prop-
agating downwards. If this should happen, this front would loop around and come
in from the top of the simulation, which would then be ahead of the proper fracture
front. This would ruin the simulation, and is the reason for keeping the fracture
front in the middle of the sample (p = 1/2). One way to avoid this situation is
to limit the lower range of E. A stiffer system is more controlled by the quenched
disorder in the threshold distribution (see next section), which is always increasing
upwards, making it difficult to loop around. This is not desirable in general, as we
want to study the fracture front in the limit of large elastic interactions. It is the
elastic stress concentration in this regime that can cause the undesired loop-around.
To counter this effect, one can artificially increase the thresholds at the very top
of the system, creating a barrier that is stronger than the stress concentration. As
long as the proper fracture front in the middle of the sample is far enough away
not to interact with this barrier, this countermeasure will not affect the rest of the
simulation. Since the barrier is in the thresholds, and not in any force distribution,
interaction means that the proper fracture front will have to try to break a bond in
the barrier. If this should happen, it would mean that the fracture front is so close
to the edge of the system that boundary effects are already in play and the data
from the simulation should not be used in any case. The bottom line is that the
barrier implementation ensures that only one fracture front is moving through the
sample without interfering with the fracture process.

3.5 Control parameters

As it will turn out, there are primarily two control input parameters in the model,
e=Fa/L (3.16)

and g. Both are freely tunable, but limited by physics in different ways. The gradient
g controls the range of possible interactions, and is analogous in some respects to
the stress-intensity factor K, but g controls the situation differently. A high stress-
intensity factor translates to high stress gradients near the crack tip, resulting in

1 Given o is not high enough to initiate other fracture processes.
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(probably) a lot of fracture events close to the crack tip. A very low K would
differentiate much less between stresses close to and far away from the crack tip. A
low K could mean either a very slow, creep-like loading, or a very rapid loading of
the entire sample such that all bonds are loaded approximately equally at the same
time. Similarly, a high g will favour fracture events close to the front, and in the
limit of vanishing gradient, the entire sample is uniformly loaded.

An alternative way to visualise g is to imagine a tilted plane between the two loaded
plates. The tilt is equal to g and in the j-direction. At some point, there will be
a lowest possible threshold which has not broken yet, given by t™® = gj™* 4 1. A
distance r, ahead, there will be a value approximately equal, and the one farthest
away is tM8% = ¢j™a 4 (), such that the difference between ™2 and ™ corresponds
to r4. This r, represents the “field of vision” or active zone or simply the range of
interactions due to randomness alone. One can define

: (3.17)

which is the effective size L’ of the equivalent gradient percolation system (L x L').

The practical range of g is partially given through (3.17) so that
1 .
— € [3, L + A|pixels, (3.18)
g

where A is a number dependent on E. The effect of the Green’s function has to be
sufficiently strong to result in stress concentration powerful enough to constrain the
active zone so that L' — A < L. The lower limit of 3 pixels is a number set low
enough to be valid for most values of L and E. In practice, this number depends
on the roughness exponent and has to be high enough to allow a fracture front to
completely develop.

The parameter e can considered an effective Young’s modulus and connects the
discretisation, size and elasticity. Relation (3.16) dictates how one can compare
systems of different I and E, and in principle a, but this parameter has not been
considered a variable. The reason is again to simplify the analyses and to focus on
the variables of more immediate interest.

In practice, e tunes how active the Green’s function is, with a low value for e
corresponding to strong elastic interactions. Through (3.16) we end up coupling low
e values to high elasticity, i.e., a very soft material, or a large length scale. And vice
versa. The relation also explains how a simulation with a large L and a global F
at a given level can have different behavior at different length scales ¢ < L because
the effective modulus will have a range F/L < E/{ < E.

As already mentioned, e has a lower bound because the assumptions behind (3.9)
become invalid when E is too low. There is no upper bound on E. The consequence
of an infinite F is a vanishing Green’s function, as explained in section 3.2.3. On
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a computer, this can be realised without actually changing (3.8) to (3.13) if using
high enough precision. However, in optimising for speed and running on a GPU, it
suffices with single precision floating point numbers, which puts a constraint on the
range of e. Thus, the effective range of e is

e € [107°,10°], (3.19)

for L < 1024. For larger systems, the limits could be pushed slightly further.

3.6 Future improvements to the model

The biggest issue with the current version of the simulation code is the communica-
tion between the processor (host) and the graphics card (device). Examples of data
transfer speeds are host-to-device at 1.8GB/s and device-to-device at 17GB/s (the
specifc numbers are from a GeForce GT 120 GPU). Device-to-host communication
is is usually on a par with the host-to-device bandwidth, but it can be slightly slower
(1.5GB/s in this example). This means that communication issues can very quickly
become a bottleneck unless everything is handled on the GPU. This also applies
when programming for multiple GPUs. The most time-consuming process in the
current simulation code is the reporting back to the logic-controlling CPU of the
single number resulting from a dot product calculation on the GPU. One obvious,
but time-consuming, improvement to the code would be a restructuring of the code
to run 100% on one or possible more GPUs, or on a massively parallel computer.

Another improvement could be to use a preconditioner matrix Q. Equation 3.8
would then become

QI+ KF'F'G)F'F' f = QKD. (3.20)

Some time has been spent on finding a suitable Q, but no good candidate has been
found.

With regards to improvements to the actual model, not the implementation, I have
several ideas. Simple additions could be to investigate the effect of micro-fractures or
heterogeneities by including some pre-broken bonds or introduce some very short-
range correlations in the threshold distribution. Thermal noise is also something
that could trivially be included in the model.

More complex improvements could be to include plasticity through the Green’s
function and changing the break-down behavior of the bonds. A different loading
scheme (using f or 5) could also be worth investigating, though Tallakstad et al.
[58] reported little or no effect on the fracture process from very different loading
conditions. Undoubtedly the most interesting improvement would be a generaliza-
tion to full three dimensions. This is far from trivial and will require some thought.
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Chapter 4

Morphostatic results

To see a world in a grain of sand, and a heaven in a
wild flower; hold infinity in the palm of your hand, and
eternity in an hour.

William Blake, Auguries of Innocence, 1863

4.1 Main findings

Figure 4.1 shows the stress-strain relationship from one of the simulations. The red
curve shows the progression of a sample as it is loaded until it reaches a maximum
stress omax at the strain e,.,. After this point, the sample cannot support more
load, and any further increase in strain simply pulls the sample apart. The blue
curve shows the progression of a sample under steady state loading. The position
of the looping stress-strain level on the curve is controllable through the parameter
p as described in Section 3.3.

Two regimes

The model contains several different behaviours, primarily dependent on the two
parameters e and g. As described in section 3.5, each of these parameters has its
own range. Varying e across its range from high to low is equivalent to fading-in
the effect of the Green’s function. Starting at a threshold dominated bond-breaking
process, one ends up in a situation where the elastic forces are completely in control
and the thresholds are inconsequential. In the high e-range, bonds are randomly
selected to break according to their thresholds, resulting in a “damage cloud” of size
Lx1/g. The fracture process is constrained to this band, and everything behind this

29
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Figure 4.1: Stress-strain relationship from a simulation showing the looping of the stress-
strain relationship due to the renormalisation during the steady state algo-
rithm.

band is completely broken material while everything in front is completely unbroken
material. The front advances by damage originally ahead of the front coalescing to
be a part of the front. To analyse this situation, we first filter away damage not
connected to the front. This amounts to ignoring single or small clusters of broken
bonds, effectively locating the largest spanning cluster. A typical image of what
is left is shown on the left part in Figure 4.2. To analyse the front scaling, the
overhangs have to be removed. This is done using a solid-on-solid (SOS) approach.
The results presented here are obtained using a first hit from above method, but
tests show no difference in using first hit from below.

Figure 4.2: Snap-shots of fracture fronts from the simulations. The view is as seen from
above in Figure 3.1. Black represents broken material and white is undamaged
material. The left hand side shows small scale behaviour and the right hand
side shows large scale behaviour. The fracture grows upwards.

The right hand side of Figure 4.2 shows a typical fracture front from the low e-range.
Damage formation is now completely constrained to the front. As is visible in the
figure, overhangs can form also in this regime, but they are much smaller and rarer
than for high e. The SOS approach is used to remove these when necessary. For the
lowest values of e, there are no overhangs.

The two regimes described is referred to as “stiff” material or small scale for high e,
and “soft” material or large scale for low e. Front propagation by damage coalescence
is the driving mechanism in the former case and damage formation directly on the
fracture front is the driving mechanism in the latter. The intermediary range, from
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low to high e, is characterised by damage beginning to form ahead of the fracture
front, immediately followed by a roughening of the front.

To estimate the roughness exponent, we do a wavelet analysis of the front data.
This entails calculating the average of the wavelet coefficients W (a) = (Jw(a, b)|)p,
which, for a self-affine signal, should scale as [24, 43, 56]

W(a) ~ a$*1/2, (4.1)

The data for a soft system is shown in Figure 4.3. In the main figure, a power law
relationship is found with an exponent ¢ +1/2 = 0.89 +0.04. The data in the inset
contains only information on whether the front moves up or down, not how far. In
other words, the jump size distribution is removed. This was done in connection to
the discussion of self-similarity versus self-affinity, and will be explained in the next
section. For this data, the exponent is ¢ + 1/2 = 0.99 £ 0.04. The data have been
scaled with the gradient to an exponent of o and . Using the gradient percolation
connection, we will calculate these exponents in the stiff regime in the next section.
The exponents are included here as well for completeness.
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Figure 4.3: Wavelet data from systems in the soft regime. L = {128,256,512} and e =
2.44-10~* for the smallest L and 7.8125-1074 for the two larger L. The scaling
exponents « and 3 are both 0. The slope in the main figure is 0.89 and in the
inset 0.99.

For a stiff system, the situation is much different. The data is shown in Figure 4.4.
Linear regression suggests a power law with an exponent ( +1/2 = 1.074+0.10. The
data in the inset will be discussed shortly.

Next, we examine the fractal dimension of the fracture front. Figure 4.5 shows
the number of bonds in the front [, scaled by L", as a function of e. [ is counted
using a walker algorithm which traverses the interface between broken and unbroken
material on the SOS front. The main figure shows data collapse for n = 10/7 for
stiff systems, and the inset shows data collapse for n = 1 for soft systems.
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1072

Figure 4.4: Wavelet data from systems in the stiff regime. Lpan = 256, Linget =
{64,128,256,512} and e = 3.125. The scaling exponents in the main figure are
a=—6/7and 8 = —4/7. In the inset, « = —2/3 and f = —4/7. The slopes

in the main figure are 1.17 and 1.07, and in the inset 1.17 and 1.00.
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Figure 4.5: Scaling of the fractal dimension of the front for four values of L. [ is the mass
of the length of the front, or the number of broken bonds in the front. The

main figure show data collapse for high e with the exponent 10/7, and the inset
shows data collapse for low e with the exponent 1.



4.2. Evaluation and discussion 33

Sample sizes

Typical sample sizes are in the thousands and tens of thousands or more for L = 32,
and hundreds and thousands for L = 64. For L = 128, the samples number in the
hundreds and sub-hundreds. Above this, each simulation is on the order of minutes,
hours or more; so for L. = 256, the sample size is usually in the range of tens.
Typically in the fifties, but some data series go into the hundreds. The largest size
used for statistics, L = 512, have a sample base of ten or less. Singular, or very few
systems of sizes L = 1024, 2048 have been produced, but data from these have not
been published. The data is spread with regards to being stand-alone systems or a
tiled conveyor system for historical reasons'. From each of these systems, dependent
on L, a number of fronts are extracted.

4.2 Evaluation and discussion

This section will discuss the results presented in the previous section and argue why
the results show ¢ = 0.39 and ¢ = 2/3 even though the immediate impression from
figures 4.3 and 4.4 yields

Coott = 0.39  and  (yg = 0.57. (4.2)

The results presented so far have primarily been dependent on e because the param-
eter ¢ is in a sense less important. Its value is determined after all other simulation
parameters are decided, and it is set such that 1/g is large enough that the frac-
ture front can completely develop, and small enough to keep boundary effects to
a minimum. As long as ¢ is in this range, it does not seem to affect the physics
in the model in any way. This is experimentally supported by [58], who studied a
range of loading conditions without finding any difference in the results. Section 3.5
explained how ¢ is coupled to the loading of the system.

The effect of stress concentration is implicitly on display in Figure 4.3. a =8 =0
implies that as long as the gradient is in the range just described, the shape of the
front is independent of g. This applies only for soft systems as there is no stress
concentration in stiff systems.

For stiff systems, we expect a connection to gradient percolation at some point.
In Figure 4.4 the data demonstrates a crossover to uncorrelated noise for large
a. Uncorrelated noise has a roughness exponent ¢ = —1/2 which seems to be
the asymptotic behaviour [28|. One should expect this crossover to happen at the
correlation length £ in the system. If the correlation length is the same in both ¢
and j-directions, and if the system behaves as in gradient percolation, one should
expect € ~ g7*/(%%) where v = 4/3. Thus, data collapse in Figure 4.4 should occur

!The scripting used to produce large sample sets was completed before the conveyor method
was implemented.
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for § = —4/7, exactly as observed. A similar argument leads to @ = 35/2 = —6/7
[20, 25|, again in agreement with the figure.

In order to further study the roughness of the front, we transform the height function
h(i) according to [25]

hi(i) =Y sgn[h(m 4+ 1) — h(m)]|h(m + 1) — h(m)|". (4.3)

m=0

hi(i) = h(7), and h(i) — ho(i) removes all height information from the steps, leaving
only the width of the front as caused by correlations in the sign changes, i.e., up
or down movement only. This is the function behind the wavelet analysis in the
insets of Figures 4.3 and 4.4. For soft systems, this analysis resulted in (, = 0.49,
higher than the expected ¢ = 0.39. This is simply due to the fact that for hg(), the
measured roughness exponent is [24, 26|

o = max (C, %) : (4.4)

For the stiff systems, the results of the transformation is a scaling of ¢ = 0.67 for
smaller ¢ and a transition to ¢ = 0.5 for larger a. The value 1/2 is expected as
white noise becomes random walk as h(i) — hg(7). From Family-Vicsek scaling, we
expect

a=(C+1/2)8. (4.5)

Again, § = —4/7 as this exponent should be unchanged by the transformation.
If this system behaves as gradient percolation, the roughness exponent should be
exactly ¢ = 2/3 = 0.66 [25]. This again leads to o = —2/3, which agrees with the
figure.

Finally, to verify if the stiff systems indeed behave according to gradient percolation,
the fractal dimension of the front D; is examined. The number of elements in the
front, [, should scale in d dimensions according to

I(L) o< g7V L4, (4.6)

with ¢ = (Df —d + 1)v/(1 + v) in site percolation |21, 50]. In two dimensions, the
exponents are exactly known, and D; = 7/4, leading to ¢ = 3/7 |21, 50]. With
g = 1/L, the end result is (L) oc L'%7. Using this scaling relation, very good data
collapse is seen in Figure 4.5 for high e and most of the transition regime. The lower
end of the transition and the lowest values of e obeys [(L) o< L, which is to expect
for a fluctuating elastic line without overhangs [27].

The scaling of the fractal dimension is very strong evidence for a percolation be-
haviour, indicating an exact roughness exponent of 2/3. This is supported by the
scaling of Figure 4.4, in particular the inset. Translating between elasticity and
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length scale through (3.16), the results of the front analysis thus strongly indicate
two regimes with roughness exponents

2
Clarge =0.39 and CSmall = 3 (47)
However, Figure 4.4 illustrates how little it takes to measure a lower exponent of
Csman ~ 0.6. Fortunately, the link to gradient percolation through the indirect
loading scheme and the quality of some of the data collapses permits the evaluation
of exact values of the scaling exponents.

The preliminary conclusion is thus that the model contains two regimes with two
different roughness exponents corresponding to different length scales (jarge = 0.39,
due to elastic interactions, and (gman = 2/3, due to random selection. This was first
presented in [20].
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Chapter 5

A study of the dynamics in a
quasi-static model

Always in motion, the future is.

Yoda, The Empire Strikes Back, 1980

This chapter will address results connected to the dynamics of front evolution and
the local fracturing process. The results are also presented in [17, 19].

5.1 Steady state fracture

Using the conveyor belt principle, the fracture front can be driven indefinitely, as
explained in section 3.3. To study the evolution of the front, one can plot the width
of the front w expressed as the standard deviation

L

1 . 19
w=a7 1 ;[hrel(l) = (hear(8))]? (5.1)
where
hra (i) = h(i)i=r — (i) |t=r, - (5.2)

Remember, the model is quasistatic, so time is not clearly defined. The most in-
tuitive clock in the model is the breaking of bonds, as exactly one bond is broken
every time the simulation advances. Thus ¢ € [0, xL?| uniquely determines simula-
tion progression. Taking ¢ = 7y at some point ¢ > 0 where a front has completely
developed and t = 7 > 7y at some later point, w describes the widening of the front
as developed from an initially rough front configuration.
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Figure 5.1: One-parameter scaling of w as a function of (h) with g as the scaling parameter
for a soft system. The main figure shows data collapse for « = § = —0.4. The
inset shows unscaled data, i.e. @ = 8 = 0. The parameter values are, from
top-down in the inset, g € (0.007,0.008,0.01,0.015,0.02,0.03). The system
size is L = 64. The dotted line has a slope of 0.52.

Figure 5.1 shows how w develops as a function of the average position of the front
for a soft system. Note that the front matures to a constant w quite quickly. This
behaviour is what is meant when using the term steady state fracture, and it shows
that fronts extracted using the conveyor belt technique are statistically independent
if the average position of the front has advanced about 10 pixels between each
extraction.

The scaling exponents a and [ seem to be equal at a value -0.4. This will be
discussed shortly. A best fit to a straight line during the roughening yields a growth
exponent w ~ (h)?, b= 0.52 & 0.05. Family-Vicsek scaling leads to the relation

¢
=2 5.3
=t (5.9
between the dynamic, roughness, and growth exponents [4, 14]. From this relation,
we can calculate the value for the dynamic exponent to be z = 0.75 & 0.1. This

value has to my knowledge not been measured experimentally®.

Figure 5.2 illustrates the effect of the interplay between stress concentration and
threshold gradient on the front. The figure shows systems with actual size L = 64
and effective sizes 1/¢ in the range from 16 to 200. Notice that for the largest
g, the system is too constrained to let a fracture front freely develop. As g is
decreased, there is a plateau between ~ L/2 and =~ 2L where w/g °* ~ constant.
As g is further decreased, damage begins to form ahead of the fracture front as the
effective system size is now greater than the range of the stress concentration. When
this occurs, weaker bonds further ahead are broken before stronger bonds on the

!The corresponding out-of-plane exponent has been reported to be z =~ 0.8 [7].
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Figure 5.2: 3D view of Figure 5.1, with a greater range of g. Details in the text.

front is broken due to the increased local stress. This signifies a change in fracture
mechanism and a departure from the regime where the fracture front is determined
by the roughness exponent (jarge = 0.39. Not unexpectedly, the value of a sharply
increases in magnitude from -0.4 as g approaches 0.

The corresponding steady state growth analysis for stiff systems is presented in
Figure 5.3. This time the scaling exponents are « = f = —4/7 and b = 0.45.
The data are from systems with e = 3.125, almost at the top plateau in Figure
4.5, indicating a fracture process strongly affected by the disorder in the thresholds.
With such a weak influence from the Green’s function, a strong similarity to the
ELS scheme is expected. The colored points in Figure 5.3 are from our model, and
the black lines are obtained using ELS. The lines follow the points very closely.

The width w is independent of L, and only depends on g. Each colored group
consists of data from systems with constant e and L = (64,128,256). The inset
shows how the unscaled data clearly differentiates between different g alone. Note
also how as ¢ decreases, the scatter of the data points increases. This is merely a
confirmation that as the front widens, so does the statistical variations.

The observant reader is probably wondering about the range of ¢ in Figure 5.3.
Yes, the lower range could be extended further, and no, the highest g should not be
included. In the gradient percolation analogy, this specific system has an effective
size of L' = 2. It is only included to illustrate the robustness of the scaling relations.
Even for an impossibly small system, a measurable signal which behaves identical
to the other systems, with respect to the scaling, can be extracted. This is very
different from the case of soft systems, which require a more sensible L’ to show
correct scaling behaviour. The most plausible explanation is that this is due to the
range associated with the elastic forces. The disorder in the thresholds does not
have such a range dependency and should be equally active for all system sizes.

Again, using the link to gradient percolation, one can derive that in the growth
phase, the front width scales as [19]

W ~ <h>288/637. (54)
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Figure 5.3: One-parameter scaling of the standard deviation of the width of the front as a
function of the average position of the front as the front moves forward from
some initial (rough) configuration for a stiff system. The main figure shows
data collapse for « = 8 = —4/7, and the inset shows the same data with no
scaling, i.e. a = 8 = 0. The data are extracted from simulations with, from
top-down in the inset, g € (0.05,0.1,0.2,0.5). Results for an equal load sharing
process with the same set of gradients is included in black. Note that these
results exactly match their respective counterparts. Each group in the inset is
comprised of data from systems of sizes 64-256 with constant £//L. The dotted
line has a slope of 0.45.
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b = 288/637 ~ 0.45 is in good agreement with the data in Figure 5.3.

Gradient scaling exponents a and

Due to the link with gradient percolation through our definition of g, the scaling
arguments derived by Hansen et al. apply [25]. The argument is that w should scale
with the correlation length &, which again scales as the gradient to the correlation
length exponent,

w— w/é ~w/g ) =/ ge (5.5)

Additionally, we expect that the accumulation of damage should increase propor-
tionally to the width of the damage zone. This implies that (h), which is a measure
of broken bonds, should scale as w, i.e., with the same exponent. This is in very good
agreement with the figure, where all the data is scaled by a = § = —v/(1 +v) =
—4/7 ~ —0.57 and data collapse is observed.

Assuming the argument for the scaling of the stiff system is transferrable, one could
calculate an apparent correlation length in the soft regime to be v,,, ~ 2/3. Another
possibility is that there is no correlation length and the only length scales in this
regime is the grid size a and system size L. Inspired by the analogy to gradient
percolation, one could make the connection

w—w/g*=w/ (%) =w/L™". (5.6)
In this context, —a could be considered a local roughness exponent with the value
0.4, in agreement with the expected value Carge = 0.39. This could also explain why,
for the stiff systems, the direct wavelet analysis showed indications of a small scale
roughness exponent ¢ = 0.57 as well as the result expected from randomness alone,
Csmanl = 2/3, visible in the scaling relations.

5.2 Velocity clusters

The waiting time matrix (WTM) method [38, 58| is a technique developed to analyse
experimental data in image form. The method can be directly applied to the data
from our model, which is easily expressed as a binary matrix. The essence of the
method is to let the fracture front traverse across a blank slate. At every time step,
set a mark where the fracture front is. Once the front has traversed the entire slate,
one is left with a high number of marks where the front spent a lot of time, and a low
number where the front quickly passed. The difference between the experimental
and numerical situation is that when translating between the local waiting times
W (i, j) and local velocities

1 a

V(i,j) = W) A (5.7)
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the pixel size a and time between image frames At are experimentally available, but
our model contains no explicit time. Again, we use the breaking of bonds as a clock,
setting At = 1. With a time step of unity, all events are included, and the data is
easily scaled if a connection to a physical time is found at a later date. The method
is explained in detail in [58].

From V(i,7) one can construct maps over the local velocities and calculate the
global average velocity (v). In these maps, one finds clusters corresponding to areas
covered by the propagation of the fracture front in relative short or long time.
These clusters are called velocity clusters and are different from standard clusters
in similar problems which is defined by the collection of bonds? breaking without a
further increase in the global load. Two regimes are defined, a pinning regime where
all the local velocities are lower than the average velocity and a depinning regime
where all local velocities are higher than the average. Clusters in these regimes are
coined pinning and depinning clusters, respectively. The pinning clusters have a
snake-like physical appearance, while the depinning clusters have an elephant-in-
snake-like appearance [12]. The visual similarity between clusters from our model
and experimentally obtained clusters is striking [19, 58].

To each cluster there is associated a size .S, which is the total number of bonds
included in the cluster, and a linear size parallel and perpendicular to the fracture
front, [, and [,. [, and [, are estimated by a bounding box [19], and are expected
to follow the relation

lply o< S . (5.8)

It has been found that [, and [, obey the scaling relation

with the exponent H in the range [0.39 — 0.66] [8, 19, 36, 38, 58]. It has also been
proposed that the local scaling exponent H is another measure of the roughness
exponent ¢ [8, 17, 19, 36, 38, 44, 58|. In this thesis and a recent paper [17], I
propose that the large scale and small scale roughness exponents are signatures of
different fracture mechanisms. Coupled with the evidence that there is a crossover
region between these two mechanisms [20, 57|, it follows that H is not necessarily
another measure of ( directly, but that the set of possible values for H is the same
as the set of possible values of (,

{H} = {¢) . (5.10)

Figure 5.4 shows the relationship between [, and [, primarily for a soft system,
where the measured roughness exponent is (arge = 0.39. Due to the limited sizes
of the simulations, a filtering has to be introduced. This filtering was originally
introduced in the experiments, but there the results seem to be independent of the

20r fibers, fuses, etc.
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Figure 5.4: Local scaling of the clusters. The lines are guides to the eye, but the slopes are
based on linear regression and the values are in descending order 0.67, 0.67,
and 0.39. The data labeled stiff system are from simulations using a Young’s
modulus four orders of magnitude greater than what is used in the rest of the
simulations. Further details in the text.

filter parameter [58]. The dependence on this filter in the simulations is purely a
size effect [19]. In the pinning regime, one finds H2 = 0.39 & 0.03 if all velocities
below and equal to (v) are included in the cluster map. If the velocities closest to
and equal to the average velocity are not included, one finds H}r)?ﬁd = 0.67+0.06. If
a high filter is set, to include only the lowest velocities, there is not enough data left
to determine H}};iifh due to the relative small size of available system sizes. In the
depinning case, only a medium filter gives sensible results, which is again a finite
size effect. All velocities cannot be included, because the result is typically one giant
cluster spanning the entire system, and a few very small ones if there is any space
left. This situation skews the statistics so no data can be extracted. At the other
end, if the velocity filter is set too high, much of the data is filtered away and there
seems to be a loss of structure [19]. If only the values closest to (v) is dropped?,
the result is Hj:%! = 0.67 4+ 0.05. A further discussion on the velocity dependence is
given at the end of this chapter.

Should the hypothesis (5.10) be correct, one would expect that by changing the
system parameters so that the measured roughness exponent changes, the measured
H could also change. Indeed, this effect is visible in Figure 5.4 in the two data
series labeled “stiff system”. These data series are from a simulation with a Young’s
modulus which is five orders of magnitude greater than the other systems, placing
the system in the stiff region and thus (snan = 2/3. Here, neither pinning nor
depinning clusters show any trace of the 0.39-scaling and Hy;, = Hgep = 0.67.

The probability distribution of cluster sizes has also been studied [8, 19, 36, 38, 58|,

3 Again, this is absolutely necessary due to the finite system size.
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and showed to be on the form
P(S)~ S5, (5.11)

Similarly, the probability distributions of [, and [, are [19, 58]
P(ly) ~ 1% A P(ly) ~ 17 (5.12)

Tallakstad et al. investigated the individual scaling of [, and [, with respect to S
and found power laws of the form [58|

I~ 5% Ay~ S (5.13)

These relations were also found in our model, and the results are presented in Figure
5.5 [19]. With the lesson learned from the size and velocity “dependence” in Figure
5.4, the data in Figure 5.5 are from the groups showing the clearest scaling relations,
so depinning data does not include the velocities closest to the average velocity, and
pinning data includes all velocity data. Measured values are given in the figure and
uncertainty estimates are given in the figure text.

2
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Figure 5.5: Linear size of both pinning and depinning clusters as a function of cluster size.
The measured exponents are in descending order: 0.76 + 0.05, 0.60 + 0.04,
0.40 £ 0.08 and 0.30 £ 0.04.

Eliminating S from (5.13) and comparing with (5.9) leads to the relation between
the exponents
Ly

H = (5.14)

Ay
The data in Figure 5.5 are in close agreement with Hm¢! and H2!!

dep pin*
Combining (5.8) and (5.9), one can define

S= (L)~ A S=gll) ~ 1 (5.15)
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This leads immediately to

1 1 1
—=14+H N —=1+4+— 5.16
Oy + ay +H ( )

through (5.13). These relations completely couple H, «, and «, so than only one
needs to be measured to determine the others.

To couple the other scaling exponents, it is necessary to calculate another expression
for P(S). This is done via (5.12) and (5.15):

P(S)dS = / P(ly)dl,
S<f(le)<S+dS
~ dS /_ 8[S — f(l)]P(l,)dL, (5.17)

= P(s)= [ 815 - fIPL)L
— (58— S L))

The derivation is identical for /,, so

P(S) = (0[S = f(l)]) = (O[S — g(Ly)])- (5.18)

Performing the integration, the end result is

P(S) ~ S~HET A P(S) ~ ST (5.19)
This gives the relation between the scaling exponents
1
_ %jg — ﬁng (5.20)
Alternatively, v can be eliminated so that
B =Hp,+1—H, (5.21)
or H can be eliminated to result in
Bu = WZ—”H (5.22)

which also applies for 3, and o,.

The end result is that a minimum of only two of the exponents needs to be deter-
mined before all five are known. Measuring for instance «, and (., the rest are
given by (5.16) and (5.20)-(5.22).

In Figure 5.6, an attempt to extract 3, and /3, is shown. Due to the shape of the
pinning clusters, there is only a very short data range available [17, 19]. Hence,
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Figure 5.6: Probability distribution function of the linear extension of the clusters both
parallel and perpendicular to the fracture front. The data for [, are shifted
for visual clarity by 1073. The slopes of the lines correspond to 3, = 1.86 and
By = 3.2. Further details in the text.

the focus is to determine 3, as best as possible and verify that 3, is appropriate
according to (5.21) and previously introduced measurements of H. In the figure, it
is also visible for the depinning data how the finite size of the system suppresses the
presence of the smallest cluster sizes because the available space is predominantly
occupied by clusters of intermediate sizes. The extracted exponents are 3, = 1.86 +
0.06 (linear regression) and 3, = 3.2 [through (5.21)].

Examining P(S), the data is plotted in Figure 5.7. A slope of v = 1.61 seems to fit
the numerical data. The value for 7 is based on the derived scaling equations; the
quality of the current data is unfortunately not sufficient to directly extract a value.
This is discussed further in [17|. Only depinning data are included in the figure due
to a more prominent cutoff in S for pinning clusters [17, 19]. The quality of the data
is insufficient to determine in there is a difference in v for depinning and pinning,
but based on the experimental results [58], no such difference is expected.

A complete comparison between the scaling exponents measured experimentally, nu-
merically and theoretically are given in Table 5.1. There is very good agreement be-
tween the different results. For the theoretical values, it is assumed H = (smai, Clarge;
and the reported vy-values are assumed to be correct. According to (5.16) and (5.20)-
(5.22), in addition to H, either v, 8, or 3, has to be known to calculate the other
exponents. Since none of them can be determined in another manner, one of them
was chosen according to measurements to allow a comparison between the other ex-
ponents. Note also that even though two values for H was found both numerically
and experimentally, it seems that the distributions of S, [, and [, are controlled by
the one which satisfies H = (.

Table 5.1 is written such that it may seem that the theory claims that depinning
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Figure 5.7: Size distribution of clusters. Only depinning data are included to present the
suggested scaling as detailed as possible. Pinning clusters are inherently smaller
and thus subjected to a cutoff at smaller S than depinning clusters. The slope
of the line correspond to v = 1.61. Further details in the text.

Table 5.1: Overview of scaling exponents gathered from both experiment [58] and simu-
lations [17, 19|, and comparison with theoretical predictions. Important notes
on the theoretical values in the text. Numbers in parentheses indicate a high

uncertainty.

Experiment

Simulation Theory

Depinning  H
Oy

Be
By
Pinning H
Oy

Bz
By

0.66
0.61
0.41
1.56
1.93
2.36
0.55
0.63
0.34
1.56
1.93

(2.36)

0.67
0.60
0.40
(1.61)
1.86
(3.2)
0.39
0.76
0.30
(1.61)
(1.86)
(3.2)

2/3
0.60
0.40
1.56
1.93
2.40

0.388
0.72
0.28
1.61
1.86
3.18
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implies percolation type behaviour (¢ = 2/3) and pinning implies elastic interactions
(¢ = 0.388). The situation is not that simple. It seems that both behaviours can be
found in both pinning and depinning regimes, but that the probability distributions
are controlled by whichever process that governs the roughness exponent. Whether
is always controlled by the value of H which satisfies H = ( and how the distribution
functions behave in the transition (gman — Clarge 1S uncertain.

Concerning local velocities

My impression is that the H based on the velocities closest to the average velocity
gives the correct scaling. The more the velocity filter is applied, the more artificial
behaviour is seen. In the paper [19], we reported also the result for H, éléf)h. I believe
this to be a trivial scaling resulting from the filtering process?.

My hypothesis is that through (5.10), pinning is controlled by (iarge, caused by the
elastic interactions. Velocities with a high relative difference to (v) demonstrate a
scaling similar to the depinning clusters, which are controlled by (s nan, caused by
random damage-percolation. The depinning clusters should behave the same for all
velocities, but due to the size dependence, a trivial scaling is seen for the highest
velocities [19]. This hypothesis could be strengthened or disproven through larger
simulation data, unfortunately unavailable at the writing of this thesis. This should
be investigated at a later date, but for the time being it is assumed that includ-
ing the most velocity data gives the most correct scaling. This leads to a very good
agreement between numerical simulations, experimental results, and theoretical pre-
dictions, as shown in Table 5.1.

It may seem natural to think that when the entire process is advanced by random
selection of bonds, singular strong bonds could serve to pin and retard the frac-
ture process. However, it is just the opposite. This individual pinning of bonds is
more strongly felt in the fluctuating line regime as this information is transmitted
across a large portion of the line through the elastic interactions. When the front
is advanced through coalescence of damage, the random selection of weaker bonds
further ahead can serve to accelerate the fracture process. Experimental evidence of
this has recently been reported by Guerra et al. from a study in PMMA [23]. This is
consistent with having a pinning regime described by (jarge and a depinning regime
described by Coman-

4Due to the limited system size, for a sufficiently high filter, little or no data is left. For a
slightly smaller filter, the amount of clusters grow, but because of the resolution, they are “trivial”
islands of 1 x 1, 2 x 1, 1 x 2, 2 x 2 and such; increasing in size for a decrease in velocity filter. This
would give an apparent scaling of [, as a function of I, of close to unity. Coupled with a preference
(due to stress conentration) of breaking lateral neighbouring bonds instead of penetrating deeper
into the material, this could explain the observed scaling for high filter values in [19], where the
value 0.9 was reported.
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Conclusion

Men fear death as dragons do not.

Orm Irian, The other wind, 1990

Together with my colleagues, I have developed a model to study in-plane fracture.
The model is shown to contain two different fracture mechanisms leading to different
behaviours of the fracture front.

Direct analysis of the fracture front yields two roughness regimes. One small scale

regime characterised by

2

Csmall = §7

as predicted from several models containing randomness alone [25, 29, 31, 32|, and
one large scale regime characterised by

Clarge = 0397

as predicted by the fluctuating line model [47].

Our model is very simple, containing in essence only a random selection process
in conjunction with a correlation function based on linear elasticity theory. The
fluctuating line behaviour is emergent from the correlation function and not an
intentional construct in the model. This is an important distinguishing feature with
our model compared to existing fluctuating line models, which are, to my knowledge,
all based on direct modeling of equations derived from continuum mechanics.

Though the model is quasi-static, a study of the dynamics of the fracture processes
has been performed. The results match those obtained experimentally [19, 58].

The agreement with experimental results leads me to conclude that our model gives
a very accurate description of the physics involved. This implies that the roughness

49
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exponent reported in the literature to be ¢ ~ 0.55 — 0.63 [13, 53] is an underesti-
mation of the value ¢ = 2/3. My own results show that a lower value in this range
seems to more prominent in a direct analysis of the front (Figure 4.4). However, the
scaling relations derived theoretically yield values that match the experimental and
numerical results when using ¢ = 2/3 as input, suggesting that if no other effects
are present, one should expect a roughness exponent of exactly 2/3.

The level of agreement in the measurements of H, both experimentally [58] and
numerically |8, 19], suggests that one should be able to measure a value of { closer
to 2/3 if this theory is correct. However, the front roughness can be more sensitive
to an unidentified cause than the local scaling which controls H, thus making { more
difficult to pin down. This warrants further consideration.

Future work

There is one specific achievement I would have liked to accomplish during this work,
and that is the simultaneous measurement of the two different roughness exponents
in a single numerical simulation. Unfortunately, this requires a system size currently
out of reach. Someone should consider writing a massively parallel piece of software
and ask very politely to borrow large parts of K, Titan, or another supercomputer
for a while.

Larger data sets should be simulated and the dynamics analysed to complete the
analysis presented in section 5.2 and [17]. The data obtained so far are very promis-
ing. The current results paint a picture where there really are only two processes
controlling the fracture, and suggests an interplay between local dynamics and more
large scale front behaviour.

Other than that, the most interesting steps forward as I see it is to develop a full
3D model based on the same principles of our model and/or to include plasticity
effects. A third suggestion, in some sense related to plasticity, is to change the
shape and interaction of and between bonds. The current model uses essentially
point interactions in the fracture process, and I would think it to be very interesting
to try to use the same principles to model a, e.g., more fibrous material such as
wood or paper. Glasses should also present an interesting challenge.

Recently, an experimental study showed fracture in PMMA through interesting
micro-crack dynamics [23]. I am convinced our model can reproduce this behaviour,
but this has not been investigated yet.

Final remarks

It is my hope that this work will lead to a deeper understanding of fracture phe-
nomena, and I thank you for your attention.
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BLAS Basic Linear Algebra Subprograms, a numerical library of very efficient
vector-vector, matrix-vector, and matrix-matrix operations (www.netlib.org/
blas). 20, 51

brittle fracture A fracture process where the material breaks “abruptly”, without
or with very little deformation prior to destruction. Principal damage type is
direct bond breaking. 2, 4, 5

CG Conjugate Gradient. 19, 20, 23
CPU Central Processing Unit. 20, 22, 27

cuBLAS nVidia’s version of BLAS running on a compute capable graphics card,
https://developer.nvidia.com/cublas. 20

CUDA Compute Unified Device Architecture, an extension to standard C, it allows
for general purpose computing on the graphics card (GPU). Closed source
(nVidia), OpenCL is an open source alternative. 20

cuFFT nVidia’s library to do Fourier transform, essentially FF'TW on the graphics
card, https://developer.nvidia.com/cufft. 20

dense A property of a matrix indicating that is mostly (or completely) contains
non-zero elements, as opposed to: sparse. 19, 54

disorder see: quenched disorder. 14

ductile fracture A fracture process where the material undergoes plastic deforma-
tions, stretching, prior to destruction. Damage can be through void formation
and growth, often associated with structural dislocations. 4, 5

dynamic exponent An exponent characterising dynamical processes, for instance
the dependence on the correlation length £ of the characteristic time in a
system, t ~ £*. See also: Family-Vicsek scaling. 38, 39

ELS equal load sharing. 19, 39
EPFM elasto-plastic fracture mechanics. 3, 23

o1
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Family-Vicsek scaling If something grows with a width as a function of global
size and time so that w(L,t) ~ ¢ up to a certain time ¢* and w(L,t) ~ L¢
afterwards, Family and Vicsek had the idea that t* ~ L?. This means that
z = (/b and the overall growth can be described as w(L,t) ~ LS f(t/L?). This
is the Family-Vicsek scaling relation. The scaling function has the properties
f(x) =2%(x < 1),1(z > 1). 34, 38, 51, 52, 54

FFTW Fastest Fourier Transform in the West, a very efficient numerical library to
do Fourier transforms (www.fftw.org). 20, 51

fluctuating line model Any model where main concept is to study the movement
of an elastic line being pulled through a disordered medium (my definition).
10-12

foreign function interface or FFI, is a collection of methods/functions in one
programming language written specifically to call methods/functions written
in another language. Typically used to access library functions written in
language different from the language used for control structures, for example
numerical or graphical libraries. 20

Fourier space The frequency space the transformed function is in as a result of a
Fourier transform. 16

Fourier transform A mathematical transform which turns a function of time into
a function of frequency through the integral F(z) = [~ f(t)e”?™*'dt. 16, 20,
51, 52

FPZ fracture process zone. 3

fractal dimension A measure of fractality, see explanation on page 6, section 1.2.
5-7,9

GPU Graphics Processing Unit. 20-22, 27, 51

Green’s function A Green’s function is a type of function used to solve inhomo-
geneous differential equations. In physics, the term is often used to refer to
various types of correlation functions. 14-18, 20, 23, 26, 27, 29, 39, 63

growth exponent An exponent describing (typically) initial dependence on time
for some process. In the context of fracture fronts, it governs how the width
of the front widens or roughens with time, w ~ t*. See also: Family-Vicsek
scaling. 38

Hooke’s law Hooke’s law states that the applied force is proportional to the achieved
extension. Typical example system: a spring, f = kx. 14

interstitial Something forming or occupying interstices ([very| small intervening
space). Typically refers to (in this setting) in-plane fracture where the weak
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plane can be considered an intervening space between two solids. 10

iterativeness A property of an object which is created or where parts of the struc-
ture is created by a repeated process. 5

K Currently the most powerful computer in Japan (http://www.aics.riken. jp/
en/). 50

LEFM linear elastic fracture mechanics. 2-4, 14, 23

linear algebra Field in mathematics concerned with solving linear equations and
sets of linear equations, that is equations on the form a;xq + aszs + -+ = b.
15

maximum norm The maximum norm is the infinite p-norm on a compact set U.
For a vector of finite dimensions, ||z||cc = max(|z4],...,|z,]). 23

MD molecular dynamics. 3

Monte Carlo process A process using a statistical sample of configurations of a
system chosen on the basis of randomly generated numbers to study (often
complex) properties of the said system. In this context, a way to randomly
sample independent configurations of a system. 21

morphology Having to do with the change in physical appearance. i, 1, 9, 21

multi-affine Connected to self-affinity, if the height-height correlation function
cq(z, )/ = (|h(x+a)—h(z)|?)*/ is independent of ¢, the function in question
is self-affine. If, on the other hand, c,(z, a)'/? changes with ¢, the function is
multi-affine. 11, 12

NLEFM non-linear elastic fracture mechanics. 2, 3, 23

nowhere differentiable A property of a function whose derivative does not exist
at any point. 6

percolation per-colare (lit.) means “through-to strain”. Percolation theory de-
scribes the behaviour of connected clusters or domains in a random graph. If
A and B are two points on a random graph, they are connected if something
can percolate between them. i, 10-12, 18, 26, 31, 33-35, 39, 41, 47, 48

Poisson ratio When something is stretched /squeezed to an extension/contraction
in the direction of applied load, the material responds with a contraction /extension
in the direction perpendicular to the applied load. The ratio between the
strains is the Poisson ratio. 14
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positive definite A property of a matrix A meaning that for any non-zero vectors
x, the product T Az is always positive. Positive semi-definiteness means that
zTAz > 0. 15-17, 19

quasistatic A quasistatic process is a process that happens infinitely slowly. It
is a dynamic process (something happens), but dynamics in the process are
neglected (allowing infinite speeds, no inertial effects, et c.). 16, 37

quenched disorder Disorder in physics usually means the addition of something
random to an ordered system. Quenched means that this randomness is static
and already in place since the beginning, as opposed evolving in any way with
time. 14, 25, 51

random graph A mathematical representation of a set of objects connected in
some form through links generated by some random process. 53

roughness exponent A number detailing how the width of a general interface
(here: interface between broken and unbroken material, fracture fronts) changes
with the perceived length of the interface, w ~ I°. w x [ are the dimensions of
a box that would enclose the entire interface. See also: Family-Vicsek scaling.
i, 10-12, 26, 39, 41-43, 48-50

SBCL Steel Bank Common Lisp. 20
self-affine See explanation on page 7, section 1.2. 7, 9-12, 31, 53
self-similar See explanation on page 6, section 1.2. 5-7, 9, 11, 31

SOS Solid-on-solid, a way to remove multiple values in a function by (usually)
selecting either the highest or lowest value. The name comes from the approx-
imation that a complex interface is collapsed down to the line representing the
first change from region A to region B as looked from above or below. Two
solids meeting, not mixing liquids. 11, 30, 31

sparse A property of a matrix indicating that is mostly (or completely) contains
zeroes, as opposed to: dense. 19, 51

strain The relative change in elongation of a sample under load. 2, 3, 16, 22, 29
stress Pressure or tension acting on an object. i, 2, 3, 22, 25, 26, 29

stress-intensity factor A number detailing the stress rate near the crack front
or tip. Used in fracture mechanics and materials testing to predict material
toughness; a sample can undergo fracture when Kpeasured > Kerit-theory- 2, 29

symmetric There are many forms of symmetries. In the context of a symmetric
matrix A, its elements obey a;; = aj;. 17
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tension One of the three modes of loading, tension is often referred to as opening
stress and can be described as loading parallel to the principal axis of a sample.
16

Titan Currently the most powerful computer in the world, as of November 2012
(http://www.olcf.ornl.gov/titan/). 50

trace The trace of an n X n real matrix is the sum of all diagonal elements, tr(A) =
2?:1 Qi . 16

translational invariant A property of any function that obeys f(x) = f(z + t)
for any arbitrary translation ¢ and coordinate x. 16

WTM waiting time matrix. 41

Young’s modulus Also called tensile stress, it is a material constant and a measure
of the ratio of stress to strain for a material. 2, 14, 26, 43
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Erratum:

An error has unfortunately been included in the published version of this paper.
In the explicit equation for w;, (6) on page 4, there is missing a factor 1/4 in the
pre-factor and the sentence directly above should read “(...) acting on the area 4a?
at the origin as ”. The original derivation by [37]| was performed on a rectangle of
size 2a x 2b. This area should not be confused with the Green’s function on integral
form, (3b) on page 2, where the integration is carried out over the area a®. The a
in (6) was renamed in later versions of this paper to avoid any confusion, but the
original naming unfortunately made it into the published version.
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We study numerically the failure of an interface joining two elastic materials under load using a fiber bundle
model connected to an elastic half space. We find that the breakdown process follows the equal load sharing
fiber bundle model without any detectable spatial correlations between the positions of the failing fibers until
localization sets in. Depending on the elastic constant describing the elastic half space, localization sets in before
or after the critical load causing the interface to fail completely is reached. There is a crossover between failure
due to localization and failure without spatial correlations when tuning the elastic constant, not a phase transition
as has been proposed earlier. Also, contrary to earlier claims based on models different from ours, we find that
a finite fraction of fibers must fail before the critical load is attained, even in the extreme localization regime,
i.e., for very small elastic constant. We furthermore find that the critical load remains finite for all values of the
elastic constant in the limit of an infinitely large system.

DOI: 10.1103/PhysRevE.86.025101

The joining of interfaces, e.g., by welding or gluing, is an
important part of everyday technology; a technology that has
been refined through the centuries. When joined interfaces
are subject to excessive loads, failure occurs. Often it is not
the joints themselves that fail, but the material that surrounds
them, as the joints themselves are the stronger.

The aim of this work is, however, not to study failure of
such joints with improvement of technology in mind. Rather,
we take the point of view that failure of a heterogeneous
joined interface provides a simplified model for fracture in
bulk materials. Such an idea is not new. Schmittbuhl et al. [1]
and Schmittbuhl and Malgy [2] studied, first computationally,
then experimentally, the roughness of the fracture front moving
through a sintered interface between two Plexiglas plates that
are being plied apart in a mode-I fashion. The study of the
fluctuations of this fracture front provides much insight into
the much more complex morphology of three-dimensional
fracture surfaces [3].

We focus on the phenomenon of localization in this work.
Local failure occurs either because the material is weaker at
that spot or because it is more loaded there than elsewhere.
Differences in local strength is due to heterogeneities. Differ-
ences in loading is due to structure in the stress field. If we
assume that the interface is loaded uniformly, the local stress
field will be quite uniform. Local failure will occur because of
material weakness. For the simple reason that the farther away
we search from a point where a failure has occurred, the weaker
the weakest spot we have found so far will be, localization is
disfavored. Heterogeneity in strength induces a “repulsion”
between the local failures. However, when failed areas build
up, local stress is concentrated at the rim of the failed areas
making these regions liable to fail. Heterogeneity in the stress
field induces an “attraction” between local failures.

Localization occurs when attraction wins over repulsion. A
transition in the failure process occurs at this point. What is the
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nature of this transition? A number of papers have addressed
this question in the context of fracture. Zapperi et al. [4] studied
the fuse model and concluded that the breakdown process is
a driven first-order transition in this system. The mechanism
behind this phase transition is the accumulation of damage as
the fracture process proceeds. Garcimartin et al. [5] studied
experimentally mode-I fracture monitoring acoustic emission,
thereby being able to visualize the fracture process. They
concluded that the fracture process is a second-order phase
transition. Using a local-load sharing fiber bundle model with
thermally activated failures, Yoshioka et al. [6] concluded that
the onset of localization is a second-order phase transition,
related to the percolation transition.

In the model we study here, we find a third type of behavior.
Localization and hence catastrophic failure in our system
is neither a first- nor a second-order phase transition, but a
crossover phenomenon.

When localization sets in immediately in the breakdown
process, it is normally expected that the system is infinitely
fragile in the limit of infinitely large system: As soon as a
single fiber breaks at a given load, the entire system breaks
down at that load [7]. As we will demonstrate, this is not the
case here.

We base our work on the discretized model for interfacial
failure proposed by Batrouni e al. [8]. A square array of L X
L = N linearly elastic fibers placed a distance a apart connects
a stiff half space with a linearly elastic half space characterized
by Young’s modulus E and a Poisson ratio v (for which we
assume a typical value of 0.25 in the following). Each fiber,
indexed by i, has an elastic constant k and fails irreversibly
if it is elongated beyond an individual threshold value ¢;. The
threshold values are drawn from a uniform distribution on the
unit interval.

The separation of the two half spaces are controlled by
displacing the hard medium by a distance D orthogonal to the
interface where the fibers sit. Fiber i then experiences a force

fi = —k(u; — D), 1)

©2012 American Physical Society
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where u; is the local displacement of the softer half space at the
position of fiber i. The forces from the fibers are transmitted
through the softer elastic medium via Green’s function [9-11]

N
uy = Gijfi @
J

where

11— dx'dy’
G, = = . 3)
nEa® —ap2 e, y) — 7 (x|

F; — rj denotes the distance between fibers i and j at positions
7; and F;, respectively.

Green’s function (3) is modified by the presence of
boundaries due to the finite size (La) x (La) = Na?* of the
interface. We assume periodic boundary conditions and take
into account the first reflected images.

We note that if distances are measured in units of a,
Green’s function (3) is proportional to (E a)~'. Likewise, from
Eq. (1), we see that the elastic constant of the fibers k must
be proportional to a®. Hence, if we change the linear size of
the system, (La) — A(La), while keeping the discretization
a fixed, we change only L — AL in the model whereas we
keep the parameters Ea and k fixed. On the other hand, if
we change the discretization a — a/A while leaving the size
of the system fixed, we change L — AL and the parameters
(Ea) = (Ea)) and k — k/A>.

A given fiber breaks irreversibly (its elastic constant is set
to zero) if stretched beyond a threshold value assigned from
a spatially uncorrelated probability distribution. We choose
the simplest: a uniform distribution. The model is quasistatic,
and in lieu of time, we measure the fraction of fibers that
have broken, denoted by p. The load carried by the system
iso(p) = Z;N fi/N, and when o reaches its maximum, any
extra load will result in a complete catastrophic failure. We
denote this the critical load, 0., and the corresponding p., the
failure point.

In the limit of (Ea/L) — oo, the model becomes identical
to the equal load sharing (ELS) fiber bundle model [7,12,13].
On the other hand, for small values of (Ea/L), it does not
approach any existing models. Models do exist, e.g., the local
load sharing (LLS) fiber bundle model [14], where the nearest
surviving fibers absorb the entire load that a fiber was carrying
when failing. Another model, introduced by Hidalgo et al. [15],
distributes the added load around a failed fiber as a power law
in the distance from the failed fiber. In both models, there is
no elastic response by the planes defining the interface.

We have studied systems of size L =256, L = 128,
L=64, L =32, L =16, and L =8 with 10, 100, 1000,
10000, 10 000, and 10 000 samples, respectively. We explore a
range of elastic constants e = (Ea/L) in the range ey < € <
esifi, Where e = 2717 = 7.63 x 107° and ey = 2° = 32.

To visualize localization, we record the square distance
between consecutively failing fibers, Ar?. If the positions of
the failing fibers are completely random, as is the case in the
ELS fiber bundle model, the average distance is (Ar2)!/? =
L/ \/3 ~ 0.408L. We show in Figure 1 a succession of
histograms of (Ar?)!/2. That is, we record Ar?(n) as a function
of the number of failed fibers, n = p N, our “time” parameter.
We then sum the number of times Ar(n) has had a particular

RAPID COMMUNICATIONS

PHYSICAL REVIEW E 86, 025101(R) (2012)

0 I I I I I ! I ]
0 2000 4000 6000 8000 10000 12000 14000 16000
n
100 T T T T T T T T
™
[l
—
~~
N
~
<
SN—
0 2000 4000 6000 8000 10000 12000 14000 16000
n
100
™ 80
b
= 60
NL
40
\4_/ 20 %‘wﬁ.vm/uumw.‘»‘ z'w“(mu "
0 7 5

4000 6000 8000 1000 12000 14000 16000

0 2000
n
100 T T T T T
™ 80 | _
=
— 60 -
NE\
40 -
<
SN—r 20 i —
0 . . Bl i,
0 2000 4000 6000 8000 10000 12000 14000 16000

n

FIG. 1. (Color online) Histogram over the distance between
consecutively failing fibers, (Arz(n))'/ 2 as function of the number
of failed fibers n = pN. Darker colors correspond to higher density.
The vertical bar indicates the failure point, p. N. The curve shows the
running average {Ar2(n))"/2. In all figures, L = 128. 100 simulations
was used to construct the histogram. From top to bottom, e = 32,
e=2738-0.0781,e =27%=0.0156 and ¢ =277 =7.63 - 1075,

value (Ar?)!/? at n for several independent simulations, hence
creating a histogram for each n. Darker colors signifies more
hits at that value of (Ar)!/2. The curve shows the average value
(Ar*(n))'/? plotted against n. With L = 128, we see that for
the four different elastic constants e that we show, e = 32,
e = 27378 (this value is chosen to make the figure comparable
to the results in Batrouni et al. [8], where L = 128, E = 10,
and a = 1, which gives e = 0.0781 = 273%78) ¢ =276 and
e =271, (Ar?(n))!/? starts out being close to the ELS fiber
bundle model value 52.26. The vertical bar in each figure
shows the failure point n, = p.N.

Raising the value of the elastic constant e above egig Or
below ey Will not lead to changes from the uppermost and
lowermost panels in Figure 1. At the highest value of e, the
system behaves as the ELS fiber bundle model throughout
the entire breakdown process: The average distance between
consecutively failing fibers, (Ar?(n))'/?, remains constant
throughout the process. The ELS fiber bundle model predicts
pe = 1/2 so thatn, = 8192.

As the system gets softer, both (Ar2(n))!/? and n. decrease.
We see in the three lower panels in Figure 1 that there is an
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FIG. 2. (Color online) Finite-size analysis of failure point and
critical loading. Both p, (main plot) and o, (encapsulated) are plotted
against 1/log,o[N] for N = 8* =256 to N = 256> = 65536 and
both have finite values for any N. The slope of the soft systems are
a, = 0.68 and o, = 0.16.

abrupt change in (Ar2(n))'/? for some range of n values. This
is localization. We also see that the failure point does not fall
to zero as e is lowered. Even for the smallest value in Figure 1,
e = egn = 2717, n. is significantly different from zero.

Figure 2 shows the failure point p. as a function of the
inverse of the logarithm of total number of fibers, 1/log;,[N].
From this figure, we may extrapolate the value of p, in the limit
of an infinitely large system. We find limy_, oo pc(N) = p2° =
0.16 when e = ez and p>® = 0.5 when e = egsr. Likewise,
we may extrapolate the critical load o.; see the insert in the
figure. We find through extrapolation that 0>° = 0.17 for e =
esoft and 0° = 0.25 for e = egfr, the value expected for the
ELS fiber bundle model.

It is a surprising result that neither p2° nor 6>° are zero
for small value of e. The LLS fiber bundle model predicts that
o. ~ 1/log,o[N] with ¢>° =0 [16,17]. Hidalgo et al. [15]
present numerical evidence that their model also has 6>° = 0.
Hence, in both of these models, p2° = 0.

Batrouni et al. [8] studied the structure of the clusters of
failed fibers at p., claiming that at the failure point, they are
distributed according to a power law with exponent —1.6. This
would indicate a critical point at p = p..

Referring to Figure 1, we see that for e = ey = 32,
the system behaves as the ELS fiber bundle model where
the position of the fibers that fail bear no correlations
among themselves. This is clear from observing the average
distance between consecutively failing fibers, (Ar(n)?)!'/2,
which essentially remains close to the ELS fiber bundle, where
(Ar?(n))'/* = L/+/6. Hence, we expect that the clusters
follow percolation theory [18]. In Figure 3 we show the density
of the largest cluster of failed fibers, s*, as a function of p
for e = egisr and e = egoir. In the case of the soft system,
we see that at p ~ 0.25, the largest cluster becomes visible
and grows essentially linearly with p. This behavior is due
to localization. When p approaches 1, there are jumps in s*,
because of coalescence of clusters. On the other hand, when
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FIG. 3. (Color online) Density of the largest cluster of failed
fibers, s*, as a function of the damage p for e = ey and e = ego-
Here L = 128. The vertical bar indicates the percolation point
p = 0.59274.

e = egifr, we see behavior consistent with percolation theory.
When p is in the vicinity of p = 0.59274, the site percolation
threshold on the square lattice [19], s* shoots up and thereafter
evolves linearly in p.

The failure point at which the system fails catastrophically,
Pe, occurs long before the jump in s* for e = eg;g. This is an
indication that the system is not critical at the failure point.
Schmittbuhl et al. [20] measured the fluctuations of the failure
point as a function of the system size, finding Ap. ~ 1/L%%.
This is consistent with the ELS fiber bundle model. Daniels and
Skyrme [21] showed that the statistical distribution of the crit-
ical elongation in the ELS fiber bundle model has has the form

pu)du. = N'2 fICN'Pu, — (u)du., )

where C is a constant only dependent on the threshold distribu-
tion and u. is the critical elongation. This leads immediately to

Ape ~ (e — (u )Y ? ~ N713 = L7253, ®)

where we have used the assumption that the threshold
distribution is uniform in the vicinity of (u.) in relating p.
to u.. From Figure 4 we can see that the stiff system scales as
L7273, while the soft systems deviates. We conclude that we
cannot detect spatial correlation in the failure process beyond
an uncorrelated percolation process for e = egif.

We now proceed to study the onset of localization. Figure 5
shows the critical load o, as a function of e for systems of size
L =32to L = 256. As e decreases, we observe that o, drops
from the ELS fiber bundle value, goes through a crossover and
ends in a stable o, for each L in the soft regime. We define e*
by setting

oc(e*) = Loe(egitr) + oeleson)]. (6)
We then define

aO’.
. @)

Uc*(e) =o.(e) — m
10

We show o *(e) vs. logsle/e*] in the insert in Figure 5. As
the correction term —o, /log,o[N] — 0 in the macroscopic
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FIG. 4. (Color online) Fluctuations of p., W. = \/(p2) — (p.)?
plotted against L for L = 8 to L = 256. The slope of the black line

is —2/3. The stiff system follows the slope, while the soft systems
deviates.

limit, we know that the curve never grows past o.(e*) = 0.25.
The largest gradient in o.(e) seem to converge around

_ Aole) = 0.03, 8)
Aloggle/e*]

and the shape of the curve is kept. The onset of localization
is not a phase transition, but a crossover: there are no
divergences anywhere in the derivative of this curve.

The following picture then emerges: For a given elastic
constant e, the breakdown process starts out as described by
the ELS fiber bundle model. The spatial correlation between
the failing fibers seems to be so weak that it can be described
as an uncorrelated percolation process. If the elastic constant
e is large enough, the system will undergo both the ELS fiber
bundle model failure point and the percolation transition.
Depending on the threshold distribution, the ordering of the
two events, the ELS failure point and the percolation transition,
may be reversed. With lower elastic constant, localization
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FIG. 5. (Color online) Critical load o, plotted against log,,[e] for
several system sizes. The insert shows the rescaled o plotted against
logo[e/e*], demonstrating data collapse.

sets in and breaks off the ELS fiber bundle breakdown
process. When localization sets in, all failure activity is then
essentially limited to the rim of a growing cluster of failed
fibers.

Our two main findings are as follows: (1) The onset
of localization is an instability, not a phase transition; this
is in contrast to conclusions drawn in earlier literature on
fracture [4,5]. (2) A finite fraction of fibers must fail for
localization to set in; this is also different from earlier claims
in the literature [14,15].
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Notes:

This paper is in preparation, awaiting improved statistics. Unfortunately, this re-
quires quite large systems (L < 256), and parts of the analysis are relatively time
consuming, so this data was not available in time for the deadline for this thesis.
In my opinion, the current data show the trends predicted by the theory derived
within, but better statistics are needed to conclude with more certainty. The con-
tents complete the picture on in-plane fracture obtained using our model so far.
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