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#### Abstract

The Hilbert transform (HT) is widely used in signal processing and it has been found as a good tool to understand some physical phenomena in electrical systems. This paper presents a methodology to derive the input impedance of a power electronic converter with the application of the Hilbert transform. The results in the frequency domain based on the Fourier transform are compared with the HT calculations. After an initial example based on a linear circuit, the paper presents the application of the Hilbert transform to calculate the input impedance of a two level power electronics voltage source converter. The results are proved to be in agreement with those obtained from the FFT application. The proposed technique is able to capture the negative resistor behaviour of VSC and an online implementation can be envisioned in the future.


## Index Terms

Impedance measurement, nonpassive system, power electronic converters.

## I. Introduction

A common objective from the industry and academia is the future development of more flexible transmission and distribution networks like microgrids, wind farms and multiterminal high voltage direct current networks (HVDC). These grids have the voltage source converter (VSC) topology (e.g. two level, modular multilevel or other configurations) as the main agent acting on the power flow control [1]-[5]. A large number of models for converters and elements of the power electronics based network has been developed in the frequency domain to study the behaviour and the stability of the system with the Nyquist criterium [6]-[10]. Additionally, a major aspect in these stability studies is the modeling and measurements of the power electronic converter input impedance. Some authors have shown by theoretical models that it is possible to observe a negative resistor behaviour embedded in the frequency response of the VSCs e.g. [9], [11]. This negative resistor behaviour is associated with the nonpassivity of the system. In [9] the converter is injecting power into the HVDC grid, and the nonpassive behaviour of the power electronic converter within this HVDC system is shown. Since such behaviour can trigger undesired interactions, its detection through the measurement and elaboration of system values is of significant importance.
In [12], the real time measurement of the impedance is classified as parametric and nonparametric methods. The impedance in the frequency domain is part of the nonparametric approach which does not assume a system model. Furthermore, the computation of the impedances can be subclasified in device impedance and grid impedance. Nowadays, the impedance calculation methods presented in the literature use fast Fourier transform to process the data obtained in the practical experiments [13]. Moreover, some tests use the frequency analyzer devices to obtain the impedance in the frequency domain [14]. Additionaly, some estimation techniques, in this case for grid impedance equivalent, have been presented in [15], [16]. Reference [12] stated that the use of sinusoidal current/voltage sweeps to compute the impedance is the most reliable and accurate method and that this is not suited for online measurements due to the measurement time. However, the authors believe that by the application of the HT and use of the characteristics of the discrete form of this transform, it will be possible to reach an online method with a sinusoidal current sweep. The scope of this paper is limited to the validation of the HT for impedance calculation of power electronic converters, leaving the online application for a future publication. The motivation for applying Hilbert transform to the impedance representation described in this paper is based on [17]. The application of the transform has been clearly explained for problems where harmonic analysis is required.

Hence, this paper presents a method to calculate the input impedance of a power electronics converter using the characteristics of the well known Hilbert transform. First, a procedure is carried-out to compute the impedance behaviour in the time domain by the application of the Hilbert transform while the frequency varying disturbance is applied. This test shows that the analysis of the impedance with this methodology reveals the negative resistor behaviour in the VSC. It is remarked

```
Algorithm 1 Algorithm impedance computation with HT
    for case \(=1\) to \(n\) do
        Apply the voltage \(v\) or current \(i\) into the system under test.
        Store the measurements of \(i\) and \(v\).
        Obtain the HT for the voltage and current \(\mathcal{H}(v)\) and \(\mathcal{H}(i)\), respectively.
        Generate the analytic functions \(\hat{i}=i+j \tilde{i}\) and \(\hat{v}=v+j \tilde{v}\).
        Calculate the impedance \(\hat{z}(t)=\hat{v}(t) / \hat{i}(t)=\mathcal{R}(\hat{z}(t))+\mathcal{I}(\hat{z}(t))\).
        Calculate for each point the magnitude of \(z(t)\), and angle \(\phi(t)\).
    end for
```

that the negative resistor behaviour is observed for the converter under current control. Moreover, the impedance in the frequency domain has been obtained to verify the results obtained with the Hilbert transform procedure. The experimental results have been obtained with a 60 kVA two-level VSC (2L-VSC). An interesting application of the results reached in this paper is their use on the synthesis of an equivalent Norton circuit that can be used in nonlinear stability analysis as the one carried-out in [18]. The paper first presents the basic theory of the Hilbert transform, followed by the explanation of the method used to calculate the impedance with HT and the input impedance measurement of the 2L-VSC from the experimental data. Finally, some conclusions are presented.

## II. Hilbert transform and analytic function

The Hilbert transform of a real-valued time-domain signal is another real-valued time-domain signal [19]. The Hilbert transform in this paper will be denoted as $\tilde{x}(t)=\mathcal{H}(x(t))$. One definition uses the convolution integral over the range $-\infty<t<\infty$ and $\tilde{x}(t)$ is defined by

$$
\begin{equation*}
\tilde{x}(t)=\int_{-\infty}^{\infty} \frac{x(\tau)}{\pi(t-\tau)} d \tau \tag{1}
\end{equation*}
$$

The transform makes a phase shift operation over sinusoidal signals and keeps its magnitude. Furthermore, the transform shifts $\pi / 2$ for positive sequences and $-\pi / 2$ for negative sequences [20], therefore the output is orthogonal to the input. Additionally, an analytic function can be described as the real function $f(t)$ plus the imaginary form of its Hilbert transform $\tilde{f}(t)$ as $\hat{x}(t)=f(t)+j \tilde{f}(t)=A(t) e^{j \phi(t)}$, where, the magnitude $A(t)$ varies with time and the instantaneous angular speed value is $\phi^{\prime}(t)=d(\phi(t)) / d t$. Moreover, we can obtain a phase $\phi(t)$ that varies with time. In the paper, (.) will be used for analytical functions.

## III. Method to calculate the impedance based on the HT

The strategy to calculate the impedance based on the application of the HT is described in Algorithm 1. A database is required to apply computationally the HT and generate the analytic functions. First it is necessary to define the number of tests $(n)$, the disturbance signal i.e. voltage or current, which is assumed to be known and applied to the system. Followed, the output signal is stored with the disturbance. The next steps are to calculate the HT for the signals and generate the analytic functions for the two signals. The value of the impedance $\hat{z}(t)$ is computed with the analytic functions of the voltage and current $\hat{v}$ and $\hat{i}$, respectively, as explained in the following subsection.

This section is divided in three examples in order to illustrate the application of the method on the impedance calculation. Subsection III-A presents a theoretic example that introduces the analysis of the impedance based on the HT. The next subsection (III-B) uses a pure sinusoidal input to compute the impedance. Finally, the subsection III-C shows the calculation of an impedance when the input is a chirp signal.

## A. Theoretic example

This subsection presents an example of impedance calculation based on the Hilbert transform and the use of analytical functions. To simplify the analysis, the example uses the operator notation $D=d(\cdot) / d t$ for the derivative. The variable $i(t)$ indicates the current through an inductor, $L$, and a series resistor, $R$. The voltage across the inductance and the resistance is $u(t)$, such that $u(t)=(L D+R) i(t)$. Using the analytic function it is easy to demonstrate that the voltage is:

$$
\begin{gathered}
\hat{u}(t)=(L D+R) \hat{i}(t)=L D \hat{i}(t)+R \hat{i}(t) \\
\hat{u}(t)=L\left(D A_{i}(t)\right) e^{j \phi_{i}(t)}+ \\
j L D \phi_{i}(t) A_{i}(t) e^{j \phi_{i}(t)}+R A_{i}(t) e^{j \phi_{i}(t)}
\end{gathered}
$$

Then, it is possible to define a time varying admittance and impedance of the form:

$$
\begin{equation*}
\hat{y}(t)=\frac{\hat{i}(t)}{\hat{u}(t)}, \quad \hat{z}(t)=1 / \hat{y}(t) \tag{2}
\end{equation*}
$$



Fig. 1. (a) Voltage and current as analytic functions. Imaginary and real parts of the analytic function for the voltage and current in the time domain (top). Finally, the phase variation for the voltage an current analytic functions (bottom). (b) Impedance with the application of analytic functions, the phase $\phi_{z}(t)$ in the time domain (left) and the magnitude in the time domain (right).

## B. Example of an impedance with the application of the sinusoidal input

This can be exemplified graphically with Fig. 1a by the numerical representation for the case $i(t)=\cos (\omega t)$ which is a stationary signal (Fig. 1a top-left shows the analytic form $\hat{i}(t)$ on the imaginary-real plane). Therefore, the Hilbert transform is $\tilde{i}(t)=\sin (\omega t)$, Fig. 1a shows the voltage across the impedance (top-right), the real and imaginary parts of the analytic function for current and voltage (top) and the phase behaviour for the current and the voltage analytic functions. Besides, the derivatives of the magnitude and the phase are $D A(t)=0$ and $D \phi(t)=\omega$, respectively. Moreover, the example is reduced to the simple case in which the impedance is constant $\hat{z}(t)=j \omega L+R$, using $\omega=314.16 \mathrm{rad} / \mathrm{s}, L=0.1 \mathrm{H}$ and $R=0$. The behaviour of the impedance is shown in Fig. 1b. It is clear that the final result is the same as the one obtained with a phasor analysis for a simple inductance and the final value for $\hat{z}$ is as described above.

## C. Example of an impedance with the application of a chirp signal as input

A second test is the application of the function chirp for $i(t)$ which is a non-stationary signal (see Fig.2a top and bottom), and it is a frequency swept cosine wave. The waveform is defined by

$$
\begin{equation*}
i_{c h i r p}(t)=\cos \left(\phi_{c}(t)\right) \tag{3}
\end{equation*}
$$

where $\phi_{c}(t)$ increases or decreases with time. In this case the value for $D \phi(t)$ will change as a function of the time (see the periods of $\phi_{v}(t)$ and $\phi_{i}(t)$ changing in Fig. 2a bottom). Mainly, $\|\hat{z}(t)\|$ is increasing as $\omega$ increases with the time, and the phase angle of the impedance is changing with $\omega$ (Fig. 2b middle and bottom). The tails in Fig. 2b-top for $\hat{z}(t)$ appear due to numerical calculations. The chirp tests are for three values of $R$, the initial is $R=0 \Omega$, the second is $R=2 \Omega$. The third value is $R=-2 \Omega$, which is a signed value that will help in the analysis of nonpassive loads and laboratory test of next section. The literature describes the nonpassive loads as systems with negative resistance behaviour. Moreover, the test shows how the resistor shifts the results in the real axis of the impedance representation. Positive R values produce a positive shift and a negative $R$ moves the impedance to the negative side. An important remark about this result is that a passive energy storage element (e.g. inductance/capacitance) coupled with a non passive element as the negative resistance locates the impedance real part at the negative semi-plane (i.e. real part negative).

## IV. Impedance of a two-LEVEL voltage source converter

## A. Experimental setup

The setup is presented in Fig. 3. A 200 kVA voltage source is used to generate the DC voltage ( 680 V ) plus the chirp voltage disturbance superimposed $v_{d c}$ and the current $i_{d c}$ are measured at the terminals of the voltage source, the 60 kVA


Fig. 2. (a) Voltage and current as analytic functions for the case a chirp cosine is injected. Imaginary and real parts of the analytic function for the voltage and current in the time domain (top). The phase variation for the voltage an current analytic functions (bottom). (b) Impedance with the application of analytic functions. First, impedance in the imaginary-real plane (top), impedance magnitude in the time domain (middle) and the impedance phase $\phi_{z}(t)$ in the time domain (bottom).
converter i.e. the device under test (DUT) has a capacitor $C$, an AC LCL filter composed of a converter filter inductor $L_{f}$, the filter resistance $R_{f}$, the filter capacitance $C_{f}$, the grid side filter inductor $L_{2}$, grid side filter resistance $R_{2}$ and the three phase IGBTs bridge, the system power flow is controlled with the current controller described in Fig. 3. The controller uses a phase locked loop (PLL) that calculates the electrical angle ( $\theta_{P L L}$ ), the abc signals are transformed to the synchronous reference frame. The current at the abc side is $i_{a b c}$, the voltage is $v_{a b c}$, the output of the current controller is the modulation index at the synchronous reference frame. This modulation index is transformed to abc and finally, it is applied in the converter with a pulse width modulator. The converter parameters are in appendix A. Besides, the laboratory setup is presented in Fig. 4; where a real time simulator OPAL-RT is used to set the voltage of the 200 kVA source and store the data of each test.


Fig. 3. System setup, device under test DTU, grid emulator and AC grid.

## B. Two level voltage source converter

This subsection presents the structure of the controller applied on the two level voltage source converter under test. The control diagram is shown in Fig. 5. The input is the current reference $i_{d q, r e f}$, there are feedback variables: the voltage in


Fig. 4. Laboratory setup, device under test (DTU), voltage source and AC grid.
the synchronous reference frame, the DC voltage term $v_{d c}$ is used to obtain the modulation indices, the current $i_{d q}$. The controller $H_{c i}$ is a PI and in the Laplace domain is $k_{p}+k_{i} / s$. The proportional gain is $k_{p}$ and the integral gain is $k_{i}$.


Fig. 5. Current control diagram.

## C. Data set and analysis of the results

The input impedance at the DC side of a 60 kVA power electronic voltage source converter at the selected operation point was obtained by the addition of a cosine voltage disturbance. The converter operates consuming constant power from the DC source (injecting the power into the AC network). A data set composed by the voltage and current at the DC side of a $2 \mathrm{~L}-\mathrm{VSC}$ has been obtained, three values of current and two modulation strategies were used to create the data set. The current values at the AC side are 10,20 and 30 A . The two modulation strategies are compensated modulation and uncompensated modulation [21]. The data uses a sampling frequency of 5 kHz . The signal has been filtered with a bank of discrete FIR filters with order $2^{8}$, the cut-off frequencies are $0.2 \times 10^{-3}, 0.11$ and 0.2 in pu. The filter is designed with the filters toolbox in the Matlab software. Additionally, the disturbance is a voltage with 10 V peak.

Figure 6a shows the 2L-VSC disturbance voltage and current time domain behaviour and the phase variation. In addition, the polar representation of the voltage and current is shown in Fig. 6b. This test uses 10 A at the AC side of the converter. It is important to highlight that the DC components of the signals have been removed. At this stage, the impedance of the 2L-VSC is presented for 10 A in Fig. 7 and Fig. 8a for the three current values. The real part of the impedance is presented in Fig. 7. The magnitude of $\hat{z}(t)$ is shown at the top of Fig. 8a, followed by the phase $\phi_{z}(t)$ varying with the time. Notice that the impedance has negative real part, which characterizes the nonpassive load behaviour. Furthermore, this negative real part proves the non-passive feature of the system. Finally, to validate the results shown in Fig. 8a, the normal frequency domain test carried-out with the Fourier transform in in Fig. 8b for the same data.

## D. Compensated modulation vs uncompensated modulation

Compensated modulation will be used in this paper to refer to the technique consisting in a feedforward measured DC voltage signal dividing the controller output to obtain the modulation index. In (4), the modulation index is $m$, the controller output is $y_{o}(t)$ and the measured dc voltage is $v_{d c}(t)$. However, for the converter used this voltage is filtered by a low pass


Fig. 6. (a) Current and voltage (top) at the DC side of the 2LVSC as analytic functions, phase of current and voltage. Case 10 A at AC side of the converter. (b) Voltage and current for the 2L-VSC. Imaginary and real parts of the analytic function for the voltage and current polar form.


Fig. 7. Real part of the impedance for the case the AC current is controlled to 10 A .
filter described at the appendix. The uncompensated modulation (5) uses a constant value dividing the controller output and does not have a feedforward of the voltage. In (5) the modulation index is $m$, the controller output is $y_{o}(t)$ and a constant DC voltage value is $V_{d c}$.

$$
\begin{align*}
m & =\frac{y_{o}(t)}{v_{d c}(t)}  \tag{4}\\
m & =\frac{y_{o}(t)}{V_{d c}} \tag{5}
\end{align*}
$$

The objective of this test is to observe any possible change on the impedance behaviour of the converter due to the modulation strategies. According to Fig. 9, the converter presents similar behaviour for the both types of control strategies with AC current of 10 A. Figure 9 shows the nonpassive system behaviour where the angle at low frequencies is lower than -90 degrees for both cases. The results do not show the effects of the controller and highlight the nonpassive behaviour with a capacitor in parallel i.e. the C of the converter. The comparison between the two modulation strategies is reported in the appendix B for the Fourier transform.

## V. Conclusions

The Hilbert transform is a useful signal processing tool which can be used on the time domain for the estimation of converter input impedances. The results show the impedance with a negative resistance that is not easily observed on the frequency domain (where the angle is used to understand this result). This reveals a drawback with the pure frequency domain impedance representation. However, with analytic functions the negative or positive resistor is calculated in one
step. The passivity of the frequency domain impedance representation has been described in the literature as the real part with positive values [22], which refers to the angle of a linear passive system between -90 and +90 degrees and it has been shown in the test above how the converter crosses the limit. Moreover, the non-linear theory based on dissipation defines a passive element e.g. one element with positive resistance, and the test for the converter shows the negative real part of the impedance (i.e. the negative resistance).

One of the characteristics of the method presented in this paper is that it is possible to get information similar to the one obtained by a time-frequency transform. In this case we have the frequency as an input for the disturbance plus the magnitude/phase of the impedance in the time domain. Moreover, some of the samples can present problems of noise and sensors measurements. Therefore, one of the applications of this methodology is to use time information of the signals to calculate the impedance and see how a notch or spike in the signal can produce computation errors.

Future research will be focused on the online application of the method. The discrete form of the HT can be applied on this type of test. Since, the DC impedance uses one current and one voltage, a common discrete HT filter can be applied to both signals and the properties of them are kept.


Fig. 8. (a) Impedance with the application of analytic functions. Impedance magnitude in the time domain (top) and the impedance phase $\phi_{z}(t)$ in the time domain (bottom). (b) Impedance with Fourier analysis. Impedance magnitude in the time domain (top) and impedance phase $\phi_{z}$ (bottom).


Fig. 9. Comparison of the control strategies, compensated and uncompensated modulations for 10A current at the AC side of the converter. Compensated modulation ( $Z_{a}$, red) and uncompensated modulation ( $Z_{b}$, blue).


Fig. 10. Comparison of the control strategies, compensated and uncompensated modulations for 10A current at the AC side of the converter. Compensated modulation ( $Z_{a}$, red) and uncompensated modulation ( $Z_{b}$, blue).
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## Appendix

## A. Two level converter parameters

The converter has the following parameters: rated apparent power 60 kVA , the rated voltage is 400 V , the rated frequency is 50 Hz , the switching frequency is 5 kHz , the DC capacitor is $14.1 \mu \mathrm{~F}$, the AC filter inductor is $L_{f}=0.5 \mathrm{mH}$, the filter resistor is $R_{f}=32 \mathrm{~m} \Omega$, the filter AC capacitor is $C_{f}=50 \mu \mathrm{~F}$, the grid side filter is $L_{2}=0.5 \mathrm{mH}$ and $R_{2}=32 \mathrm{~m} \Omega$. The IGBTs three-phase bridge is a SEMIKUBE -size 1 , it has embedded the capacitor $C$. The controller proportional gain is $k_{p}=0.5 \mathrm{pu}$, the integral gain is $k_{i}=65 \mathrm{pu}$. The DC voltage measurement filter has a discrete form $(10 z+10) /(11 z+9)$ with sampling frequency $F_{s}=5 \mathrm{kHz}$.

## B. Impedance in the frequency domain

The impedance in the frequency domain is presented in Fig. 10 to demonstrate the correct behaviour of the application of the HT on the data set.
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