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Abstract

A numerical model for predicting icing on offshore structures and vessels has been developed
and implemented. The model calculates the icing caused by freezing sea spray, and focuses on
two distinct sources of spray - spray from droplets blowing off whitecaps on the sea surface,
and spray from waves colliding with the vessel. The implementations of both wind-induced
and wave-induced sea spray are based on existing theoretical models, and are combined with
a thermodynamic model for the icing process. The model may be used to calculate icing on
reference objects or structures on the vessel. In addition, algorithms have been developed
so that the model can be applied to polygon-based vessel geometries, calculating the icing
distribution over the entire vessel. The model has been applied to meteorological observations
and hindcast data for locations in the Norwegian Sea and Barents Sea, in particular at the
locations of the Norne field and the undeveloped Skrugard and Shtokman fields. The results
indicate that the icing will be comparable at the locations of Skrugard and Shtokman, and
that both the frequency and severity of icing events will be far greater for these two locations
than for Norne. Although conditions at Shtokman are colder than at Skrugard, the higher
winds and waves near Skrugard will increase the available sea spray in the model, thus
making the number of severe icing events more similar for the two locations.
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Sammendrag

En numerisk modell for å forutse ising p̊a offshore-installasjoner og fartøy har blitt utviklet og
implementert. Modellen regner ut isingen for̊arsaket av sjøsprøyt som fryser, og fokuserer p̊a
to bestemte kilder for sprøyt - sprøyt fra dr̊aper som bl̊aser av skumskavler p̊a havoverflaten,
og sprøyt fra bølger som kolliderer med fartøyet. Implementeringene av b̊ade vindindusert og
bølgeindusert sjøsprøyt er basert p̊a eksisterende teoretiske modeller, og er kombinert med
en termodynamisk modell for isingsprosessen. Modellen kan benyttes til å beregne isingen
p̊a referanseobjekter og -strukturer p̊a fartøyet. I tillegg har det blitt utviklet algoritmer
for å benytte modellen p̊a polygon-baserte fartøysgeometrier, slik at isingsfordelingen p̊a
hele fartøyet kan regnes ut. Modellen har blitt benyttet p̊a meteorologiske observasjoner
og hindcast-data for lokasjoner i Norskehavet og i Barentshavet, særlig p̊a lokasjonene til
Norne-feltet og de uutviklede feltene ved Skrugard og Shtokman. Resultatene indikerer at
isingen ved Skrugard og Shtokman vil være sammenlignbar, og at b̊ade frekvens og styrke av
isingshendelser vil være langt større ved disse to stedene enn ved Norne. Selv om forholdene
ved Shtokman er kaldere enn ved Skrugard, s̊a vil de høyere vindhastighetene og bølgene
ved Skrugard øke den tilgjengelige sjøsprøyten i modellen, og dermed gjøre antallet alvorlige
isingshendelser mer likt for de to lokasjonene.
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Chapter 1

Introduction

According to the U.S. Geological Survey (Gautier et al., 2009), areas north of the Arctic Circle
account for 13 percent of undiscovered petroleum resources and 30 percent of undiscovered
natural gas, most of this offshore. Even though oil exploration and production in the Arctic
is considered technically difficult, a combination of advances in technology and high oil prices
has led to a surge of interest in petroleum exploration in the Arctic. There are, however,
numerous environmental challenges connected to drilling and operating in the Arctic that
must be considered, among them marine icing.

Icing refers to the accumulation of ice on ships and offshore structures due to the freezing
of impinging sea spray or precipitation. Icing can lead to reduced operability, since the
ice may accumulate on operational equipment or communication antennas, rendering them
temporarily unusable. Even more serious, there are numerous safety hazards connected
to icing, such as slippery rails, ladders or decks, unusable lifeboats and fire equipment or
blocking of air vents. In the worst case scenario, the weight of the ice may even threaten
the stability or integrity of the vessel. For a more thorough review of the hazards of icing,
see Ryerson (2011). The ability to predict the severity and distribution of icing for given
weather parameters or in certain areas is essential for mitigation or avoidance of icing hazards.
Reduced risk of icing will lead to improved safety and efficiency for Arctic marine operations.

There are several different sources of icing. Atmospheric icing refers to icing due to the
freezing of precipitation, such as rain or snow. This is generally believed to be less of a threat
to ships and offshore structures than sea spray icing (marine icing), see Ryerson (2011), and
will not be considered in the present model. Instead, the model will focus on two distinct
sources of sea spray. The first will be the sea spray caused by droplets blowing off whitecaps
on the ocean surface, hereafter referred to as ‘wind spray’. The wind spray is the source of
a small but constant water flux that will be present in the air for all windy conditions. The
implementation of wind spray used in the present model is based on a description from Jones
and Andreas (2012). The second source of water comes from spraying by waves that collide
with the vessel, hereafter referred to as ‘wave spray’. The wave spray is typically the source
of a large but brief and periodic water flux that originates near the bow of the vessel and
will blow to other components of the vessel. The implementation of wave spray is based on
the description from Lozowski et al. (2000), which again is based on other work concerning
wave spray on medium sized vessels. The numerical model will combine these two sources
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of sea spray, and calculate the icing rate using differential equations for mass, heat and salt
described in Horjen (1990).

In order to calculate the distribution of ice on a vessel, the model will use a polygon-
based geometry where the icing rate is calculated for each polygon. The model will be
able to take into account unfrozen brine that will run down vertical or inclined parts of the
vessel (hereafter called ‘runoff’), as well as polygons being shielded from sea spray by other
structural elements of the vessel (hereafter called ‘shielding’). The model will be run with
hind-cast and meteorological observations from locations in the Norwegian and Barents Sea,
and the results will be compared with pre-existing icing models.
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Chapter 2

Data and theory

2.1 Practical information

Throughout the thesis, the following coordinate system will be used:

• The z axis has origin at the water surface, and is positive in the upward direction.

• The x and y axes are only relevant when a vessel geometry is being considered (see
section 3.4). The x axis is directed towards the front of the vessel, and the y axis is
directed towards the port side of the vessel.

• The position of the origin of the x and y axes should not affect any of the algorithms
in the thesis, but generally the origin is positioned approximately at the center of the
vessel.

A list of the main variables used in the thesis is given in table 2.1. Also, a list of the
parameters assumed constant in the model (and the values that have been used) is given in
table 2.2. The constant values for specific heat capacities, latent heats, viscosity parameters
and air density are taken from the Engineering Toolbox (2012), and the values at 0◦C and
standard atmospheric pressure have been used. The sea water in the Norwegian and Barents
Sea will be assumed to have a salinity of 34 ppt and a density of 1027 kg/m3. In addition, the
slip factor, Von Kármán constant and ice accretion density are given in Jones and Andreas
(2012), the wave spray droplet diameter is given in Lozowski et al. (2000), the relative amount
of brine in the accretion is given by Horjen (1990) and the height of the boundary layer is
taken from Fairall et al. (1996).

2.2 Sources of meteorological data

In order to test the model, weather data from locations in the Norwegian Sea and the Barents
Sea have been used. The weather observations that are used in the model are from the FPSO
(Floating production, storage and offloading) ‘Norne’ in the Norwegian Sea for the period
January 2000 - January 2012, as well as from the weather ship ‘AMI’ in the Barents Sea
for the period September 1976 - December 1984. The measurements have been obtained
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Symbol Variable Dimension
cb Specific heat capacity of brine J/(kg K)
E Collision efficiency -
Hbow Height (asl) of vessel bow m
Hs Significant wave height m
I Rate of ice accretion kg/m2s
n Unit vector normal to surface -
Q Heat flux J/m2s
qrel Relative humidity of air -
qr Specific humidity of air at reference height zr -
qs Saturation specific humidity at sea surface -
r Wind spray droplet radius 10−6m(= 1µm)
Rw Total spray water flux kg/m2s
Sb Brine salinity ppt
Ta Air temperature ◦C
Tb Brine temperature ◦C
Td Droplet temperature ◦C
Ts Surface temperature ◦C
Tw Temperature of spray water flux ◦C
U Wind speed m/s
U10 Wind speed at 10 m asl m/s
u∗ Friction velocity m/s
vb Brine velocity m/s
vd Droplet velocity m/s
vs Vessel speed m/s
X Local brine amount per area kg/m2

zr Height (asl) where meteorological observations are made m
α Angle between vessel heading and wind/wave direction ◦

ζ Shielding factor -
µb Dynamic viscosity of brine Ns/m2

ρb Brine density kg/m3

τs Length of spray event s
τp Period between spray events s
τw Significant wave period s

Table 2.1: Variables used in the model
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Symbol Parameter Value Dimension
ca Specific heat capacity of air 1005 J/(kg K)
cw Specific heat capacity of sea water 3.93 · 103 J/(kg K)
D Wave spray droplet diameter 1.75 mm
fs Slip factor 1 -
g Acceleration due to gravity 9.81 m/s2

k Von Kármán constant 0.40 -
lv Latent heat of vaporization for water 2.27 · 106 J/kg
lf Latent heat of freezing for water 3.34 · 105 J/kg
P Atmospheric pressure 101325 Pa
Sw Sea water salinity 34 ppt
zi Height of atmospheric boundary layer 600 m
µa Dynamic viscosity of air 1.72 · 10−5 Ns/m2

µw Dynamic viscosity of sea water 1.79 · 10−3 Ns/m2

νa Kinematic viscosity of air 1.33 · 10−5 m2/s
ρa Air density 1.293 kg/m3

ρw Sea water density 1027 kg/m3

ρi Density of ice accretion (including entrapped brine and air) 900 kg/m3

σ Relative amount of entrapped brine in ice accretion 0.34 -

Table 2.2: Parameters that are assumed constant in the model. The values are taken at 0◦C
and standard atmospheric pressure.

from the database of the Norwegian Meteorological Institute (eKlima, 2012). For AMI, ice
thicknesses for some reported icing cases between December 1977 - September 1980 are also
available (Eide, 1983). In addition, the ‘Nora10’ (Norwegian Re-Analysis 10 km, Reistad
et al. (2010)) hindcast data are used to estimate the weather conditions at the locations
of the undeveloped Skrugard/Havis and Shtokman fields in the Barents Sea for the period
September 1957 - December 2009. In order to compare the measurements with the re-
analysed data, ‘Nora10’ hindcast data for the locations of AMI and Norne is also used. The
locations of Norne and AMI, as well as the Skrugard/Havis and Shtokman fields, are shown
in figure 2.1.

In order to test their formulation for wind spray, Jones and Andreas (2012) apply their
model to the semi-submersible drilling rig Ocean Bounty. During the winter of 1979-1980,
meteorological observations as well as approximate icing rates for several icing events were
recorded on Ocean Bounty. The icing events on Ocean Bounty are explained in more detail in
Nauman (1984), and the meteorological and icing data are listed in Jones and Andreas (2009).
In section 4.1, the implementation of wind spray used in the present model has been applied
to the Ocean Bounty data and compared to the results from Jones and Andreas (2012), in
an attempt to verify that the wind spray calculations have been correctly implemented.
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Figure 2.1: Map of the locations of the Norne, Skrugard and Shtokman fields, as well as the
location of the weather ship AMI.

2.3 Wind-induced spray

The theory behind the model formulation for wind-induced spray is presented in the following
sections. The presentation is largely based on the work by Jones and Andreas (2012), but
an effort has been made to give a more complete description of elements in the model that
are only vaguely described in the original paper.

2.3.1 Sea spray concentration at the sea surface

In order to calculate the concentration distribution generated at the water surface, Jones
and Andreas (2012) use empirical relations between the sea spray concentration functions
and U10, which is the wind speed at a reference height of 10 meters. For low to moderate
wind speeds (U10 < 19 m s−1), they use a concentration function dC(r)

dr
described by Lewis
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and Schwartz (2004), which they rewrite as

dC(r)

dr
[m−3µm−1] =

7 · 104U 2
10

r
exp

(
−1

2

[
ln (r/0.3)

ln 2.8

]2)
, (2.1)

where r is the droplet radius in micrometers. The concentration function is the number of
droplets per cubic meter as a distribution over droplet radius r, i.e. dC(r) is the number
of droplets per cubic meter with a radius between r and r + dr. For higher wind speeds
(U10 > 19 m s−1), Jones and Andreas (2012) modify this equation to

dC(r)

dr
[m−3µm−1] =

30U 4
10

r
exp

(
−1

2

[
ln (r/0.3)

ln 4

]2)
, (2.2)

based on experimental data for the concentration function at higher wind speeds.

2.3.2 Height dependency of the spray concentration

In order to determine the vertical variation of the spray concentration, Jones and Andreas
(2012) use the formulation provided by Fairall et al. (2009):

dC(r, z)

dr
=

dC(r, h)

dr

(z
h

)−vg(r)

ku∗fs
(2.3)

where k = 0.40 is the von Kármán constant, fs ≈ 1 is the slip factor and u∗ is the friction
velocity, more thoroughly described in section 2.3.4. The height h is taken as the upper
limit of the source region for the spray droplet generation. It is assumed that h = 1 m for
U10 < 19 m s−1 and h = 0.5Hs for higher wind speeds, where Hs is the significant wave
height. The function vg(r) is the terminal fall velocity of the droplets. Notice the minus sign
in the exponent of z

h
, which is not in the original paper by Jones and Andreas (2012). In the

present thesis, vg is defined as positive, hence the minus sign is retained.
The fall velocity function is given by

vg(r) =
2r2g

9νa [1 + 0.158(2rvg/νa)2/3]

(
ρw
ρa
− 1

)
, (2.4)

as described in Andreas (1990), where g = 9.81 m s−2 is the acceleration due to gravity, νa
is the kinematic viscosity of air, ρa is the density of air and ρw is the density of the droplet
solution, assumed to be equal to the density of sea water. According to Andreas (1990), this
equation is solved by Newton’s method. However, since the equation is undefined for vg < 0
and its derivative is undefined for vg ≤ 0, using Newton’s method may be problematic. In
the present model, the bisection method is used instead.

2.3.3 Simple icing calculations

Once the concentration profile has been defined, the liquid water content of the spray is
calculated from

dW (r, z)

dr
= ρw

4

3
πr3

dC(r, z)

dr
, (2.5)
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Coefficient Coefficient Coefficient
C1 1.066 C5 −0.028 C9 −0.498
C2 −6.16 · 10−3 C6 6.37 · 10−3 C10 −1.497
C3 −1.103 C7 0.381 C11 −0.694
C4 −0.688 C8 3.641 C12 −0.045

Table 2.3: Empirical coefficients used for calculating collision efficiency.

where ρw is the density of sea water. Jones and Andreas (2012) use a simplified model to
calculate the icing on a reference cylinder, where they assume that for air temperatures below
0◦C, all the water that hits the cylinder will freeze. Thus, the icing rate is

dI(z)

dt
=
U(z)

ρi

∫ rmax

rmin

E(U, r,Dc)
dW (r, z)

dr
dr, (2.6)

where U(z) is the wind speed at height z, ρi is the density of the accreted ice (Jones and
Andreas, 2012) and E(U, r,Dc) is the collision efficiency, i.e. the probability that a droplet
of radius r will adhere to a cylinder of diameter Dc. The collision efficiency is provided by
Finstad et al. (1988):

E(K,φ) = C1K
C2 exp

(
C3K

C4
)

+ C5

− C6(φ− 100)C7
[
C8K

C9 exp(C10K
C11) + C12

]
,

(2.7)

which they obtain by performing a nonlinear regression analysis on experimental data. Here,

K =
4ρwr

2U(z)

9µaDc

is the Stokes number and

φ =
(2U(z)rρa/µa)

2

K

is the Langmuir parameter. Also, µa is the dynamic viscosity of air and r is the droplet
radius in meters rather than micrometers. The empirical coefficients C1 to C12 are listed in
table 2.3.

2.3.4 Calculating friction velocity and wind profile

Jones and Andreas (2012) mention in the paper that the friction velocity as well as the wind
profile is calculated from an algorithm described by Andreas et al. (2008). Implementing
this algorithm into the model presented some challenges, partly because the algorithm itself
is complex, and partly because it is not described completely in any single article. This
section will try to describe the implemented algorithm in full, by clearly stating all necessary
equations and parameters and the references where they may be found.

As mentioned by Andreas et al. (2008), the algorithm is a modified version of the COARE
2.6 algorithm (Fairall et al., 1996). Using the Fairall notation, the turbulent fluxes of stress
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τ , latent heat Hl and sensible heat Hs near the sea-air interface are given by

τ = −ρaCdS
2
r ≡ −ρau2∗, (2.8)

Hs = ρacaChSr(Ts − Ta) ≡ −ρacau∗T∗, (2.9)

HL = ρalvCeSr(qs − qr) ≡ −ρalvu∗q∗, (2.10)

where Sr, Ta and qr are the effective wind speed, potential temperature and specific humidity
at a reference height zr, and Ts and qs are the potential temperature and specific humidity
at the surface, respectively. Here, the convention of positive fluxes pointing in positive z-
direction (upward) is used. In addition, ρa is air density, ca is the specific heat of air at
constant pressure and lv is the latent heat of vaporization. The transfer coefficients Cd, Ch

and Ce are described in equations (2.14) - (2.16).
The friction velocity u∗ is defined by equation (2.8). T∗ and q∗ are similar parameters for

temperature and humidity defined by equations (2.9) and (2.10) respectively. Notice that
equation (2.8) uses Sr in place of the relative difference between wind speed and surface
current that Fairall et al. (1996) uses - this is because the surface current is assumed to be
negligible compared to the wind speed.

The fluxes themselves are not of interest to our model - only the friction velocity as well
as the parameters T∗ and q∗ are used in calculating the wind profile. From equations (2.8) -
(2.10), we have

u∗ = C
1/2
d Sr, (2.11)

T∗ = ChSr(Ta − Ts)/u∗ =
Ch

C
1/2
d

(Ta − Ts), (2.12)

q∗ = CeSr(qr − qs)/u∗ =
Cr

C
1/2
d

(qr − qs). (2.13)

The transfer coefficients are given by

Cd =
k2

[ln(zr/z0)− ψm(zr/L)]2
, (2.14)

Ch =
k2

[ln(zr/z0)− ψm(zr/L)] [ln(zr/zT )− ψh(zr/L)]
, (2.15)

Ce =
k2

[ln(zr/z0)− ψm(zr/L)] [ln(zr/zq)− ψh(zr/L)]
, (2.16)

which, when inserted into equations (2.11) - (2.13), give

u∗ =
k

[ln(zr/z0)− ψm(zr/L)]
Sr, (2.17)

T∗ =
k

[ln(zr/zT )− ψh(zr/L)]
(Ta − Ts), (2.18)

q∗ =
k

[ln(zr/zq)− ψh(zr/L)]
(qr − qs). (2.19)
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Here, zr is the reference height where the measurements of wind speed, humidity and tem-
perature are made. The parameters z0, zT and zq are roughness lengths for wind speed,
temperature and humidity, respectively, and ψm and ψh are empirical stratification correc-
tions that are functions of zr/L. The Monin-Obukhov length L is given by Fairall et al.
(1996) as

L =
Tau

2
∗

kg(T∗ + 0.61Taq∗)
. (2.20)

The roughness length for wind speed, z0, is given by Andreas et al. (2008) as

z0 = 0.135
νa
u∗

+ 0.0185
u2∗
g
. (2.21)

The roughness lengths for temperature and humidity, zT and zq, are provided by Liu et al.
(1979) as

zT =
νa
u∗
a1Rrb1 , (2.22)

zq =
νa
u∗
a2Rrb2 . (2.23)

where Rr = z0u∗/νa is the roughness Reynolds number and the coefficients a1, b1, a2 and b2
are listed in table 2.4. The values for 100 < Rr < 1000 are taken from the source code for
the Coupled Ocean-Atmosphere Response Experiment flux algorithm, version 2.5b (COARE,
2012), where it is accredited to ‘Moana wave data’. Both the effective wind speed and the

Rr a1 b1 a2 b2
0 - 0.11 0.177 0 0.292 0
0.11 - 0.825 1.376 0.929 1.828 0.826
0.825 - 3.0 1.026 -0.599 1.393 -0.528
3.0 - 10.0 1.625 -1.018 1.956 -0.870

10.0 - 30.0 4.661 -1.475 4.994 -1.297
30.0 - 100.0 34.904 -2.067 30.790 -1.845

100.0 - 300.0 1667.19 -2.907 1448.68 -2.682
300.0 - 1000.0 5.88 · 105 -3.935 2.98 · 105 -3.616

Table 2.4: Values of a1, b1, a2 and b2 for different ranges of Reynolds roughness number Rr.

stratification corrections depend on the stratification stability. The sign of the parameter
zr/L is used as indication of this stability, and it is assumed that conditions are stable for
zr/L ≥ 0 and unstable for zr/L < 0. For stable conditions, the effective wind speed is given
by

Sr = U + 0.5 sech(U), (2.24)

where U is the measured wind speed at the reference height zr, and the correction functions
are provided by Holtslag and de Bruin (1988):

ψm = −azr
L
− b
(zr
L
− c

d

)
exp

(
−dzr

L

)
− bc

d
, (2.25)

ψh = ψm. (2.26)
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Here, the parameters are a = 0.7, b = 0.75, c = 5 and d = 0.35. It should be mentioned
that a more recent paper by Beljaars and Holtslag (1991) uses parameters a = 1, b = 0.667,
c = 5 and d = 0.35 and changes ψh to

ψh = −
(

1 +
2

3

azr
L

)3/2

− b
(zr
L
− c

d

)
exp

(
−dzr

L

)
− bc

d
+ 1.

However, in the present model equations (2.25) and (2.26) are still used, in order to corre-
spond with Andreas et al. (2008). For unstable conditions, the effective wind speed is

Sr = (U2 + β2
gw

2
∗)

1/2, (2.27)

where βg = 1.25 (Andreas et al., 2008) and w∗ is provided by Godfrey and Beljaars (1991):

w∗ = (−u∗b∗zi)1/3 ,

where zi is the boundary layer height (assumed to be zi = 600 m in the model, see Fairall
et al. (1996)) and the buoyancy flux b∗ comes from L = u2∗/(kb∗), which together with
equation (2.20) gives

b∗ =
g

Ta
(T∗ + 0.61Taq∗) .

The correction functions for unstable conditions are taken from Paulson (1970):

ψm = 2 ln [(1 + x)/2] + ln
[
(1 + x2)/2

]
− 2 tan−1 x+ π/2, (2.28)

ψh = 2 ln
[
(1 + x2)/2

]
, (2.29)

where
x ≡ (1− γzr/L)1/4,

and γ = 16. It should be mentioned that Högström (1996) recommends using γ = 19, but
γ = 16 is used in order to correspond with Andreas et al. (2008).

Since z0, zT , zq, L and Sr all depend on u∗, T∗ and q∗, it is obvious that (2.17) - (2.19)
cannot be solved directly and that the algorithm must be iterative. The details of the
iterative solutions are described in section 3.1. Once the algorithm converges, the resulting
values for u∗, T∗, q∗ and z0 are used to calculate the logarithmic wind profile:

U(z) =
u∗
k

[
ln

(
z

z0

)
− ψm

( z
L

)]
. (2.30)

Here, L is calculated from equation (2.20) and ψm is a height-dependent function that is
calculated from equation (2.25) or (2.28), depending on stability. One may observe that, if
equation (2.17) is solved for Sr, the expression for Sr will be identical to the expression for
U(z) in equation (2.30). In other words, it appears the U(z) calculated in equation (2.30) is
actually the effective wind speed Sr. From equations (2.24) and (2.27), one may observe that
Sr will be larger than the measured wind speed U - this is because Sr accounts for gustiness
in the air. One might therefore argue that expression for wind speed given by equation
(2.30) should contain a similar but opposite transformation from Sr to U - this is done in
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the COARE 2.5 code (COARE, 2012). However, Jones and Andreas (2012) do not appear
to have used this correction, so neither does the present model. For high wind speeds, where
the wind spray is most important, the gustiness will be insignificant compared to the wind
and the effective wind speed Sr and the measured wind speed U will be approximately equal.

Finally, if measurements of specific humidity are unavailable (which they generally are),
the model will calculate the specific humidities based on the relative humidity of air. The
air very close to the ocean surface is assumed to be saturated and at a temperature equal to
the surface temperature. The saturation vapour pressure is calculated from Teten’s formula
for saturation as stated in Buck (1981),

esat(T, P ) = [1.0007 + 3.46 · 10−6P ] · 6.1121 exp

[
17.502T

240.97 + T

]
, (2.31)

where T is the temperature in ◦C, P is the pressure in mb and esat is the resulting saturation
vapour pressure in mb. The resulting vapour pressures (Fairall et al., 1996) are

er = qrel · esat(Ta, P ), (2.32)

es = 0.98 · esat(Ts, P ), (2.33)

where qrel is the relative humidity of air and 0.98 is a factor that accounts for the effect
of salinity. Finally, the humidities are converted from pressure to specific humidity by the
equation

qr,s =
0.62197er,s
P − 0.378er,s

. (2.34)

2.4 Spray due to wave collisions

The theory behind the treatment of wave collision spray is based on a review paper by
Lozowski et al. (2000), which mainly synthesizes the work by, among others, Blackmore
et al. (1989) and Zakrzewski (1987).

Lozowski et al. (2000) make numerous assumptions about the spray generated by wave-
vessel collisions that should be explained before listing the relevant equations:

• During a spray event, there will exist a spray jet (in the form of a thin liquid sheet)
that follows the bow of the ship. The jet will start at the forward tip of the ship, and
extend symmetrically along the bow. See figure 2.2 for a visual representation of the
spray jet.

• The spray jet will initially be at rest in a coordinate system that follows the ship.

• The vertical distribution of water in the spray jet depends on the height above the
bow, rather than the height above the water surface. In other words, the spray jet for
large vessels (where the bow is positioned far above the surface) will be identical to
the spray jet for smaller vessels.
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The validity of these assumptions will be further discussed in section 5.5.
Lozowski et al. (2000) use the following vertical distribution of water in the spray jet,

w(z) [kg/m3],
w(z) = 6.46 · 10−5Hsv

2
swe

−(z−Hbow)/1.82, (2.35)

where Hs is the significant wave height and Hbow is the height of the bow above surface level.
Notice that this thesis uses a coordinate system where z = 0 at the water surface, rather
than z = 0 at the bow, which Lozowski et al. (2000) use. The parameter vsw is the vessel
speed relative to the waves, which is given as

vsw = 1.56τw + vs cos(π − α),

where τw is the significant wave period, vs is the vessel speed and α is the angle between
vessel heading and the wind/wave direction (the wind and wave direction are assumed to
be equal in the present model). Here, α = 0 when the vessel heading is directly against the
wind. The spray jet is assumed to start at the tip of the bow and extend symmetrically
along both sides of the ship to a distance xe given by

xe = 2.0Hs + 0.04v2sw − 10.0. (2.36)

If xe is negative, it is assumed that there is no spray jet. It is assumed the spray extends up
to a maximum height of

Hm = Hs +
v2sw
2g

.

The duration of a spray event is given by Zakrzewski (1987) as

τs =
10.0vswHs

U2
10

(2.37)

where U is the wind speed. It is assumed that a spray jet is created once by every fourth
wave encounter, which gives a total time period between spray events of

τp = 4 · 1.56τ 2w
vsw

. (2.38)

Lozowski et al. (2000) also provide equations for the droplet trajectory and droplet cool-
ing. The droplet equation of motion is

dvd

dt
= −3

4

Cd

D

ρa
ρw
|vd −U10| (vd −U10)− g

(
ρa
ρw
− 1

)
. (2.39)

where vd is the droplet velocity, D is the droplet diameter and ρa and ρw the density of air
and sea water respectively. Lozowski et al. (2000) assume that all droplets in the spray jet
have a diameter of D = 1.75 mm. This significantly simplifies the spray flux calculations,
since all droplets will have identical trajectories and velocities, but in reality the spray jet
will consist of a range of droplet sizes. The drag coefficient Cd is given by Langmuir and
Blodgett (1946) as

Cd =
24.0

Re
+

4.73

Re0.37
+ 6.24 · 10−3Re0.38,
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where Re is the dimensionless Reynolds number, which is calculated from

Re =
D

νa
|vd −U10|.

The droplet cooling equation is given as

mcw
dTd
dt

= πD2(C + E +R), (2.40)

where m is the mass of the droplet, cw the specific heat capacity of the sea water, Td the
droplet temperature and C, E and R are the convective, evaporative and radiant heat fluxes
to the droplet respectively. The straight forward expressions for C, E and R can be found
in Lozowski et al. (2000). Finally, the water flux Rw from the spray onto a surface located
at position r is calculated by

Rw(r) = w(zint)|vd · n| (2.41)

where zint is the height above the bow where the droplet trajectory from r intersects the
spray jet, vd is the droplet velocity at position r and n is the unit vector normal to the
surface.

Figure 2.2: Illustration of a spray jet (transparent blue) on the offshore supply vessel Ge-
ofjord. The spray jet will encircle the bow of the vessel and extend from Hbow to Hm in the
z direction. In order to calculate the flux to a polygon (a small polygon is framed in blue on
the left figure), the droplet trajectory (red) from the polygon to the spray jet is calculated.
The water content of the spray that hits the polygon equals the water content of the point
where the droplet trajectory hits the spray jet.

2.5 Icing calculations

The thermodynamic icing calculations are based on the differential equations described in
Horjen (1990). In general, the heat flux away from a surface exposed to water spray will be
insufficient to freeze or entrap all the impinging water. In the special case where the heat
flux is sufficient, the icing calculations are vastly simplified. This is referred to as ‘dry icing’,
and the conditions for dry icing to occur are explained in section 2.5.2. However, as long
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as these conditions are not met, Horjen (1990) assumes there will be a film of brine present
on the surface where icing is being calculated. This will be referred to as ‘wet icing’, and is
described in the section below.

2.5.1 Wet icing

Conservation of mass, heat and salt give the following approximate differential equations for
the brine film,

∂X

∂t
+∇t · (vbX) = Rw − I, (2.42)

cbX

(
∂

∂t
+ vb · ∇t

)
Tb = Q+ (1− σ)lfI, (2.43)

X

Sb

(
∂

∂t
+ vb · ∇t

)
Sb = I(1− σ)−Rw

(
1− Sw

Sb

)
. (2.44)

Here, X is the local brine amount per unit area [kg/m2], Tb is the brine temperature and Sb

is the brine salinity (in parts per thousand). The parameter vb is the brine velocity, and ∇t

is the differential operator in the tangential direction (i.e. along the direction that the brine
will move in). Also, Rw [kg/m2s] is the impinging sea spray flux, and I [kg/m2s] is the rate
of accretion formation which includes both the ice and the brine entrapped in the ice. In
addition, cb is the specific heat capacity of the brine (at constant pressure), σ is the fraction
of entrapped brine in the accretion (estimated to be 0.34 in Horjen (1990)), lf is the latent
heat of freezing and Sw is the salinity of seawater. Notice that mass flux due to evaporation
is neglected. The total heat flux to the brine, Q, is given by

Q = −(Qc +Qe +Qr +Qs), (2.45)

where Qc, Qe, Qr, Qs are the convective, evaporative, radiative and sensible heat flux away
from the brine (heat flux through the ice layer is neglected). Equations for the heat fluxes
are provided by both Horjen (1990) and Lozowski et al. (2000). The present model uses the
heat flux equations from Lozowski et al. (2000).

One may now find the icing rate I by using a relationship between salinity and brine
temperature. This model will use the relation given by Assur (1958):

Tb = − aSb

1− 10−3Sb

, Sb < 125

Tb = − bSb

1− 10−3Sb

+ c , 125 ≤ Sb < 230

where

a = 5.4113 · 10−2 ◦C,

b = 9.7007 · 10−2 ◦C,

c = 6.0533 ◦C.
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Horjen (1990) actually uses a slightly different relationship between salinity and brine tem-
perature. The reference to Assur (1958) is used in an older report from Horjen and Vefsnmo
(1987), and is also applied in the present model because it is better documented. One may
observe that

dSb

dTb
= − κ

(1− 10−3Sb)2
,

where the constant κ is a or b, depending on salinity. This means that(
∂

∂t
+ vb · ∇t

)
Sb = − k

(1− 10−3Sb)2

(
∂

∂t
+ vb · ∇t

)
Tb,

which can be used to combine equations (2.43) and (2.44), resulting in

I(1− σ)−Rw

(
1− Sw

Sb

)
= −F (Sb)

(
Q

lf
+ I(1− σ)

)
,

where

F (Sb) = K0
(1− 10−3Sb)

2

Sb

,

K0 = lf/(acb) ≈ 1.46 · 103 , Sb < 125,

K0 = lf/(bcb) ≈ 8.16 · 102 , 125 < Sb < 230.

Solving for I, this gives

I =
(1− Sw/Sb)Rw − F (Sb)

lf
Q

(1− σ)(1 + F (Sb)).
(2.46)

By introducing a variable Y ≡ XSb, and the assumption that the brine will travel only in
the negative z direction, the following equations may be derived from equations (2.42) and
(2.44):

∂X

∂t
+

∂

∂z
(vbX) = Rw − I, (2.47)

∂Y

∂t
+

∂

∂z
(vbY ) = RwSw − σI

Y

X
. (2.48)

For flat and purely vertical geometries, Horjen (1990) gives the brine velocity vb as

vb = −0.264
g

ρbµb

X2, (2.49)

where ρb is the brine density and µb is the dynamic viscosity of the brine.
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2.5.2 Dry icing

If the spray flux is sufficiently low and the weather is sufficiently cold, it is possible for all
the incoming spray to freeze on impact. As described by Horjen (1990), the requirement for
this to happen (neglecting mass evaporation) is

Rw ≤
Qc +Qe +Qr

−Qs/Rw + lf (1− σ)
, (2.50)

where Rw is the spray flux during the spray event. This is simply derived from the condition
that the heat transport away from the brine must be greater than or equal to the latent heat
produced if all the impinging spray freezes, i.e.

lf (1− σ)Rw ≤ Qc +Qe +Qr +Qs.

The salinity Sb required for calculating the heat fluxes is estimated from

Sb = Sw/σ.

If the z dependency of Rw is known, the point zt where the transition from dry to wet icing
occurs can be found. For all points above zt, the ice accretion rate equals the spray flux. It
is of course possible that zt lies above or below the object where the icing is being calculated,
in which case we will have completely wet icing or completely dry icing. Also, even though
the spray flux will be reduced after the spray event, the transition level should be the same
for the entire spray cycle. This is because all points below the transition point will have
X > 0 directly after the spray event, which makes the icing calculations using differential
equations necessary even after the spray event.
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Chapter 3

Numerical method

3.1 Calculation of wind spray

In order to calculate the wind spray profile, the friction velocity u∗ and roughness length
z0, along with the parameters T∗ and q∗, must be calculated. These variables will be solved
using the iteration method. Required inputs are the reference height where measurements
are available, the measured wind speed Ur, air temperature Ta and surface temperature Ts.
Relative humidity qrel is an optional input - if no humidity measurements are available, the
function assumes qrel = 0.8. During the icing events of Ocean Bounty, Nauman (1984) re-
ported relative humidities ranging from 0.5 to 0.95, with an average close to 0.8, so this seems
to be a reasonable estimate. The relative humidity qrel is converted to specific humidities qr
and qs by using the equations (2.31), (2.32) and (2.34).

The equations used to calculate u∗, T∗ and q∗ are thoroughly described in section 2.3.4.
Before the iterations start, initial parameters u∗ = 0.3 m/s, T∗ = 0.04(Ta − Ts) and q∗ =
0.04(qr − qs) are chosen. The initial parameters are taken from the COARE source code
(COARE, 2012), and the solution should not be affected if different initial parameters are
chosen. For each iterative step, the function will first calculate the roughness lengths z0,
zT and zq using equations (2.21) - (2.23). A lower limit of 7 · 10−8 m is enforced for both
zT and zq, as described in Andreas et al. (2008). Next, the Obukhov length L is calculated
from equation (2.20) and the stability of the stratification is found from the sign of z/L. If
stable, the function will calculate effective wind speed Sr along with stability corrections ψm

and ψh from equations (2.24) - (2.26). If unstable, equations (2.27) - (2.29) are used instead.
Finally, u∗, T∗ and q∗ are calculated from equations (2.17) - (2.19) and used as input for
the next iteration. The iterations stop when the difference between the friction velocities
resulting from subsequent iterations is smaller than the parameter δ. Since u∗ appears to
converge rapidly, a limit as low as δ = 10−5 is currently used in the model.

Once these parameters have been calculated, they are used to calculate U10, the wind
speed at 10 meters, and Uz, the wind speed at height z, using equation (2.30). If U10 < 19
m/s, the maximum droplet radius assumed to contribute to icing is set to 100 µm, for higher
wind speeds it is set to 200 µm, as described by Jones and Andreas (2012). The minimum
droplet radius assumed to contribute to icing is always 5 µm. Next, the droplet concentration
at the ocean surface dC(r,h)

dr
is calculated using equation (2.1) for U10 < 19 m/s and equation
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(2.2) for higher wind speeds. The height dependent concentration dC(r,z)
dr

is calculated from
equation (2.3), using h = 1 for U10 < 19 m/s and h = 0.5Hs for higher wind speeds. The

water content of the spray dW (z,r)
dr

is then calculated using equation (2.5). If the object is a
cylinder, the collision efficiency E is calculated from equation (2.7). Otherwise, the collision
efficiency is assumed to be 1. The total water content of the wind spray is finally calculated
from

W (z) =

∫ rmax

rmin

E(U, r,Dc)
dW (r, z)

dr
dr. (3.1)

In the present implementation, the native trapz function in Matlab is used to perform the
numerical integration.

3.2 Calculation of wave spray

Note that before the wave spray flux can be calculated, we need to know the position and
shape of the bow of the ship. In the model, these are represented by a height above the
surface Hbow, together with a set of points in the xy-plane along the outline of the bow.
These are found manually by examining a geometrical model of the vessel. Since the spray
jet will only extend a distance towards the aft of the ship given by xe (see equation (2.36)),
the model will find the position of the spray jet by removing the part of the bow that extends
further back than xe.

First, the model will solve the differential equations (2.39) and (2.40) describing droplet
trajectory and droplet cooling. Equation (2.39) is separated into two equations, one for
horizontal and one for vertical movement, and each of the resulting second-order differential
equations are transformed into two first-order differential equations. This means that the
system, when including equation (2.40), will have a total of 5 first-order differential equations.
These are solved using the native Matlab ode45 solver. Then, the model finds the horizontal
distance along the wind direction from the point where wave spray is being calculated to the
spray jet. Using the horizontal distance between the point and the spray jet, the model can
then use the calculated droplet trajectory to find the height of the intersection point zint,
and thus the water content W (zint) of the intersection point. The wave spray flux is finally
calculated by equation (2.41).

3.3 Numerical solution of the thermodynamic

icing equations

The system of differential equations described by equations (2.47) - (2.49), together with
equation (2.46) and the relationship Sb = Y/X, must be solved numerically. Two different
numerical solvers have been implemented in the model. The first solver is based on a two-
step Lax-Wendroff method, as suggested by Horjen and Vefsnmo (1987) (Horjen (1990) does
not suggest any specific solver). It should be mentioned that the central spatial difference
in this method is changed to a backward spatial difference, so that the implementation is no
longer identical to the ‘proper’ Lax-Wendroff method. The reason for changing the spatial
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difference is explained in the following section. The other solver is based on discretizing
the equations only in the spatial direction, and solve the problem as a series of ordinary
differential equations, using the solution for one point as input for the point directly below.
This is known as the method of lines. In the present implementation of the model, the
method of lines is used due to its better stability behaviour than the Lax-Wendroff method.
However, the code for using the Lax-Wendroff method has been implemented in the model,
even though it is not currently used.

3.3.1 Two-step Lax-Wendroff method

Horjen and Vefsnmo (1987) suggest using a two-step Lax-Wendroff method for solving equa-
tions (2.47) - (2.48). In this method, the system is represented by a grid extended in space
and time. Since we only concern ourselves with movement in the z direction, the grid will be
two-dimensional. Thus, Xi,j and Yi,j represent the brine and salt content at position zi and
time tj, where zi = z0 + i∆z and tj = t0 + j∆t. Here, z0 is the lowest point on the vertical
component where the icing is being calculated, t0 is the starting time of the spray cycle, and
∆z and ∆t are the numerical step sizes in space and time, respectively. It follows that i and
j are integers, where

0 ≤ i ≤ N N =
zt − z0

∆z
,

0 ≤ j ≤M M =
tend − t0

∆t
.

Here, tend is the end time of the calculations and zt is the transition level between dry and wet
icing, as described in section 2.5.2. If zt lies above the object where icing is being calculated,
zt is set equal to the highest point of the object. If zt lies below the lowest point of the
object, dry icing will occur on the entire object and the icing rate can be set equal to the
spray flux. The two-step Lax-Wendroff method first estimates X and Y at the midpoint
between two succeeding time steps by a first order formula:

Xi,j+ 1
2

= Xi,j +
∆t

2

(
Ri,j

w − I i,j
)

+
C∆t

4∆z

(
X3

i+1,j −X3
i−1,j

)
, (3.2)

Yi,j+ 1
2

= Yi,j +
∆t

2

(
SwR

i,j
w − σS

i,j
b I

i,j
)

+
C∆t

4∆z

(
X2

i+1,jYi+1,j −X2
i−1,jYi−1,j

)
, (3.3)

where

Si,j
b =

Yi,j
Xi,j

,

I i,j = I(Si,j
b ),

C = 0.264
g

ρbµb

,

and Ri,j
w is the spray flux at position zi and time tj. These are then used to calculate the

final values:
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Xi,j+1 = Xi,j + ∆t
(
Ri,j

w − I i,j+
1
2

)
− C∆t

2∆z

(
X3

i+1,j+ 1
2
−X3

i−1,j+ 1
2

)
, (3.4)

Yi,j+1 = Yi,j + ∆t
(
SwR

i,j
w − σS

i,j+ 1
2

b I i,j+
1
2

)
− C∆t

2∆z

(
X2

i+1,j+ 1
2
Yi+1,j+ 1

2
−X2

i−1,j+ 1
2
Yi−1,j+ 1

2

)
.

(3.5)

The boundary conditions are X = Y = 0 for i = 0, i = N and j = 0. The salinity Sb = Y/X
still has to be specified for j = 0. By inserting X = 0 into equations (2.43) and (2.44), the
following expression for Sb is derived:

Sb =
Sw

Q/(Rwlf ) + 1
.

where Q is the sum of heat fluxes to the brine, given by equation (2.45). Since Q depends on
Sb, this expression must be solved numerically, for instance by using the bisection method. In
the present implementation, the bisection method is performed with a lower limit of Smin

b = 0
ppt, an upper limit of Smax

b = 300 ppt, and an error tolerance of 10−3 ppt.
Unfortunately, using the boundary condition X = 0 for i = 0 as suggested, implies that

there will be no runoff from the lowest point of the vertical plate. This is an unrealistic
assumption that causes a large build-up of water at the lowest point of the surface, which
eventually will disturb the numerical solution of the rest of the surface as well. To remedy
this, the central spatial difference in the Lax-Wendroff method is changed to a backward
spatial difference in our model. This means that the solution at z = i only depends on the
solution at z = i + 1 and is independent of the solution at z = i− 1, making the boundary
condition for i = 0 is unnecessary. This changes equations (3.2) and (3.3) to

Xi,j+ 1
2

= Xi,j +
∆t

2

(
Ri,j

w − I i,j
)

+
C∆t

2∆z

(
X3

i+1,j −X3
i,j

)
, (3.6)

Yi,j+ 1
2

= Yi,j +
∆t

2

(
SwR

i,j
w − σS

i,j
b I

i,j
)

+
C∆t

2∆z

(
X2

i+1,jYi+1,j −X2
i,jYi,j

)
, (3.7)

and changes equations (3.4) and (3.5) to

Xi,j+1 = Xi,j + ∆t
(
Ri,j

w − I i,j+
1
2

)
− C∆t

∆z

(
X3

i+1,j+ 1
2
−X3

i,j+ 1
2

)
, (3.8)

Yi,j+1 = Yi,j + ∆t
(
SwR

i,j
w − σS

i,j+ 1
2

b I i,j+
1
2

)
− C∆t

∆z

(
X2

i+1,j+ 1
2
Yi+1,j+ 1

2
−X2

i,j+ 1
2
Yi,j+ 1

2

)
.

(3.9)

The change from central to backward spatial difference is at the cost of some accuracy. It also
has to be assumed that the amount of runoff from a point on the vertical plate is completely
independent of what lies below the point. The method (with backward spatial difference) is
illustrated in figure 3.1.

This solution method is relatively fast, but often becomes unstable when the spray flux
is low and weather conditions are too mild for dry icing to occur. Introducing a small but
non-zero value of X for j = 0 helps reduce this problem, but does not eliminate it completely.
Stability can be achieved by sufficiently reducing the time steps, but this will also slow down
the calculations. A different and far more stable solution method is therefore described in
the following section.
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Figure 3.1: Illustration of the modified Lax-Wendroff method. To the left, the grid in the
zt-plane used in the method is shown. In order to find the solution at i, j + 1, the solutions
at i + 1, j and i, j are used. To the right, it is illustrated that the method will first make a
half-step in the time direction and find the (first-order) solution at i, j + 1/2, and use this
solution to find the final solution at i, j + 1.

3.3.2 Method of lines

By adopting a backward spatial difference rather than a central, one may observe that the
time-dependent solution for each point only depends on the time-dependent runoff for the
point directly above. In other words, if the time-dependent solution of a point is known, the
time-dependent solution of the point directly below can be solved as an ordinary differential
equation (ODE). This can be represented mathematically by rewriting equations (2.47) and
(2.48):

∂Xi

∂t
= Ri

w(t)− I
(
Yi
Xi

, t

)
+

C

∆z

(
Xi+1(t)

3 −X3
i

)
, (3.10)

∂Yi
∂t

= SwR
i
w(t)− σ Yi

Xi

I

(
Yi
Xi

, t

)
+

C

∆z

(
Xi+1(t)

2Yi+1(t)−X2
i Yi
)
, (3.11)

where Xi and Yi are the amounts of salt and brine at point zi, and Ri
w(t) is the (time

dependent) spray flux to zi. Since all the time dependent functions are known, this means
we can solve these ODEs for each zi, starting at z = zt. Since zt does not receive any runoff,
we will use the initial condition that XN+1 = YN+1 = 0. Solving the system as a series of
ODEs is advantageous because we can use solvers that automatically regulate the time step
size to maintain accuracy and stability. In other words, the solution will almost always be
stable while still performing at a reasonable speed. However, the method will generally be
slower than the Lax-Wendroff method. The method is illustrated in figure 3.2. In the present
model, the native Matlab ode23s solver is used to solve the ODEs.
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Figure 3.2: Illustration of the method of lines used in the model. In this method, the problem
is only discretized in the z direction. When solving at point i, the time-dependent solution
at i+ 1 is used as input, and the problem is solved as an ODE in time, using a regular ODE
solver. This solution is then used as input for the ODE at point i− 1, and so on.

3.4 Total icing on a given vessel

The methods described so far in the thesis can be used to calculate the icing on individual
points or objects on a vessel. However, in many cases it is useful to calculate the icing rate on
the entire vessel, in order to determine the spatial distribution of ice and the total ice load.
In theory, one could divide the vessel into many individual objects and calculate the icing on
each one, but this would require large amounts of manual work, especially if using a highly
detailed model of the vessel. Therefore, a largely automatized method of calculating icing
rates on an entire vessel has been developed for this thesis, using a standard polygon-based
vessel geometry. This geometry requires algorithms for dealing with brine runoff as well as
polygons being shielded from spray by other polygons. These algorithms will be described
in this section.

3.4.1 Geometry

In order to calculate the icing on all parts of a vessel, a representation of the vessel geometry
is required. As is standard for computer representations of three-dimensional objects, the
vessels are made up of a number of polygons in three-dimensional space. In the present
thesis, all polygons that make up the geometries will be triangles, in order to ensure that
each polygon has a well-defined orientation. Specifically, the geometry consists of a large
number of nodes, and each polygon is defined by listing the three nodes that define the edges
of the polygon. The difference between polygons and nodes is illustrated in figure 3.3. The
polygons also define the grid resolution for the icing calculations, since the icing rate will
be calculated individually on each polygon. The vessel geometries that are analysed in the
thesis typically consist of tens of thousands or hundreds of thousands of polygons, see figure
3.4 for an example.

24



Figure 3.3: Illustration of nodes (letters) and polygons (numbers). Each node is defined by
its coordinates in 3D-space (although the illustration is in 2D). Each polygon is defined by
associating it with three nodes. For instance, polygon 2 is defined by being associated with
node B, C and D.

Figure 3.4: Vessel geometry for the offshore supply vessel Geofjord, consisting of approxi-
mately 17000 polygons. Some of the other vessel geometries consist of hundreds of thousands
of polygons, although most of the polygons are spent on smaller objects like rails or equip-
ment.

3.4.2 Total spray flux to a polygon

The spray flux to each polygon is calculated using the methods described in sections 3.1 -
3.2. Specifically, the centroid of the polygon is used as a basis for the calculations - the
wind spray flux depends on the centroid’s height above the surface, and the wave spray flux
depends on the height where a droplet trajectory from the centroid hits the spray jet. The
orientation of the polygon is also taken into consideration. In addition, the polygons may
be shielded from spray by other polygons. This is represented by a shielding factor ζ, which
is a number between 0 (no shielding) and 1 (polygon is fully shielded, and will receive no
spray). The shielding is calculated individually for wave and wind spray, and is described in
detail in section 3.4.3. The expression for the total spray flux Rw [ kg

m2s
] to a polygon during
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a spray event becomes

Rw = Rwind +Rwave, t < τs, (3.12)

where τs is the duration of the spray event, calculated from (2.37). Rwind is the flux from
wind spray given by

Rwind = W (zc)|U(zc) · n|(1− ζwind), (3.13)

where W (zc) is the water content of wind generated spray from equation (3.1) at the height
zc above surface level of the centroid, U is the wind speed at the same height, n is a vector
of unit length normal to the polygon, and ζwind is the shielding factor of wind spray to the
polygon. Similarly, the wave spray Rwave is given by

Rwave = w(zint) |vd · n| (1− ζwave), (3.14)

where zint is the height above the bow of the intersection point between the droplet path
from the centroid of the polygon and the spray jet, w(zint) is the water content at this height
given by equation (2.35), vd is the droplet velocity when the droplet hits the centroid and
ζwave is the wave shielding factor of the polygon.

The temperature of the spray flux is assumed to be the average temperature of incoming
wind and wave spray. The temperature of the wave spray Twave is calculated from solving
equation (2.40), as described in section 3.2. As for the wind spray, it is assumed that the
droplets are small enough to quickly be supercooled down to the air temperature Ta. This
assumption will be discussed in section 5.4.3. Thus, the weighted spray temperature as the
spray impinges on a boat during a spray event is

Tw =
RwaveTwave +RwindTa

Rw

, t < τs (3.15)

Inbetween spray events, only the wind spray remains, so that

Rw = Rwind, τs < t < τp, (3.16)

Tw = Ta, τs < t < τp, (3.17)

where τp is the period between spray events given by equation (2.38).

3.4.3 Shielding

In short, the shielding algorithm will project each polygon along the droplet trajectory onto
the plane where the spray is assumed to originate, and will find the intersection between the
polygon and the union of all previously projected polygons. This is done slightly differently
for wind spray and wave spray (thus the two separate shielding factors), but the basic
principle is the same.

For wind spray, since the small droplets are assumed to travel approximately horizontally,
the polygons are simply projected along a horizontal direction onto a plane normal to the
wind direction. Specifically, it is actually the position of the nodes that are projected onto
this plane. If the position of a node is given by x, y and z, and the node position after being
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projected onto the spray plane is given by xs and zs (the horizontal and vertical position on
the plane, respectively), the projection can be done by

xs = y cosα− x sinα,

zs = z.

Another vital piece of information when calculating the shielding is the order of which the
polygons are projected onto this plane, since the method finds the intersection between the
polygon and all previously projected polygons. Essentially, the polygons that are first hit by
spray must be the first polygons to be projected. As of yet, no method has been found that
will determine the order of which the polygons will be projected (hereby called ‘shielding
order’) correctly for all possible orientations of polygons relative to one another. Instead,
a simple but largely correct method is used in the model. For wind spray, the shielding
order is simply based on the horizontal position of the polygon centroid relative to the wind
direction. In other word, the distance

Lsort = yc sinα + xc cosα,

where yc and xc are the x and y coordinates of the centroid of the polygon. The polygons
with the highest Lsort are projected first.

For the larger droplets in wave spray, the simple assumption that droplets will travel
horizontally is no longer valid, and the method of projecting nodes and finding the shielding
order changes accordingly. The nodes are now projected along their respective droplet tra-
jectories. Mathematically, this means the node coordinates in the shielding plane xs and zs
are now given by

xs = y cosα− x sinα, (3.18)

zs = zint, (3.19)

where zint is the height of the intersection point between the droplet path and the spray
jet. The xs coordinate remains unchanged from the wind spray case, since the spray is still
assumed to be travelling along the wind direction. One may notice that this is not literally
the projection onto the actual wave spray jet (which follows the bow of the ship). In fact,
equations (3.18) - (3.19) describe a situation where the nodes are first projected onto the
wave spray jet, and then projected horizontally onto a plane normal to the wind direction
with the same origin as the original x, y, z coordinate system. This will generally not cause
any problems, but one instance where it does cause some strange results for the shielding is
discussed in section 5.3. The shielding order also becomes more complicated for the wave
spray shielding, since the vertical position of the polygons now will be relevant. Once again,
we use a simple method that will give mostly correct results. It is assumed that the angle
of the droplet velocity (i.e. the angle defined by arctan(vdv/vdh), where vdv and vdh are the
vertical and horizontal component of the droplet velocity) will quickly reach a constant value.
This value can be called β, and can be easily found from the solution of equation (2.39). The
shielding order will now depend on the position of the polygon centroid along the direction
described by α and β. Mathematically, we may define a length

Lsort = cos β (xc cosα + yc sinα) + zc sin β,
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and the shielding order is defined by this length, where the polygons with the highest Lsort

are projected first.
Once the projected nodes and the shielding order are found, the method of finding the

shielding factors is identical for both wind and wave spray. It is an iterative process, where
each polygon pi is compared with the union of all previously projected polygons, which will
be called Ψi. The shielding factor ζi for polygon pi is given by the area of the intersection
between pi and Ψi, divided by the area of the polygon. Mathematically, this can be described
as

ζi = A (pi ∩Ψi) /A(pi),

Ψi+1 = pi ∪Ψi,

where A(p) is the area of polygon p. The process is illustrated in figure 3.5 Notice that Ψi

may contain holes, or consist of several disjoint polygons. Thus, the function that finds the
union and intersection must be able to deal with such polygons. The model currently uses
the ‘Polygon Clipper’ function for this purpose (Hölz, 2006). As an example of how the
results from the shielding algorithm looks, figure 3.6 shows the wave spray shielding fraction
for the Geofjord vessel for wind speed U10 = 20 m/s and angle between vessel heading and
wind speed α = 20◦ (vessel is stationary). Figure 3.7 shows the wave spray shielding fraction
for AMI for the same case (U10 = 20 m/s, α = 20◦).

Figure 3.5: Illustration of shielding algorithm. To the left, a polygon (red) is projected upon
the shielding plane and compared with the union of all previously projected polygons (blue).
The intersection between the two is marked in purple. The shielding fraction for the polygon
equals the area of the intersection divided by the area of the projected polygon. After the
shielding fraction is calculated, the algorithm finds the union between the polygon and the
previously projected polygons (blue, to the right), which is what the next polygon will be
compared with.
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Figure 3.6: Wave spray shielding factor for Geofjord for the case U10 = 20 m/s, α = 20◦.
Grey polygons are completely unshielded.

Figure 3.7: Wave spray shielding factor for the weather ship AMI (the geometric represen-
tation is to scale, but not completely accurate) for the case U10 = 20 m/s, α = 20◦. Grey
polygons are completely unshielded.

3.4.4 Runoff

Since equations (2.47) - (2.48) take into account that unfrozen brine will flow downwards,
an algorithm for finding which polygons each polygon will give runoff to is required. The
algorithm will first cycle through each polygon and check the orientation. If the polygon
is horizontal or very close to horizontal, no runoff calculations are performed. If not, all

29



coordinates of the polygon are transformed to a plane with the same orientation as the
polygon. If the three nodes of the polygon are positioned at points r1, r2, r3 (it does not
matter which node is 1, 2 or 3) in the standard x, y, z coordinate system (defined in section
2.1), and the new coordinate system is notated by xp and zp, the transformation is done as
follows: We define the following vectors

r12 = r2 − r1, (3.20)

r13 = r3 − r1, (3.21)

r23 = r3 − r2, (3.22)

along with a unit vector in the new xp direction

x̂p =
ẑ × n

|ẑ × n|
, (3.23)

and a unit vector in the new zp direction

ẑp =
x̂p × n

|x̂p × n|
, (3.24)

where n is the normal vector to the polygon and ẑ is the unit vector of z in the ordinary
coordinate system. The vectors r12 and r13 are transformed into

rp12 = [r12 · x̂p, r12 · ẑp, ] ,
rp13 = [r13 · x̂p, r13 · ẑp, ] ,

and finally, the position of the three nodes in the new coordinate system are

rp1 = [0, 0],

rp2 = rp12,

rp3 = rp13.

After the transformation, the algorithm for determining which polygons that receive the
runoff is as such:

• First, find the node with the lowest zp. We may call this node A.

• Second, find the node that A has the lowest inclination to. This node may be called
B.

• If neither A or B is the central node (the node that neither has the highest nor the
lowest xp value), the polygon will give all its runoff over the AB side of the polygon.

• If A is the central node, the polygon will give runoff over the AB and AC sides. It
is assumed the relative amount of runoff over each side equals the relative area of the
polygon on each side of A.
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• If B is the central node, the polygon will give runoff over the AB and BC sides. It
is assumed the relative amount of runoff over each side equals the relative area of the
polygon on each side of B.

This process is illustrated in figure 3.8. Once we have found which side or sides the polygon
will give runoff over, it is merely a matter of finding which polygon or polygons that share
the nodes that the sides consist of. For instance, if a polygon gives runoff over the AB and
AC sides, and the relative area on each side of A is 0.4 and 0.6 respectively, it is assumed
that the polygon that shares the A and B nodes will receive 40% of the runoff, while the
polygon that shares the A and C nodes will receive 60%.

Figure 3.8: Illustration of the algorithm for finding which polygons each polygon will give
runoff to. For the polygon to the left, the algorithm will first find the lowest node (B). Then,
it will find the node that B has the lowest inclination to (A). Since neither B nor A is the
central node (i.e. central in the xp direction), the polygon will give all runoff over the AB
side. For the polygon to the right, the algorithm first finds the lowest polygon (A) and the
polygon that it has the lowest inclination to (B). Since B is the central node, the polygon
will give runoff over both the AB and BC side. The relative runoff over each side equals the
relative area on each side of B, i.e. the area on each side of the stippled line divided by the
total area of the polygon.

3.4.5 Icing calculations

The icing rate will be calculated by solving the set of differential equations described by
equations (3.10) - (3.11) for each polygon. However, since the theoretical background as
described in section 2.5 is only valid for vertical geometries, additional assumptions must be
made for polygons that have an inclined or horizontal orientation. In the current model, it is
assumed that the orientation of polygons only affects the brine velocity, and that the brine
velocity will be adjusted by simply decomposing the gravitational force. This assumption
will be further discussed in section 5.8. This means equation (2.49) is adjusted to

vb = −0.264
g

ρbµb

X2| sin θ|,
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where θ is the angle between vertical direction and the normal vector of the polygon, i.e.

θ = arccos (ẑ · n) .

One may use the trigonometric relationship of sin2 θ + cos2 θ = 1 to write

vb = −0.264
g

ρbµb

X2
√

1− (ẑ · n)2. (3.25)

This equation goes to zero for horizontally oriented polygons, implying that no water runs
off horizontal polygons, which is not a realistic implication. The waves will cause constant
rolling and pitching of the vessel, and even on horizontal parts of the ship the water will
move around, eventually moving off the ship. There are no good methods of accounting for
this in the present model. But in order to prevent the unrealistic case that the water will
remain on the polygon for the entire spray duration, a minimum value of vb is enforced in
the model. Currently, the expression for vb in the model is

vb = −0.264
g

ρbµb

X2 min[sin θ, 0.2], (3.26)

essentially setting 0.2 as a lower limit for sin θ. This, and alternative methods of treating
geometries, are further discussed in section 5.8.

Also, because a polygon can receive runoff from a polygon with a different orientation
(and therefore a different brine velocity), equations (3.10) - (3.11) must be modified. If
not, it would be possible for a polygon to receive more or less runoff than the polygon above
actually gives off. Therefore, instead of using the water and salt content of the above polygon
(Xi+1 and Yi+1) as inputs, the actual water flux and salt flux from that polygon will be used
instead. These will be called Rro and Sro respectively, and are defined as the water content
or salt content of a polygon multiplied by the brine velocity on the same polygon.

Rro = −0.264
g

ρbµb

X2| sin θ| ·X,

Sro = −0.264
g

ρbµb

X2| sin θ| · Y.

These are not actually fluxes, since they have dimension kg/(ms) rather than kg/(m2s).
Notice that the minimum value of 0.2 for sin θ is not enforced in these equations. This
means that, for horizontal or nearly horizontal polygons (where sin θ < 0.2), there will be a
certain amount of brine that will run off the polygon but not run to any other polygon - i.e.
it will disappear from the system. This is discussed in more detail in section 5.8. Equations
(3.10) - (3.11) are then modified to

∂X

∂t
= Rw(t)− I

(
Y

X
, Tw(t)

)
+

1

∆z

(
Rover

ro (t)− CX3
)
, (3.27)

∂Y

∂t
= SwRw(t)− σ Y

X
I

(
Y

X
, Tw(t)

)
+

1

∆z

(
Sover
ro (t)− CX2Y

)
, (3.28)

where C here equals

C = 0.264
g

ρbµb

sin θ,
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and Rover
ro (t) and Sover

ro (t) are the sums of runoff water and salt flux to the polygon. It is not
obvious what ∆z is in this case, since our system consists of triangles rather than evenly
spaced points. It will be assumed that ∆z is the average length of the polygon in the zp
direction in a coordinate system in the polygon plane. This length can be calculated from

∆z =
A(p)

max [|r12 · x̂p|, |r13 · x̂p|, |r23 · x̂p|]
,

where A(p) is the area of the polygon, x̂p is given by equation (3.23) and r12, r13, r23 are
given by equations (3.20) - (3.22).

All the tools required to calculate the icing on a complete vessel have now been described.
Since runoff water and salt flux are required inputs, the polygons that have the highest
elevation (i.e. the highest z value of the centroid) will be solved first. It is assumed polygons
below sea surface level will have no icing. The equations will be solved on each polygon for
a single spray cycle, and it will be assumed that all remaining surface brine after a spray
cycle will disappear before the next cycle starts. Still, the initial conditions of the differential
equations will assume a small water layer (currently 10−4 kg/m2 with salinity Sw) is present
before the calculations of the spray cycle starts - this is done simply to improve the stability
of the calculations. The icing calculation process may be summarized as follows:

1. Find which polygons each polygon receives runoff from, and the relative amounts, using
the process described in section 3.4.4. This depends only on the vessel geometry, and
needs only be done once for each vessel.

2. Find Rw(t) and Tw(t) for each polygon, using equations (3.12) - (3.17).

3. Starting with the polygons furthest from the sea surface, find X(t) and Y (t) using
equations (3.27) - (3.28). Using these results, find and store the results for I(t), Rro(t)
and Sro(t). The results for Rro(t) and Sro(t) are needed for calculations on polygons
further below.

4. Find the average I(t) over the entire spray cycle, for each polygon. This is assumed to
be the average icing rate for the given set of weather conditions.

For a more intuitive representation of the icing rate, one may transform I
[

kg
m2s

]
to I

[
mm
h

]
by the formula

I
[mm

h

]
=

3600 · 1000 · I
[

kg
m2s

]
ρi

, (3.29)

where ρi is the accretion density. Also, as a simplification, the brine density ρb, brine
dynamic viscosity µb and brine heat capacity cb are in the current implementation of the
model assumed to be equal to the density, dynamic viscosity and heat capacity of sea water
(ρw, µw, cw).
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Chapter 4

Results

4.1 Comparison with Jones and Andreas (2012)

In order to test if the wind spray model described in Jones and Andreas (2012) has been
implemented correctly, the present model has been applied to the cases described in that
paper in order to reproduce some of the results.

4.1.1 Ocean Bounty

In order to test the model, Jones and Andreas (2012) calculate the icing on the semi-
submersible drilling rig Ocean Bounty, which was exposed to strong icing conditions in Cook
Inlet, Alaska, during the winter of 1979-1980. More information on the icing events of Ocean
Bounty can be found in Nauman (1984). The crew registered weather and temperature data
9 times a day, in addition to a rough estimate of the icing rate. It is unknown where and
how the icing rate was measured. The wind measurements were done at 84 meters above
the sea surface. The data from Ocean Bounty is available in Jones and Andreas (2009).

Jones and Andreas (2012) compare the observed icing rate with the calculated icing rate
from their model. The icing is calculated on a reference cylinder with a diameter of 5 cm at
20 meters above the ocean surface.

4.1.2 Icing rate

Figure 4.1 shows the icing rate of Ocean Bounty during the winter of 1979-1980, as calculated
by the present model. One can observe that, even though the shape of the curve agrees fairly
well with that of the corresponding graph in Jones and Andreas (2012) (figure 10(d) in that
paper), the level does not. The calculated icing rate from our model is consistently slightly
above half of the icing rate in the paper.

Jones and Andreas (2012) mention that, when calculating icing rates for Ocean Bounty,
whenever observed values for Hs were unavailable they would use an algorithm described by
Andreas and Wang (2007) to estimate Hs instead. However, because this algorithm would
significantly overestimate Hs for Ocean Bounty, Jones and Andreas (2012) would adjust Hs

down by multiplying with a factor 0.32. It was noticed that if the value of Hs resulting from
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the Andreas and Wang (2007) algorithm was used as input to the calculations, even when
observed values of Hs were available, and without multiplying the estimated Hs with the
factor 0.32, the resulting estimated icing rates (figure 4.2) were almost identical to the icing
rates for Ocean Bounty in Jones and Andreas (2012). Figure 4.3 shows the estimated icing
rate from our implementation when using Hs from the Andreas and Wang (2007) algorithm
(red), plotted on top of the results from Jones and Andreas (2012) (black). Kathleen F.
Jones (personal communication) confirmed that the Hs from the Andreas and Wang (2007)
algorithm (without multiplying with the factor 0.32) had indeed been used when making the
graph of estimated icing rates for Ocean Bounty.

4.1.3 Further comparison with Jones and Andreas (2012)

In order to test the implementation of the wind spray model described in Jones and Andreas
(2012), a number of graphs in the paper were successfully reproduced by the Matlab im-
plementation. However, the graph for droplet concentration functions for high wind speeds
(figure 4(b) in Jones and Andreas (2012)) shows results that are different from our im-
plementation of the model. In figure 4.4, the resulting concentration functions from our
implementation (red) are plotted on top of the figure from the paper (black). It was discov-
ered that, if one used a wind speed dependency of U5

10 rather than 30U4
10 in the expression

for the concentration function (equation (2.2)), the graph from the paper was reproduced
accurately. This is shown in figure 4.5, where the concentration function from the imple-
mentation when using the U5

10 rather than 30U4
10 (red) is plotted on top of the graph from

the paper (black). Kathleen F. Jones (personal communication) confirmed that figure 4(b)
in Jones and Andreas (2012) had been plotted using a wind speed dependency of U5

10 rather
than 30U4

10.
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Figure 4.1: Icing rate for Ocean Bounty, using the measured Hs. The red dots are observa-
tions of approximate icing rates.
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Figure 4.2: Icing rate for Ocean Bounty, using the Hs calculated from the Andreas and Wang
(2007) algorithm without the factor of 0.32. The red dots are observations of approximate
icing rates.
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Figure 4.3: Icing rate for Ocean Bounty from the present model (red), using the Hs calculated
from the Andreas and Wang (2007) algorithm without the factor of 0.32, plotted over the
icing rate from figure 10(b) in Jones and Andreas (2012) (black).
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Figure 4.4: Estimated concentration distribution, using wind speed dependency 30U4
10, for

U10 = 20 m/s (lower line), U10 = 24 m/s (middle line) and U10 = 28 m/s (upper line), plotted
over figure 4(b) from Jones and Andreas (2012).
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Figure 4.5: Estimated concentration distribution, using wind speed dependency U5
10, for

U10 = 20 m/s (lower line), U10 = 24 m/s (middle line) and U10 = 28 m/s (upper line),
plotted over figure 4(b) from Jones and Andreas (2012).
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4.2 Estimated icing rates on Norne, Skrugard

and Shtokman

The present icing model has been applied to the hindcast data available at the undeveloped
Skrugard and Shtokman fields. These results have been compared to the estimated icing
rates at the Norne field, in order to determine whether icing will be a significantly greater
problem in the Barents Sea than in the Norwegian Sea. Even though meteorological data
are available for Norne, hindcast Nora10 data will still be used for this location in order to
compare the estimated icing rates without the difference between estimated and measured
meteorological data (which will be discussed in section 5.7) being a variable. The icing
rates will be estimated for an exposed part on a FPSO. The Norne FPSO will be used as a
reference for finding the shape of the bow as well as how high above the ocean surface the
bow is positioned. From the available geometry for the Norne vessel, the bow is assumed to
be positioned 15 m above the sea surface. Since sea surface temperatures are not listed in
the Nora10 hindcast data, the monthly average surface temperatures at the three locations
(Locarnini et al., 2010) have been used instead. Also, there are periods where some of
the hindcast data for Shtokman is unavailable, making icing calculations impossible. These
periods are marked by grey in the time series plots for Shtokman.

4.2.1 Icing purely from wind spray

Figure 4.6 shows the resulting estimated icing rates for pure wind icing - i.e. all spray flux due
to wave spray is neglected. It has also been assumed that the water flux is low enough for all
the impinging water to freeze, so that the icing rates are calculated from equation (2.6). The
icing rates are calculated for a point on a vertical surface that lies at a height of 15.7 meters
above sea level. The collision factor is assumed to be unity. The estimated wind icing rates
for Shtokman and Norne reach levels of about 1 mm/h during the worst icing events over
the 50 year period, while the icing rate on Norne never exceeds about 0.2 mm/h, and will
only exceed 0.1 mm/h once. Figures 4.7 and 4.8 show estimated accumulated ice thicknesses,
based on the icing rates in figure 4.6. For figure 4.7, all ice is assumed to melt away whenever
the temperature goes above the freezing temperature of sea water. For figure 4.8, the ice is
allowed to accumulate through the entire winter, but no icing will be present between 1st
of April and 1st of November. Depending on how the melting is considered, ice thickness
levels reach 15-30 mm on Shtokman and Skrugard, while no significant ice thicknesses are
predicted for Norne. Figure 4.9 shows the wind spray flux to the point, estimating levels of
up to 0.5 g/(m2s). The predicted wind flux levels are generally higher at Norne and Skrugard
than at Shtokman.
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4.2.2 Icing from both wind and wave spray

For estimating the icing rates when wave spray is included, the model has been applied to an
exposed column on the Norne production vessel. This column is positioned at the front of the
vessel, and lies between 13.7 and 23.7 meters above the sea surface, as shown in figure 4.10.
The polygon-based geometry has not been used in this case - instead, the icing differential
equations have been applied to evenly spaced points (with a ∆z of 0.5 m) on the column. All
the figures that show results for when the wave spray is included will show the result for a
point 2 meters up on the column - i.e. at a height of 15.7 m above surface level. Figure 4.11
shows the estimated icing rates for this point on the column for the available hindcast data
on both Norne, Skrugard and Shtokman. The most severe icing events reach icing rates of
up to 15 mm/h. Once again, fewer and less severe icing events are predicted at Norne than
at the two other locations. Figures 4.12 and 4.13 show the estimated ice thicknesses, similar
to figures 4.7 and 4.8, reaching levels of 300 - 1000 mm at Skrugard and 700-1500 mm at
Shtokman, depending on the melting rates. Figure 4.14 shows the estimated wave spray flux
to the point during the spray event, reaching maxima of around 2 kg/(m2s), and once again
generally showing higher spray fluxes at Norne and Skrugard than at Shtokman.

In section 5.5, the realism of the assumption that the spray jet starts at the bow level
for larger vessels will be discussed. Figures 4.15 - 4.17 show the same as figures 4.11 - 4.13,
except here the spray jet is assumed to start at the significant wave height Hs. If Hs is
greater than the bow height Hbow, it is assumed the spray starts at the bow height instead.
Icing rates at Skrugard and Shtokman now reach at most 4-6 mm/h, and ice thicknesses
reach up 70-130 mm at Skrugard and 50-100 mm at Shtokman, depending on melting rate.

For comparison with existing algorithms for predicting icing rates, figure 4.18 shows the
icing rate when calculated using the algorithm described by Overland (1990). Notice that
the icing rate is well defined for the entire time period on Shtokman (i.e. no grey areas)
- this is because the wave parameters that are unavailable for these periods are not used
in the Overland algorithm. The algorithm estimates that icing rates at Shtokman will be
drastically higher than at the other two locations, reaching values of over 150 mm/h.
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Figure 4.10: The bow area of the Norne FPSO, with the column used in the icing calculations
framed in red. The column is assumed to be completely exposed in the calculations. Note
that some objects on the deck have been hidden for this illustration, in order to improve
visibility.
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4.2.3 Estimated annual occurences of icing events

Based on the icing rates shown in figures 4.6, 4.11 and 4.15, figures 4.19 - 4.21 show the
estimated annual occurrence rates for different ranges of icing rate amplitudes. Each calcu-
lated icing rate for one set of weather parameters is counted as one occurrence. Since the
hindcast date from Nora10 are given at 3 hour intervals, multiplying the occurrence rates
with a factor 3 would give a rough estimate for the expected number of hours per year with
a particular icing rate.
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Figure 4.19: Estimated annual occurrence rate of wind icing rates for different ranges of
amplitudes, on the locations of Norne, Skrugard and Shtokman, for an exposed point on a
vertical surface 15.7 m above surface level.
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Figure 4.20: Estimated annual occurrence rate of icing rates for different ranges of ampli-
tudes, on the locations of Norne, Skrugard and Shtokman, for an exposed point on a vertical
surface 15.7 m above surface level. Both wave and wind spray is considered, and the icing is
calculated from the thermodynamic icing model.
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Figure 4.21: Estimated annual occurrence rate of icing rates for different ranges of ampli-
tudes, on the locations of Norne, Skrugard and Shtokman, for an exposed point on a vertical
surface 15.7 m above surface level. Both wave and wind spray is considered, and the icing is
calculated from the thermodynamic icing model. The spray jet is assumed to start at height
Hs.
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4.3 Icing rates and comparison to ice thicknesses

reported on AMI

For AMI, icing rates have been estimated on two columns on the ship - the first column is
on the ship’s mast, the second position is in front of the bridge, both columns facing the
bow. The positions of each are estimated from a picture of AMI (figure 4.22), together with
the length of the vessel, reported to be about 41 meters. Both columns are assumed to start
in a height of 4.4 meters above sea level and end 7.4 meters above sea level. The polygon
representation is not used - instead, the differential equations for icing are solved for evenly
spaced points (∆z = 0.5 m) on the column. Figure 4.23 shows the estimated icing rates
calculated from the meteorological measurements of AMI for the period 1976-1984. For the
icing rates on the mast and bridge, the icing rate 1 meter up on the column (i.e. at a height
of 5.4 m) is shown in the figure. In addition, the estimated icing rates using the Overland
(1990) algorithm are shown. The model predicts icing rates of up to 15 mm/h on the mast
and 8 mm/h on the bridge, whereas the Overland algorithm will predict up to 30 mm/h of
icing.

For AMI, some reported icing cases for the period December 1987 - September 1980 are
listed in Eide (1983), along with rough estimates for ice thicknesses. In figure 4.24, the
estimated ice thicknesses calculated from the icing rates in figure 4.23 are plotted along
with the reported ice thicknesses from Eide (1983). Notice that the information about the
reported thicknesses is limited - sometimes, there is information about how the ice thickness
changes for a single icing case (in the figure, this is plotted as a linear increase/decrease),
while other times only a single ice thickness is reported for an icing case. For the latter
cases, only the reported thicknesses are shown in the figure. It is assumed all the ice melts
whenever the air temperature is greater than the freezing point of sea water. Both the ice
thickness on the mast and the ice thickness as predicted from the Overland icing rates will
reach levels far beyond reported icing thicknesses, reaching up to 800 mm and almost 2000
mm respectively. The estimated ice thicknesses on the bridge, reaching levels of up to 120
mm, shows the best correspondence with the observed values.

Figure 4.22: Picture of the weather ship AMI, with the locations of the bridge and the mast
used in the icing calculations.
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4.4 Comparison of icing rates calculated from

meteorological observations and hindcast data

Since we rely on hindcast data to calculate the icing rates at the locations of the Skrugard
and Shtokman fields, it would be interesting to see if there are consistent differences in icing
rates when using hindcast data and when using actual meteorological observations. We
have access to two relevant data sets: Observations on Norne for the period 2000-2012, and
observations on AMI for the period 1976-1984 (which were used to find the icing rates in
figure 4.23). In figure 4.25, the calculated icing rates for Norne when using meteorological
observations and when using hindcast data are plotted for the period 2000-2009. As in figure
4.11, the icing rate is calculated for a point 2 m up on a 10 m vertical exposed column (i.e.
at 15.7 m above the sea surface), and both wave spray and wind spray are considered. When
using meteorological observations, the icing events on Norne are both more severe and much
more frequent. Figure 4.26 shows the calculated icing rate on the front of the bridge of AMI
both when using meteorological observations and hindcast data. Just like in figure 4.23, the
icing rate is plotted for a point 1 m up on the bridge, and both wave spray and wind spray
are considered. Here, the icing events are somewhat more severe when using meteorological
observations, but not significantly more frequent.

In order to further examine the difference between the meteorological observations and
the hindcast data, the frequency of high wind speeds and low temperatures (the two most
important weather parameters for icing) are calculated both for Norne for the period 2000-
2009 and AMI for 1976-1984. Figure 4.27 shows the calculated expected time (in hours/year)
the air temperature will be in certain ranges of sub-zero temperature for both observed and
hindcast data. As mentioned in the figure label, the weather observations at Norne are
taken 33 m above surface level, and the hindcast data estimates the temperature at 2 m
above surface level. Similarly, figure 4.28 shows the calculated expected time (in hours/year)
that the wind speed will be in certain ranges of high (> 20 m/s) wind speeds. As mentioned
in the figure, the hindcast wind speed is estimated at 10 m above surface level. Figures
4.29 and 4.30 show the same for AMI. The height of the observations on AMI is unknown,
although it is certainly lower than for Norne, considering AMI is a much smaller vessel.
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Figure 4.25: Estimated icing rate for Norne at an exposed point on a vertical surface 15.7 m
above surface level, when calculated from meteorological observations and hindcast data.
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Figure 4.26: Estimated icing rate for AMI at 1 m up on the front of the bridge, when
calculated from meteorological observations and hindcast data.
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Figure 4.27: Estimated relative time that the air temperature on Norne will be in certain
ranges of sub-zero temperature, for both meteorological observations and hindcast data.
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Figure 4.28: Estimated relative time that the wind on Norne will be in certain ranges of high
wind speeds, for both meteorological observations and hindcast data.
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Figure 4.29: Estimated relative time that the air temperature on AMI will be in certain
ranges of sub-zero temperature, for both meteorological observations and hindcast data.
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Figure 4.30: Estimated relative time that the wind on AMI will be in certain ranges of high
wind speeds, for both meteorological observations and hindcast data.
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4.5 Total icing on a vessel

Since the model for the icing rate on the entire vessel is far more calculation-intensive than
estimating the icing rate for an exposed reference object/column, this has not been done
for all the available meteorological data. However, in order to illustrate the type of results
one would get from this model, a few examples will be provided in this section. Figure 4.31
shows the estimated icing rate on Geofjord for the case U10 = 20 m/s, Ts = 4◦C, Ta = −5◦C,
Hs = 5 m, α = 20◦ and vs = 0 m/s. In the figure, it is easy to see how the wave spray
(which is the cause of the strongest icing) starts around the bow and is blown onto the ship
at an angle of 20◦. Figure 4.32 shows the icing rate for AMI for the same conditions. In both
cases, icing rates up to 5-6 mm/h are predicted. Notice that the angle α = 20◦ is easy to
spot in both figures, since the spray jet (and thus the strongest icing rates) will travel along
the wind direction.

Figure 4.33 shows the estimated icing rate on the Norne FPSO, when weather parameters
are the same as for the strongest icing case estimated using the hindcast data for Shtokman.
Specifically, the strongest estimated icing case was at 28.01.1981 at 3 pm. The weather
parameters for this case are Ta = −10.9◦C, Hs = 7.7 m, τw = 12.3 s, and U10 = 21.1 m/s.
The vessel is assumed to have heading directly against the wind (α = 0). Only the front
of the vessel is shown, since the bridge will mostly shield the remainder of the ship. The
maximum icing rate on any polygon is about 20 mm/h. The total ice accumulation rate on
the vessel is estimated to be 2.5 kg/s, or 9 tons/hour.

Figure 4.31: Icing rate on the Geofjord vessel for U10 = 20 m/s, Ts = 4◦C, Ta = −5◦C,
Hs = 5 m and α = 20◦.
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Figure 4.32: Icing rate on the AMI vessel for U10 = 20 m/s, Ts = 4◦C, Ta = −5◦C, Hs = 5
m and α = 20◦.

Figure 4.33: Icing rate on Norne for Ta = −10.9◦C, Hs = 7.7 m, τw = 12.3 s, U10 = 21.1 m/s
and α = 0.
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Chapter 5

Discussion

5.1 Icing at Norne, Skrugard and Shtokman

5.1.1 Melting and accumulation of ice

In chapter 4, the accumulated ice thicknesses are generally plotted for two cases. In the first
case, all ice will melt when the air temperature exceeds the freezing point of sea water. In
the second case, the ice is allowed to accumulate through the entire winter, only melting at
the 1st of April. The reason why these two very simple cases has been used to present ice
accumulation is that ice melting has not been investigated in this thesis. The two cases are
designed to present an upper and lower bound on the melting rate, and thus give a lower
and upper bound on the accumulated ice thicknesses (when melting is the only source of
ice removal). If the thicknesses of accumulated ice should be investigated further, a more
sophisticated model for ice melting should be included in the model.

Also, no source of ice removal apart from melting has been considered. In reality, the ice
may be removed by for example the impact of spray water, or manual removal by the crew.
The strain from vessel movements and the ice’s own weight will also limit the ice thickness -
an ice thickness in the order of meters, as shown in some of the graphs of accumulated ice,
is of course unrealistic.

It should also be mentioned that the icing rate in some cases will be negative (the graphs
for icing rate will only show the positive values, since these are considered most interesting).
Physically, this happens when the spray flux is large and the air temperature is close to the
freezing point, so that the total positive heat flux from the wave spray during the spray event
exceeds the sum of all negative heat flux for the entire spray period. In other words, a high
spray flux may contribute to ice melting. The accumulated ice thickness includes negative
icing rates, so this effect is included in the ice thickness results.

5.1.2 Icing purely from wind spray

From figure 4.6, we see that the predicted wind icing for the Skrugard and Shtokman are
approximately the same, and both are much greater than for Norne. Interestingly, we see
from figure 4.9 that there is generally more wind flux on Norne, meaning that the only reason
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why wind icing is predicted to be a larger problem on Skrugard and Shtokman is the higher
frequency of air temperatures below the freezing point. Figure 4.9 also shows that there is
more wind flux on Skrugard than on Shtokman, yet the icing rates are approximately the
same. The reason for this is that frequency of cold days on Shtokman is greater than for
Skrugard. It is interesting that (according to the model) the greater wind fluxes on Skrugard
causes wind icing to be an equally large concern for Skrugard as for Shtokman, even though
conditions at Shtokman are significantly colder.

From figure 4.19, it can be observed that icing events for all ranges of severity will be
far more common on Skrugard and Shtokman than on Norne, and that all the severe icing
events are reserved for these two locations. The most severe icing events seems to occur on
Shtokman.

Figures 4.7 and 4.8 indicate accumulated ice thicknesses of up to an order of 15-30 mm,
purely due to wind icing. The large uncertainties in wind spray concentration functions as
well as the high sensitivity to wind speed (described in section 5.4) means these numbers are
highly uncertain, and the accumulated thicknesses could potentially be much larger.

It should also be noted that the predicted wind icing rates at the three different locations
(two of which are in quite cold regions) over a 50 year period only reaches a maximum of
around 1 mm/h. This is not even close to the icing rates calculated for Ocean Bounty during
a single winter season (up to more than 7 mm/h, see figure 4.1). The reason for this is the
extremely high wind speeds measured at Ocean Bounty, reaching almost U10 = 40 m/s.

5.1.3 Icing from both wind and wave spray

From figure 4.11 and figure 4.20, we see that the model predicts significantly higher icing
rates for parts of the vessel that are exposed to wave spray as well as wind spray, reaching
maxima of over 15 mm/h. Once again, the model predicts significantly higher icing rates
at Shtokman and Skrugard than at Norne. Shtokman appears to have consistently stronger
icing rates than Norne, and the difference between the two is greater than for pure wind
icing. This is not unexpected - the large wave spray fluxes means that the icing will be
thermally limited (i.e. limited by the amount of heat that is transported away from the
surface), which means the colder temperatures at Shtokman will give higher icing rates than
at Skrugard. Predicted ice thicknesses reach levels of 300-1000 mm for Skrugard and 700-
1500 mm for Shtokman (figures 4.12 and 4.13). Of course, there are other factors that will
limit the ice thickness, but the results illustrate the point that air temperatures can be
below freezing temperature for extended periods of time at the locations of Skrugard and
Shtokman, which may give high ice accumulations over time on exposed areas unless ice is
actively removed. Also, from figure 4.14, we see Shtokman still has the least spray flux - it
appears the locations of Norne and Skrugard are more exposed to wind and high waves, the
most important parameters in the flux calculations.

It is mentioned in section 5.5 that certain assumptions in the model for generation of
wave spray, especially the assumption that the spray jet starts at the bow level, are probably
unrealistic for larger vessels. Therefore, an alternative situation where the spray jet starts in
significant wave height is considered, and the resulting icing rates are plotted in figure 4.15.
Although even the highest peaks in icing rates are reduced by this, the main effect appears to
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be to increase the relative difference between cases with high and low icing. This is because
high wind speed and high wave heights are very much correlated. Thus, the cases with high
wind speed, where icing is already high, will have correspondingly high wave heights and
therefore not be as affected by the change in height level for the spray jet as cases with lower
wind speeds/wave heights. Also, as seen in figure 4.21, the most severe icing events now
take place at Skrugard - not unexpected, since Skrugard generally has higher waves than
Shtokman. Accumulated ice thicknesses reach 70-130 mm for Skrugard and 50-100 mm for
Shtokman during the worst periods of icing (figures 4.16 - 4.17).

Figure 4.18 shows the calculated icing rate using the algorithm described in Overland
(1990), and it is clear that this algorithm will predict unrealistically high icing rates for
Shtokman in particular. The predicted icing rates on Skrugard, although high, at least
appear to be limited to 20-30 mm/h.

5.2 Icing on AMI

Since AMI is a much smaller vessel than Norne, the assumptions made in the wave spray
model should have more validity in this case. Calculated icing rates (figure 4.23) reach up to
8 mm/h at the bridge and 15 mm/h at the mast, which is high compared to the estimated
icing rates on Norne, Skrugard and Shtokman. Also notice that the scaling of the icing
rates axes are different for the three cases in this figure. In general, one would expect the
icing rates to be greater for smaller vessels, since they are closer to the sea surface and
therefore experience more spray. Once again, the Overland algorithm will estimate very high
icing rates, although not as extreme as for Shtokman (both surface and air temperatures are
higher at the location of AMI than at Shtokman).

The predicted accumulated ice thicknesses are plotted in figure 4.24, and ice thickness
observations (Eide, 1983) are plotted in the same graphs. Not very much information about
the observations is given in the report - this is why the plot of the observed thickness
appears very incomplete, since no more information than what was given in the report has
been added to the plot. In any case, the ice thickness estimated on the bridge seems to be in
the same ballpark as the reported thicknesses. While no information about where the icing
thickness was measured is available, it is not unreasonable to expect it to be near the bridge,
considering the crew would likely not move about on the deck of the ship during strong
icing conditions. The estimated ice thickness on the mast is much higher than the reported
thicknesses, although expecting 800 mm thick ice on a mast with diameter of about 0.4 m
is rather unrealistic. The estimated ice thicknesses using the icing rates from the Overland
algorithm will strongly overestimate the thicknesses.

5.3 Total icing on a vessel

The available geometric models are generally unsuitable for icing calculations. For Norne in
particular, the geometry has a very fine resolution for objects such as railings and operational
equipment, and a very rough resolution for even surfaces. This means the model will have
very many polygons (and thus be calculation-intensive), but still have a rough resolution for
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the areas where most of the icing will occur. A geometrical model more suitable for icing
calculations would have a finer resolution for the large surfaces, and make simplifications for
rails and equipment.

In figure 4.33, the result for the strongest icing case at the location of Shtokman is
illustrated. The icing rate reaches a maximum of about 20 mm/h, which is fairly consistent
with the estimated icing rate of about 15 mm/h at 2 meters up on the exposed column in
figure 4.11. It may seem odd that there appears to be no icing on the horizontal deck in
front of the bridge. This is actually an artefact of the shielding model. As mentioned in
section 3.4.3, the nodes are projected along droplet trajectories onto the spray jet, and the
height of the nodes in the shielding plane is given by the height of the intersection point with
the spray jet, see equation (3.19). For this geometrical model of Norne, the deck in front
of the bridge actually consists of polygons that are thin and long in the y direction, and
where the nodes are very close to the bow on both sides. Therefore, the projections from all
three nodes of these polygons will hit the spray jet at a low height, and the algorithm will
erroneously position the entire polygon at low height in the spray plane. In this case, this
causes the deck polygons on Norne to be completely shielded by the bulwark, even though
the middle part of the polygons should remain unshielded. This may cause problems in other
cases where single polygons extend far to both the port and starboard side of the vessel, and
the shielding algorithm should be changed to accommodate this.

5.4 Wind spray

5.4.1 Accuracy of wind spray generation function

The droplet concentration functions at the surface described by equations (2.1) and (2.2), on
which the wind spray is based, are reported to have large uncertainties. Jones and Andreas
(2012) mention an uncertainty to a factor of three for the concentration function at low wind
speeds, and the uncertainty for the function at high wind speeds (which is based on an eyeball
match to experimental data) should be no less. In addition comes uncertainty associated
with the decrease of the concentration function with height (equation (2.3)). With such large
uncertainties, it will be impossible to make very accurate predictions of wind spray icing, since
the actual results could be at least a factor three higher or lower than estimated. Also, the
estimated wind spray flux will be very sensitive to wind speed. The concentration function
of water droplets in the air near the surface for high wind speeds (equation (2.2)), increases
with the wind speed to the fourth power. In addition, the increased friction velocity and
significant wave height associated with higher wind speeds means the concentration function
will decrease less rapidly as one moves further from the surface. Since the spray flux to a
given object also increases proportionally to the wind speed, this means the wind spray flux
will increase with the wind speed to at least the fifth power, i.e. a small difference in wind
speed leads to a high difference in wind spray flux. This is especially problematic because
wind speed measurements are somewhat ambiguous, and depend on the length of time the
wind speed was averaged over. The two standard wind speed measurements appear to be
1-minute average and 10-minute average, but Jones and Andreas (2012) do not specifically
state whether the 1-minute or 10-minute averages should be used in the model. According to
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Kathleen F. Jones (personal communication), it would be premature to debate whether the
1-minute average or 10-minute average should be used, due to the spray generation function
for high wind speeds being based on very few measurements. In the present model, both the
hindcast data and the meteorological observations are 10-minute averages for wind speed.

5.4.2 Height dependency of spray concentration function

Another part of the concentration function that should be discussed, is the height dependency
as described in equation (2.3), where

dC(r, z)

dr
=

dC(r, h)

dr

(z
h

)−vg(r)

ku∗fs
.

One might have expected a height dependency that was a function of the height above the
generation height, i.e.

dC(r, z)

dr
= f(z − h),

yet the spray profile becomes a function of the height in proportion to the generation height.
This has some fairly significant consequences, mainly that the spray profile will be very
sensitive to generation height (the upper limit of the source region for the spray droplet
generation). The consequence of halving the generation height h, i.e. from 2 m to 1 m, is
the same as doubling the height above sea level z, i.e. from 10 to 20 meters, or even from
20 to 40 meters. It seems in Jones and Andreas (2012) that the treatment of generation
height is rather simplified, assuming a generation height of 1 m for low winds and 0.5Hs for
high winds. When the spray profile depends so strongly on generation height, it might be
valuable to have a more sophisticated method of finding this height.

5.4.3 Motion and temperature assumptions for wind spray

When including wind spray in the icing model for a complete vessel, we make certain as-
sumptions about the wind spray that require some justification. First, we assume the wind
spray droplets will have an approximately horizontal trajectory. Since the droplets in the
wind spray are small (r < 200µm), the drag force from the wind will be much greater than
the gravitational force, and so the average movement in vertical direction should generally
be insignificant compared to horizontal movement. Second, we assume that the droplets are
small enough to be cooled very quickly (since heat exchange depends on surface area, and
total heat exchange needed to cool the droplet depends on volume). We assume the droplets
will be cooled down to the air temperature, even when the air temperature is far below the
freezing point (i.e. the water will be supercooled). This leads to the question of why the
droplets do not freeze mid-air in the model. One possible justification for this would be a
lack of nucleation sites in the droplets (although they should still contain the salt molecules
and other impurities of sea water). Another possibility is that the assumption is not actually
justified - that for very cold air temperatures, the wind spray droplets will indeed freeze
mid-air, and that very cold temperatures may in fact reduce wind spray icing, since frozen
droplets may not attach to the surface.
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As mentioned, we assume the drag forces on the droplets are much stronger than the
gravitational forces. This unfortunately clashes with the assumption we make about the
movement of wind spray in the complete icing model. When calculating which polygons
the wind spray will hit, and which polygons are shielded from wind spray, the wind spray
is treated like the larger droplets from the wave spray - we make the assumption that the
inertia of the droplets is much greater than the drag force from the wind. In other words,
when the wind collides with an object (and will therefore travel along the object), we assume
all the wind spray collides with the object and none of it travels with the wind around or
along the object. Also, we neglect turbulence in the air, which would make the wind spray
hit polygons that, in the model, it currently does not. For instance, wind spray in the model
can never hit horizontal polygons. This is an inconsistency in the model, where we treat
the wind spray as being simultaneously small droplets (where wind drag is much greater
than gravity) and large droplets (where inertia is much greater than wind drag). The model
would be improved by consistently treating the wind spray as small droplets, and therefore
account for turbulence and the droplets following the wind around objects in the model.
Unfortunately, there was not time to implement such elements in the model.

5.5 Wave spray

The description of wave spray from Lozowski et al. (2000) makes numerous assumptions
about the spray, and the spray jet in particular, that should be commented on. Especially
the assumption that the spray jet starts at deck level or bow level (see equation (2.35)) has
the rather peculiar consequence that the height of the deck has no effect on the amount of
wave spray a ship is exposed to. This is counter-intuitive, as one would think vessels where
the deck is far above the sea surface would be less affected by wave spray. Equation (2.35)
originally comes from Zakrzewski (1987), which deals with wave spray on a medium-sized
fishing vessel. The assumption may be reasonable for a medium sized vessel, where the waves
may hit the vessel fairly close to the deck height, but it is not likely to be reasonable for a
large FPSO. This means one should be very cautious about drawing firm conclusions from
the results of the complete icing model for large vessels. For the wave spray to be properly
included in calculations of icing for large vessels, the underlying assumptions of the spray jet
should be changed to accommodate this.

5.6 Icing calculations

In addition to describing the spray flux and temperature of wave collision spray, Lozowski
et al. (2000) also describe calculations for the icing rate. The decision to use the method of
calculating icing rate as described by Horjen (1990) warrants some justification. The main
difference between the two methods of calculating icing rate, is that Lozowski et al. (2000)
assumes that the total brine content and the total salt content on each grid cell/polygon
will not change for each time step - in other words, all the incoming brine and salt will
either freeze, be entrapped in the ice, or flow to another polygon within the next time step.
The treatment of heat flux is similar - the total heat flux from a polygon will all be spent
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on freezing the surface brine. Unlike Lozowski et al. (2000), Horjen (1990) uses differential
equations to describe surface brine, surface salt content and heat flux - in other words, it
takes into account the fact that a polygon may accumulate brine, salt and heat, and that the
icing and runoff brine will depend on these accumulated values. This is a seemingly more
realistic approach to describing the behaviour of surface brine and icing.

Perhaps the most important reason to use the Horjen (1990) formulation is that the
treatment of runoff brine in Lozowski et al. (2000) is unrealistic. In that article, it is assumed
that all the surface brine on one grid cell will flow down to the grid cell below, within a time
step of one second. This means that the speed at which the surface brine will run down a
component of the ship is strongly dependent on polygon size (or the length of the ∆z steps,
if the polygon model is not used). Hence, the icing rate will be strongly dependent on how
the vessel is partitioned into polygons, since a slower runoff speed for the surface brine means
that the brine has more time to cool down, and the icing rate will increase. The calculations
from Horjen (1990) include an expression for surface brine mean velocity (dependent on the
brine amount on the polygon), and so the results will be largely unaffected by the polygon
partitioning of the vessel.

5.7 Meteorological observations and hindcast data

As described in section 2.2, both recordings of meteorological data (from the FPSO Norne
in the Norwegian Sea and from the weather ship AMI in the Barents Sea) and reanalysis
data (on the locations of the Skrugard/Havis and Shtokman fields) have been used in the
model. Since the icing rates are generally very sensitive to parameters like wind speed or air
temperature, any systematic differences between hindcast and observed values may strongly
influence the icing rates. This is especially true for wind generated spray, which has a very
strong dependency on wind speed, as described in section 5.4. Any consistent difference
in the frequency of cases with very high wind speeds and sub-zero temperatures between
the estimated and measured weather data will therefore give significant differences in the
frequency and severity of cases with strong icing.

The calculated icing rates when using observed data and hindcast data is shown in figures
4.25 and 4.26 for Norne and AMI respectively. In addition, histograms over the frequency
of high wind speeds and low temperatures are provided in figures 4.27 - 4.30. One may
immediately notice that the icing rates are generally lower when using the hindcast data,
yet for Norne the hindcast data also gives far fewer icing cases, an effect that does not
appear to be the case to the same extent for AMI. The reason for this is strongly suggested
in the histograms - for Norne, sub-freezing temperatures appear much more seldom when
using the hindcast data, and thus reducing the number of icing cases, while for AMI the
frequency of low temperatures seems very close for observed and hindcast data. For the
wind speed, the situation is opposite - here, hindcast data gives far fewer occurrences of
high wind speeds for AMI, while actually giving somewhat more occurrences for Norne.
It should not be unexpected to see consistent differences between observed and hindcast
data, simply because the height at which the wind speed and temperatures are measured
are not the same as the heights the hindcast variables are estimated for. This is especially
true for Norne, where measurements are performed at a height of 33 m, whereas Nora10
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estimates the wind speed at 10 m above the surface and the air temperature at 2 m above
the surface. Considering this, it is not surprising that temperature observations on Norne
are consistently below the hindcast temperatures - it is more surprising, however, that the
hindcast wind speeds seem slightly higher than the observed wind speeds, when one would
expect them to be lower. For the smaller vessel AMI, the measurements are made closer
to the surface (although the exact height where the measurements are made is unknown).
Thus, it is not surprising to see more correspondence in observed and hindcast temperatures
for AMI. The fact that observed wind speeds are consistently higher than hindcast wind
speeds is more peculiar.

Also, it might seem odd that the icing rates for AMI when using hindcast data seem fairly
close to the icing rates when using meteorological observations, considering the observations
have a much higher rate of high wind speeds. It is possible that, for the small AMI vessel,
the spray fluxes are large enough so that the icing rate is mainly limited by the amount of
heat transported away from the surface. Since the heat flux is much less sensitive to wind
speed than the spray flux, this may be the cause of the apparent low sensitivity to wind
speed.

5.8 Complete model

5.8.1 Inclined and horizontal geometries

Equation (3.25) in section 3.4.5 warrants some justification. The equation assumes that,
when transforming the expression for brine velocity for vertical components to be used for
inclined components, the acceleration due to gravity may simply be replaced by its compo-
nent along the polygon surface. This is a strong simplification, especially since the flow of
the fluid is also affected by the component of gravity normal to the surface, which increases
as θ decreases. It is therefore likely that a better expression for the brine velocity on inclined
components could be derived, but this is beyond the scope of this text. At the very least,
equation (3.25) will decrease towards 0 when θ → 0, which is expected behaviour.

The lower limit enforced for brine velocity for horizontal or nearly horizontal components
in equation (3.26) also warrants explanation, especially since Horjen (1990) provides expres-
sions for brine movement on horizontal plates, based on the force from incoming spray and
wind acting on the plate. The reason why these expressions are ignored is two-fold: First
of all, if the model should deal with horizontal runoff as well as vertical, this means the
algorithm explained in section 3.4.4 would be necessary to run for each new weather case,
since it would be dependent on wind direction. If the force from incoming spray and wind
also should be applied to inclined polygons, the runoff model would also become vastly more
complicated. Second, there is no such thing as a purely horizontal geometry on a vessel, at
least not in rough weather conditions where icing is most of a concern. There will always
be some movement and some roll/pitch on the vessel, meaning there will always be gravita-
tional runoff even from polygons that would be horizontal in perfectly calm waters. For these
reasons, the model will only concern itself with gravitationally driven runoff, and enforce a
lower limit on brine velocity even on horizontal polygons. The lower limit of 0.2 for sin θ,
which gives a θ ≈ 11.5◦, may be somewhat high, especially for large vessels.
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It should also be commented that the ‘excess’ runoff on horizontal or nearly horizontal
polygons, i.e. the brine that runs off the polygon due to the enforced lower limit, is not
received by any other polygons, and will therefore simply disappear from the system. This
is mostly because it would be very difficult to implement this excess runoff in the model
(one would either have to include the vessel motions in the equations, or one would have to
assume the runoff would spread to all surrounding polygons evenly), but can also be justified
by pointing out that some brine will constantly run off the vessel. Making brine disappear
off horizontal polygons may not be the best way to model this, but at least one avoids the
somewhat unrealistic situation that all brine on the ship will either freeze or stay on the
ship.

5.8.2 Application of the model on different platform shapes

The generation of wave spray as described in Lozowski et al. (2000) only applies to ships. It
is unknown how spray due to wave collisions can be modelled on other types of structures
(e.g. a TLP, SPAR, semi-sub or buoy shaped floating platforms), or if it even contributes
significantly to icing. It is possible that the areas of a platform that would be exposed to
wave collision spray would have too much incoming spray for any icing to occur. Icing due
to wind spray, however, can easily be applied to platforms using the present model - either
by calculating the icing on a reference object on the platform, or even using the complete
model (including shielding) to calculate wind spray icing on the entire platform, although
this would be subject to the weaknesses of wind spray shielding as described in section 5.4.
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Chapter 6

Conclusion and further work

A computer model for calculating icing on marine vessels and structures has been imple-
mented and tested. The model is based on the description of wind generated sea spray from
Jones and Andreas (2012), and the description of sea spray generated by wave-vessel colli-
sions from Lozowski et al. (2000). The icing rates are calculated using equations described
in Horjen (1990). The model may calculate icing rates on individual objects or points on the
vessel/structure, or it may calculate icing rates on the entire vessel by using a polygon-based
geometrical model. For these calculations, methods of including brine runoff as well as spray
shielding have been developed and implemented.

The model has been applied to hindcast data for the locations of the Norne, Skrugard
and Shtokman fields. The results indicate that icing is both much more frequent and much
more severe at Skrugard and Shtokman than at Norne. The icing rates at Skrugard are
estimated to be slightly lower than at Shtokman. It is also found that the use of hindcast
data may underestimate the icing rates.

In order to improve the model in the future, the description of wave collision spray
should be changed in order to be relevant for larger production vessels. If the model should
be applied to offshore platforms, a description for wave collision spray relevant for platforms
must be formulated. In order to accomplish this, experimental measurements of spray flux
will be important. Judging from figure 4.14, where the spray flux is predicted to be greatest
at Norne, these measurements may just as well be performed in the Norwegian Sea. For
the wind generated spray, effects like turbulence and the spray droplets following the wind
around objects should be included in the model. There are also large uncertainties in the wind
spray concentration functions, especially for high wind speeds. Hopefully, more experimental
measurements for wind spray during high wind speeds will reduce these uncertainties in the
future.
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