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Abstract

This thesis consists of five scientific papers in the field of condensed matter
physics. In all papers we employ large scale Monte Carlo simulations to investi-
gate quantum critical behavior in systems coupled to an environment. Special
attention is paid to possible anisotropies between spatial fluctuations and fluc-
tuations in imaginary time. Implications of the results to the loop current
theory of cuprates are discussed.
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Preface

This thesis is submitted by the author as part of the requirements for the degree
Philosophiae Doctor at the Norwegian University of Science and Technology
(NTNU). It is the conclusion of three years of work, in which the equivalent of
half a year of full-time study is devoted to coursework.

All papers are co-authored by Iver Bakken Sperstad and Asle Sudbø. The work
has been performed at the Norwegian University of Science and Technology.
My supervisor has been Professor Asle Sudbø. All papers have required many
CPU hours at the supercomputing facilities at University of Tromsø (Stallo).

The thesis is organized as follows: In Chapter 1 I give a brief introduction to the
research field and motivate the study of dissipative quantum phase transitions.
Chapter 2 provides some important theoretical concepts related to both classical
and quantum phase transitions. In Chapter 3 a selection of “simple”models are
introduced. These models enter as“building blocks”in the more involved models
considered in the research papers. Chapter 4 covers Monte Carlo techniques
including several algorithms and some post processing techniques. Chapter 5
touches upon some the results of the papers. The topics presented here are
chosen to answer some of the questions raised in Chapter 1 as well as simply
reflecting the author’s subjective idea of what is the most interesting physics.
In Chapter 6 we make a few concluding remarks.

The introductory chapters are not intended to be self-contained or in any sense
a substitute for textbooks. They should rather be viewed as a brief recapit-
ulation for the already experienced theoretical physicist. As a consequence,
many quantities and concepts are used and referred to without introduction or
explanation.

Natural units are used when suitable.
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Chapter 1

Introduction

Sane sicut lux se ipsam et tenebras manifestat, sic veritas norma sui
et falsi est.1

Spinoza, Ethics (1677), Proposition 43

Superconductivity, the ability of a material to sustain a dissipationless current,
was first discovered by Heike Kammerlingh-Onnes in 1911[1] as a new startling
phase of ultracold mercury. In 1957, Bardeen, Cooper and Schrieffer (BCS)[2]
succeeded in formulating a theory for the underlaying mechanisms of this new
phase of matter. The microscopic theory explains superconductivity in terms
of pairing of itinerant electrons into so-called Cooper pairs. The pairing comes
from an effective attractive force between electrons mediated by phonons.
Until 1986, the highest superconductor transition temperature was 23.2K for
Nb3Ge[3]. Then Bednorz and Müller found a ceramic compound that became
superconducting at approximately 30 K[4]. For this work they were awarded
the Nobel prize already the following year. The relatively high Tc made it
clear that the standard BCS theory might have serious shortcomings when
it comes to explaining this new class of materials. Still now, almost thirty
years after the discovery of high-temperature superconductivity, the underlying
mechanisms of the phenomenon remain elusive. In contrast to the BCS theory
which adequately explains the conventional superconductors, an overall theory
for high-Tc materials is still missing. An important clue to understand the
properties and mechanisms of high-Tc superconductivity is believed to lie in the
structural similarities between different materials and the generic phase diagram
they present.

1.1 The Cuprate Phase Diagram

It appears that high-Tc superconductors are almost exclusively doped ceramic
compounds with properties very different from normal metals. The compounds

1Indeed, just as light defines itself and darkness, so truth sets the standard for itself and
falsity.

1



2 Chapter 1. Introduction

consist of a layered structure of copper-oxygen planes with different “charge-
reservoirs” sandwiched between them[5, 6]. The electronic operative element

Figure 1.1: The crystal structure of the CuO2 sheets in cuprate superconductors.
Copper and oxygen are indicated by red and blue dots, respectively. The
dotted box indicates a specific choice of unit cell.

in the compounds is believed to be the copper-oxygen planes[7, 8], which may
be described as doped Mott-insulators. The doping is controlled by chemical
substitution in the charge reservoirs, thereby one is capable of controlling the
number of free charge carriers in each unit cell. This kind of doping leads to
superconductivity and many other effects. Fig. 1.1 shows the crystal structure
of the CuO2-planes.
In Fig. 1.2 we present a sketch of the phase-diagram which shows the basic
generic features of hole-doped cuprates. On the x-axis we find doping level as
deviation from half-filling and on the y-axis we find the temperature. At perfect
stoichiometry (x = 0) the cuprates are antiferromagnetic (AFM) insulators
up to a Néel-temperature of ∼ 300K[8]. When holes are introduced into the
cuprate plane the Néel-temperature decreases rapidly and the long-range AFM
order is destroyed completely at x ∼ 0.02. A superconducting (SC) state sets
in at x ∼ 0.05 and lasts up to x ∼ 0.25[5]. The doping level that corresponds
to the highest critical temperature Tc is called optimal doping, whereas doping
levels under or above this are called underdoped and overdoped, respectively. As
a generic term, the area outside the superconducting dome is called the normal
state.
The underdoped region at non-zero temperature (the region indicated by II
in Fig. 1.2) is called the pseudogap region. This region holds several unusual
properties that will be discussed in Section 1.3. Above the superconducting
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dome we find the strange metal region. This region (region I in Fig. 1.2) will be
discussed in Section 1.2. At even higher doping levels we find a phase that can
be described by the Fermi liquid formalism (region III). The line separating the
strange metal region and the Fermi liquid region is believed to be a cross-over
line, thus the physical properties changes gradually between these two regions.

Figure 1.2: Schematic phase-diagram of the cuprates showing only the hole doping
side (x > 0). The level of doping x, away from half-filled conduction
band, is given on the abscissa and the temperature on the ordinate. The
pseudogap line T ∗ (shown in red) is conjectured to continue into the
superconducting (SC) state and terminate at T = 0 somewhere near
optimal doping.

1.2 Marginal Fermi Liquid

At intermediate doping, at temperatures above the superconducting dome, one
finds a non-Fermi-liquid region commonly referred to as the strange metal re-
gion because of its unusual properties. The transport properties in this peculiar
region differ from what is predicted from standard Fermi liquid theory (FLT).
One of the most prominent anomalies is the linear resistivity ρ above Tc, sig-
naling a deviant scattering of the charge carriers (FLT predicts ρ ∝ T 2). For
an optimally doped sample this behavior is seen over a temperature range of
several hundred degrees above the transition to superconductivity[9].
The anomalous normal state properties led to the proposition of the marginal
Fermi liquid hypothesis[10]. The basic assumption is that the electrons are
scattering off a particular kind of bosonic fluctuation spectrum where the only
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energy scale is set by the temperature 2

Imχ(q, ω, T ) ∝
{

ω/T , ω � T

const. , T � ω � ωc.
. (1.1)

Here ωc is a cut-off frequency to be specified by experiments, T is temperature,
q is momentum and ω is the frequency. The quasiparticle weight following from
these fluctuations is given by[10] z(ω) = (1 − ∂ΣR/∂ω)−1 ∝ ln |ωc/ω|−1, where
ΣR is the real part of the electron self-energy. The proposed fluctuation spec-
trum causes z(ω) to vanish logarithmically at the Fermi surface. Consequently,
the momentum distribution function, n(k), does not have the step discontinuity
at the Fermi level as expected from FLT. Notably the fluctuation spectrum is
momentum independent, implying spatial locality of the fluctuations.
C. M. Varma and collaborators showed in Ref. [10] that this kind of fluctuation
spectrum suffices to explain all anomalous transport properties of the strange
metal region.

1.3 Pseudogap

In the underdoped region there is a large body of evidence for an unconventional
normal state[11, 12, 13] characterized by the opening of a highly anisotropic ex-
citation gap. That is, below the temperature T ∗ and above the onset of super-
conductivity Tc there are regions in momentum space where gapless excitations
exist and other regions where the excitations are gapped. The regions with gap-
less excitations are centered around the four nodal directions kx = ±ky and the
extent of these Fermi arcs is diminishing with decreasing temperature. This
four-fold symmetry closely resembles the d-wave gap of the superconducting
phase, only in this phase the regions with gapless excitations are confined to
the four nodal points on the Fermi surface.3

The origin of the pseudogap remains elusive and is considered to be one of
the most fundamental problems in contemporary condensed matter physics.
Crudely speaking, two major classes of theoretical models have evolved in or-
der to explain the phenomenon. The first describes a precursor to the super-
conducting phase through the notion of preformed Cooper pairs below the temp-
erature T ∗. This means that there must be some pairing mechanism tending
to give the local pair correlations needed to give rise to superconductivity, but
the system lacks long-range phase coherence. In this way the temperature T ∗

marks the onset of Cooper pairing and Tc marks the onset of phase coher-
ence. The similar symmetries of the superconducting gap and the pseudogap
makes the preformed pair scenario a very attractive theory. However, there are
objections raised to this theory, see Ref. [15] for a discussion regarding this.
Also, recent angle-resolved photoemission spectroscopy (ARPES) experiments
have indicated that the pseudogap may be originating with a phenomenon not
directly related to superconductivity[13, 16].

2χ is the Fourier transform of a correlation function of the bosonic field.
3It should be noted that recent experiments have shown that in the underdoped phase the

momentum dependence of the energy gap deviates from d-wave form[14, 13].
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The second class explains the pseudogap by some sort of ordered phase com-
peting with (or possibly facilitating) the superconducting state.4 This thesis is
motivated by this point of view. Like Varma[22, 18, 21], we will acknowledge
that the topology of the phase diagram is that which is expected around a quan-
tum critical point (QCP)[23]. The temperature T ∗ is known to decrease with
increasing doping level, and T ∗ supposedly reaches zero at a QCP at x = xc
hidden within the superconducting dome. In this way the QCP is the source
of the scale-invariant fluctuations of the marginal Fermi liquid theory (1.1). At
low temperatures a region of Fermi liquid behavior is consequently expected at
x > xc and a region of broken symmetry is expected for x < xc[21].

1.4 The loop current model

In a portfolio of papers Varma and collaborators propose that the pseudogap
region represents a phase which breaks time-reversal symmetry by a sponta-
neous ordering of loop-currents without changing the translational symmetry
of the cuprate lattice[21, 18, 24, 25]. In this way, T ∗ represents a true phase
transition separating the pseudogap region, where the current loops are ordered
into a specific pattern, from the strange metal phase where these loops are fluc-
tuating. In Fig. 1.3 we show the four possible orientations of the current pattern
within each unit cell.
Experimental signatures conforming with the ordering of circulating currents
below T ∗ have been found by several experimental techniques[17, 26, 27, 28,
29, 30]. However, it should immediately be emphasized that others argue that
these signatures may have a quite different origin[31, 32, 33, 34].
The orientations of the current orbitals come about by the four possible permu-
tations of the directions of the horizontal and the vertical currents crossing the
unit cell. It has been derived from a microscopic theory[35] that the Hamilto-
nian describing the finite temperature behavior of such a system is given by a
generalized Ashkin-Teller model[36]. It turned out that the derived Hamiltonian
was a generalization of a model already proposed[24, 18] to describe the loop
currents. In a range of parameters this model may undergo a phase transition
with suppressed specific heat divergence. Since no specific heat singularity has
been observed when crossing T ∗ in any cuprate[11, 15], this is a very important
achievement for a theory describing the pseudogap line as an onset of a hidden
order.
Previous numerical work[37] on the loop current model has been restricted to fi-
nite temperatures where thermal fluctuations dominate the critical behavior. In
this thesis we attempt to study the quantum critical point directly by perform-
ing path integral Monte Carlo simulations on the effective action conjectured
(see below) to describe fluctuating loop currents in the quantum regime. It
has been shown[24] that this action exhibits exactly the form of local quantum

4There are numerous theories for what the nature of this ordered state might be, but no
consensus has been established. Some of the conjectured orders are: Various types of density
waves (d-density-wave, charge- or spin-density-wave) or circulating currents (staggered flux
phases)[17, 18, 19, 20, 21].
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Figure 1.3: A sketch of the proposed orbital current pattern that forms spontaneously
at T ∗ in the cuprate planes. The loops are generated by horizontal and
vertical currents running through the copper sites and closing by direct
hopping between the oxygen sites. The magnetic moments induced by
the loop currents are shown as +/−. The large arrow centered at the
copper site illustrates the pseudospin abstraction the current patterns.

criticality that Eq. (1.1) represents. This calculation hinges on a decoupling of
the partition function into two families of topological defects; spatial vortices
and a novel variant of topological defects, namely, warp defects in the imagi-
nary time[25, 38]. Arguably, the dissipation induced phase transition is driven
solely by warps while the vortices may be considered “inert”. The correlations
at criticality are therefore local in space and power law in time. Defining the
dynamical critical exponent z from the scaling of momentum and frequency at
the quantum critical point, we get ω ∼ qz. Formally, this means that z = ∞.
These results would imply that the phenomenological marginal Fermi liquid
hypothesis, Eq. (1.1), has been derived from a microscopic theory. However,
since the analytical derivation of the fluctuation spectrum from the microscopic
theory is highly nontrivial, it is important to carry out an unbiased numerical
investigation. We now go on to describe the proposed form of the action and
some of its fundamental assumptions.
Each of the four distinct orientations of the circulating currents in Fig. 1.3 may
be associated with a pseudospin which is restricted to the four angular directions
θ ∈ {π/4, 3π/4, 5π/4, 7π/4}. In order to formulate a quantum version of the
theory, a quantum kinetic term and a dissipation term is included to the classical
action[24]. At this point the Ashkin-Teller term, which was essential to generate
a nondivergent specific heat at finite temperature, is neglected because it is no
longer important at T = 0[24]. Also, the restriction on the direction of the
pseudospin is relaxed in such a way that the spin may vary continuously[24, 25].
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The effective action takes the form[24]

S = Skin + SJ + Sdiss, (1.2)

where

Skin =
Kτ

2

∑
x

∫ β

0
dτ

(
∂θx(τ)

∂τ

)2

, (1.3)

SJ = −K
∑
〈x,x′〉

∫ β

0
dτ cos(Δθx,x′(τ)), (1.4)

and

Sdiss =
α

2

∑
〈x,x′〉

∫ β

0
dτ

∫ β

0
dτ ′

(
π

β

)2 (Δθx,x′(τ) − Δθx,x′(τ ′))2

sin2(π/β|τ − τ ′|) . (1.5)

The summation over x goes over all spatial coordinates, and the angular brack-
ets indicate nearest neighbor summation. Δθx,x′(τ) = θx,τ − θx′,τ is the lattice
gradient, defined on the bonds of the numerical lattice. Kτ and K sets the
scale of the quantum kinetic energy and the spatial interactions, respectively.
α quantifies the strength of the dissipation.
The dissipation term reportedly originates with a coupling between the bosonic
currents and fermionic degrees of freedom near the Fermi surface[24]. The form
of the dissipation term is identical to the result of coupling the bond variables
Δθ to infinite oscillator baths, often referred to as the Caldeira-Leggett[39]
model. In Sec. 3.1 we introduce the basic ideas of this model.
The functional form of Eq. (1.2) coincides with the action describing a two-
dimensional array of resistively shunted Josephson junctions[40, 41, 42, 43, 44,
38]. We return to an interpretation of the system in terms of Josephson junc-
tions in Sec. 5.3 and discuss the implications for the loop current scenario in
Sec. 5.3.1.
Additionally, since it is unclear how local quantum criticality in the sense z → ∞
may occur in an extended system, we have studied variants of Eq. (1.2) featuring
different dimensionalities and order parameter symmetries.
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Chapter 2

Phase Transitions

The current chapter aims to provide a brief introduction to the concepts of
critical phenomena. We start by introducing phase transitions occurring at
finite temperature before moving on to discuss quantum phase transitions, i.e.
transitions at zero temperature.

2.1 Classical statistical mechanics and phase transi-
tions

Statistical mechanics provides a link between the microscopic constituents of a
system, like for instance the molecules in a container of gas, and the observ-
able macroscopic properties. Instead of solving the equations of motion for the
enormous number of particles in the container, statistical mechanics treats the
particles probabilistically in such a way that the number of relevant parameters
necessary to describe the system is reduced to only a handful, e.g. temperature,
pressure, and density. In classical statistical mechanics the probability distribu-
tion of the microscopical configurations {Ψ} is given by the Boltzmann weight

pΨ =
1
Z e−βH[Ψ], (2.1)

where H is the Hamiltonian of the system and β ≡ 1/(kBT ). Superficially, the
quantity Z, called the partition function,

Z =
∑
{Ψ}

e−βH[Ψ], (2.2)

enters only as a normalization constant for the Boltzmann distribution. How-
ever, this function plays a central role in statistical mechanics: All informa-
tion about thermodynamic properties of the system may be dug out from Z
by various manipulations. Examples of such quantities are the heat capacity
CV = −kBβ2∂2lnZ/∂β2 and the Helmholtz free energy F = −(1/β)lnZ. Con-
sequently, one can argue that the problem of understanding phase transitions
is a question of calculating partition functions.
In preparation for a discussion of quantum statistical mechanics, we note two
important features of the classical partition function. In a classical system

9
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the kinetic and potential part of H commute, enabling a factorization of the
partition function[45]. The kinetic factor does not drive any critical behavior
since it derives from a product of Gaussian integrals. As a consequence, classical
critical behavior may be formulated as a time-independent theory. The other
point the reader should note at this stage is that the temperature, through the
parameter β, sets the overall energy scale and that each term in the Hamiltonian
is weighted equally.
When the temperature is tuned through a phase transition the system abruptly
changes its behavior. The quantity F provides a simple conceptual picture
of why phase transitions occur in nature. The Helmholtz free energy may be
formulated as

F = U − TS, (2.3)

where U is the internal energy and T and S are temperature and entropy,
respectively. A system will organize itself in such a way as to minimize its free
energy. This minimalization can be done in two ways: When T is small the
second term in Eq. (2.3) have little impact on F , therefore the free energy
is minimized by lowering U . At higher temperature, free energy is minimized
by disordering the system in order to gain entropy. Because it is not possible
to achieve high entropy and low internal energy at the same time, a phase
transition will emerge out of competition between the two quantities.
Broadly speaking, there are basically two ways a phase transition may occur.1

The first kind involves co-existence of two phases which means that the free en-
ergy associated with the phases coincide at the transition point. Phase transi-
tions of this kind is referred to as discontinuous- or first order phase transitions.
Everyday examples are freezing and boiling of water. Second order phase tran-
sitions do not involve co-existence, instead there is a continuous evolution from
one phase to the next. Precisely at the transition point the two phases become
indistinguishable. In the following we will limit the discussion to continuous
transitions.
A second order phase transition can usually be described by the continuous
onset of an order parameter. An order parameter is a quantity that is zero
in the disordered state and non-zero in the ordered phase. The choice of order
parameter is sometimes obvious, like total magnetization in systems undergoing
a phase transition between a paramagnetic and a ferromagnetic state. However,
there are also cases where the choice of order parameter is complicated.2

Due to thermal noise the order parameter will fluctuate around its equilibrium
value. As the critical point is approached the typical spatial length scale ξ, at
which the local order parameter field is correlated, diverges. The divergence is
described by

ξ ∝ |t|−ν , (2.4)

1A noteworthy example of a third kind is the Berezinskii-Kosterlitz-Thouless transition
which we return to in Sec. 3.3.

2In Paper IV, we encounter a peculiar case where there are essential differences between
fluctuations in different directions. The result is that we are unable to construct an order
parameter describing all fluctuations adequately.
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where ν is the critical exponent, and t is the reduced temperature, |t| = |T −
Tc|/Tc, a dimensionless measure of the distance from the critical point. This
divergence is a defining property of critical phenomena and indicates that fluc-
tuations of the order parameter occur on all length scales.3 Consequently, all
observables must exhibit scale invariant power law dependence on external pa-
rameters in the critical regime. The exponents of these power laws enable a
complete characterization of the phase transition.
In Tab. 2.1 we show the various critical exponents needed to fully describe a
system undergoing a second order phase transition. To simplify the discussion
we consider an unspecified order parameter m. In addition to the exponent
ν describing the divergence of the correlation length upon approaching the
critical point, there are several other exponents in use. In total they describe
the dependence of the order parameter and its correlations on the distance from
the critical point and on an external field h conjugate to m.

Table 2.1: The critical exponents describing the behavior of various observables near
a second order phase transition.

Observable Exponent Definition Conditions
Heat capacity α CV ∝ |t|−α t → 0, h = 0
Susceptibility γ χ ∝ |t|−γ t → 0, h = 0
Order parameter β m ∝ |t|β t → 0−, h = 0
Order parameter δ m ∝ |h|1/δ t = 0, h → 0
Correlation length ν ξ ∝ |t|−ν t → 0, h = 0
Correlation function η G(r) ∝ |r|−(d−2+η) t = 0, h = 0

In the mid-1960‘s Widom[47, 48] amongst others suggested that close to critical
temperature the free energy would consist of an analytical part and a singular
part. The singular part, fs can be approximated by the homogeneity relation4

fs(|t|, h) = b−dfs(|t|b1/ν , hbyh). (2.5)

Here, b is an arbitrary scaling factor and yh is the scaling exponent of the
external field h. This homogeneity relation is a formal expression reflecting
the scale invariance of the critical regime. Close to the critical point, the only
relevant length scale in the system is the correlation length. Thus, rescaling all
lengths in the system with a common factor b, and at the same time readjusting
external parameters in such a way that the correlation length retains its original
value, should not affect physical properties.
The exponents α, γ, δ and β may all be extracted from the singular free energy
by taking appropriate differentiations. Since the free energy only contains two
independent scaling exponents, the other critical exponents must be intercon-
nected. The resulting relations between the exponents are called scaling laws
and are given by

α + 2β + γ = 2, (2.6)
3It is necessary to include a microscopic cutoff on the length scale of the fluctuations in

order to explain the anomalous dimension η[46].
4This can be shown to be valid through the framework of the renormalization group.
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and

α + β(δ + 1) = 2. (2.7)

These laws are called Rushbrooke’s and Griffiths’ laws, respectively. In addition,
there are relations involving the exponents of the correlation length and the
correlation function:

2 − α = dν, (2.8)

and,

(2 − η)ν = γ. (2.9)

These two relations are called the hyperscaling relation5 and Fisher’s law, re-
spectively. The hyperscaling relation is the only scaling relation in which the
dimension of the system enters explicitly. This relation is known to be violated
in certain systems[46].
A cornerstone in the theory of critical phenomena is the concept of universality
classes. Very different physical systems may present the same set of critical ex-
ponents at the phase transition. Broadly speaking the classes are characterized,
not by microscopic details, but by global properties like the dimensionality of
the system and the symmetries of the order parameter.
In addition to the critical exponents introduced above we have deliberately
chosen to omit an additional exponent describing the critical slowing down of
a system near a critical point. This exponent is called the dynamical critical
exponent z, and is defined by

ξτ ∝ ξz. (2.10)

At a finite temperature critical point, this exponent describes the diverging
relaxation time towards thermodynamic equilibrium. Since the partition func-
tion separates into a kinetic part and a potential part which may be considered
separately, the dynamical critical exponent does not enter the scaling relations
and may be considered separated from the other exponents.

2.2 Quantum statistical mechanics and quantum phase
transitions

Quantum mechanics will start to affect the system when the energy scale as-
sociated with thermal fluctuations, kBT , is comparable to the typical quantum
energy scale �ωc. When kBT drops below �ωc the character of the fluctuations
driving the phase transition changes from classical to quantum mechanical.
Conversely, thermal fluctuations are dominant if �ωc < kBT . The divergent
time scale briefly mentioned in the last section implies that the relevant fre-
quency of the fluctuations goes to zero like �ωc ∝ |t|νz at a continuous phase

5The hyperscaling relation is sometimes referred to as Josephson’s law.
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transition. For a transition occurring at Tc, this means that quantum mechan-
ics will be unimportant if the distance from the critical point is smaller than
|t| ∝ T

1/νz
c . As long as Tc > 0 the behavior of the system arbitrarily close to the

critical point is therefore always dominated by thermal fluctuations. This does
not mean that quantum mechanics is unimportant at the phase transition. The
very existence of the order parameter may be fundamentally quantum mechan-
ical. Indeed, this is the case for the transition involving liquidification of 4He,
where the order parameter is the macroscopic wavefunction of the Bose-Einstein
condensate. If the critical point occurs at zero temperature as a function of some
other non-thermal external parameter, the regime in which thermal fluctuations
dominates has vanished. Therefore, the behavior is dominated by quantum fluc-
tuations and is referred to as a quantum critical point.
Similarly to the classical case, all relevant observables can be derived from the
partition function. However, the function is modified from (2.2) to

Z =
∑
Ψ

〈Ψ|e−βĤ |Ψ〉 = Tr
{

e−βĤ
}

. (2.11)

The Hamiltonian Ĥ is now treated as an operator, operating on the wavefunc-
tions |Ψ〉 describing the states of the system. Expectation values of operators
are evaluated in the standard fashion

〈O〉 =
1
Z Tr

{
Oe−βĤ

}
. (2.12)

In contrast to the classical formulation, the kinetic and potential terms of a
quantum Hamiltonian generally do not commute. In effect, we are forced to
solve statics and dynamics at the same in order to describe a quantum system.
It is therefore natural that a quantum system requires an order parameter field
that varies in both space and time. The way to proceed further from this obser-
vation is to notice that the density matrix e−βĤ looks exactly like the quantum
mechanical time evolution operator e−iĤt/� if one assigns an imaginary time,
τ = −i�β. With this reinterpretation Z takes the form of a sum of probabil-
ities for the system to evolve from an initial state |Ψ〉, and then return to the
same state after a finite time interval −i�β. The Feynman path integral for-
malism prescribes a practical way of calculating this net transition probability
through a sum over all possible intermediate states between the initial and final
state. We will not spend much time discussing the construction of the path
integral formalism, instead the reader is referred to more extensive literature.
The textbooks [49] and [50] are recommended in that respect.
The starting point of the procedure is to divide the imaginary time interval into
a large number of intermediate time steps called Trotter slices. Formally,

e−βĤ = (e−δτĤ/�)Nτ , (2.13)

where Nτ is an integer indicating the total number of Trotter slices. Thus,
Nτδτ = �β. At each time step a sum over a complete set of states is inserted



14 Chapter 2. Phase Transitions

so that Z is given by6

Z =
∑
n

∑
m1,m2,...,mNτ

〈n|e−iδτĤ |m1〉〈m1| . . . |mNτ 〉〈mNτ |e−iδτĤ |n〉 (2.14)

The quantum partition function now takes the form of a classical partition
function in one higher dimension compared to the original system. However,
the extent of the extra dimension is finite for finite temperatures, β ∝ 1/T < ∞.
In this case the system is a“slab”with infinite spatial extent, but finite temporal
“thickness”. Due to the divergent length scale in the imaginary time direction,
the correlation length ξτ will out-scale the extent of the imaginary time if the
system is tuned sufficiently close to the phase transition. Thus, at any finite
temperature the extra dimension will not affect the critical behavior. The extent
of the imaginary time direction diverges as T → 0, such that the correlation
length, ξτ , is no longer limited by �β. In this case the effective dimensionality
of the system is increased. The crossover from classical criticality to quantum
criticality may therefore be regarded as a dimensional crossover.
From the definition of the divergent length scale in imaginary time, Eq. (2.10),
it is clear that the imaginary time scales as length raised to a power z. The
critical dynamical exponent z is completely decoupled from the other exponents
in classical critical systems, but enters the homogeneity relation and thereby
hyperscaling in quantum systems. As we have seen this originates with the in-
tertwining of thermodynamics and dynamics for a quantum system. For simple
systems, i.e. systems lacking disorder, dissipation or other auxiliary effects the
imaginary time scales just like an additional spatial dimension. In this case
z = 1, which is an indication of space-time isotropy. However, as was first
pointed out by Hertz[51] quantum critical points may in general feature values
of z deviating from unity.
The homogeneity postulate should be augmented from the classical case to take
the extra dimension(s) into account. For the generic case of power law relation
between the divergent lengths in space and time the quantum generalization
reads

fs(t, T, h) = b−(d+z)fs(|t|b1/ν , T bz, hbyh). (2.15)

Now, |t| = |g−gc|/gc indicates a dimensionless non-thermal control parameter in
the system. Compared to the classical case, Eq. (2.5), the present homogeneity
relation shows that the number of effective dimensions have increased from d
to d + z. The critical exponents may be extracted from (2.15) in the same way
as discussed in the context of classical criticality.7

In the context of classical criticality temperature sets the energy scale through
the factor β that couples to the whole Hamiltonian. In a quantum system the
transition occurs as an abrupt alteration of the ground state as a consequence
of competition between different terms in the Hamiltonian. In experiments,
this would correspond to the competition between, e.g. Josephson potential

6For clarity, we let � = 1
7Strictly speaking, the heat capacity exponent α is not well-defined when T = 0.
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and charging energy in Josephson junctions or the exchange potential and the
transverse field in a quantum spin system.
As a last comment on this introduction to quantum criticality, it should be
mentioned that the last pages have discussed conventional quantum criticality.
In this case the correlation lengths in space and time both diverge as power
laws as a function of the distance from the quantum critical point. We have

ξ ∝ |t|−ν and ξτ ∝ |t|−νz. (2.16)

More complicated critical behaviors have been conjectured, for example, there
are systems where the order parameter fluctuations are in some sense local.
Recent theoretical research have studied such systems in the context of heavy
fermion compounds[52, 53]. Another variant of locality is described by activated
dynamical scaling. In this scenario the power law relation between ξ and ξτ is
replaced by ln ξτ ∝ ξψ[54]. Eq. (1.1) also describes a variant of local quantum
fluctuations. The loop current theory therefore prescribes a quantum critical
point which in some sense violates Eq. (2.16).
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Chapter 3

Relevant Models

This chapter gives a short introduction to some basic models that are central
in the subsequent discussion.

3.1 The Caldeira-Leggett model

The Caldeira-Leggett model[39] describes the effect of coupling a quantum sys-
tem to an environment. Although originally introduced to study the effect of
an environment on tunneling rates, it has found widespread applications. The
environment is modeled as a reservoir, or bath, of harmonic oscillators that
couples linearly to some degree freedom of the quantum system. Because of
the interaction between the two subsystems, energy is transferred irreversibly
from the system to the bath, causing dissipation in the system. In general,
dissipation weaken quantum fluctuations and may facilitate states of broken
symmetry.
The Hamiltonian describing such a system may be formulated as1

Ĥ = ĤS + ĤSB + ĤB. (3.1)

The three terms describe the system, the coupling between the system and the
bath, and the bath itself, respectively. Below we present a simple introduction
to the Caldeira-Leggett formalism in the context of a single particle moving in
a position dependent potential.
The Hamiltonian describing only the system, i.e. a particle with coordinate
operator q̂ and mass M moving in a potential V (q̂) is given by

ĤS =
P̂ 2

2M
+ V (q̂), (3.2)

where P̂ is the momentum operator conjugated to position q̂. The bath of
harmonic oscillators is described by

ĤB =
∑
n

(
p̂2
n

2mn
+

1
2
mnω

2
nx̂

2
n

)
, (3.3)

1The introduction of the Caldeira-Leggett framework is based on Refs. [55] and [56].
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where mn, ωn and x̂n represent the oscillator mass, frequency and position
operator, respectively. The coupling between the two subsystems is given by

ĤSB = −q̂
∑
n

cnx̂n + q̂2
∑
n

c2
n

2mnω2
n

. (3.4)

The first term of ĤSB gives a bilinear coupling between the position operator
of the system q̂ and the position operators of the bath x̂n. The second term
compensates for the renormalization of the potential minimum introduced by
the coupling term[39].
The partition function of the complete system can be obtained using the path
integral formalism

Z =
∫

dq

∫
q′(β)=q
q′(0)=q

Dq′
∫

dx
∫
x′(β)=x
x′(0)=x

Dx′e−S[q′,x′], (3.5)

where x = {x1, . . . , xn}. From the construction of the path integral it follows
that periodic boundary conditions must be imposed in the imaginary time di-
rection. S[q,x] is called the Euclidean action and is defined by an integral over
imaginary time τ of the Euclidean Lagrangian LE :

S[q,x] =
∫ β

0
dτLE [q,x] =

∫ β

0
dτ

(
LES [q] + LEB[x] + LESB[q,x]

)
. (3.6)

The three terms in the Euclidean Lagrangian corresponding to the Hamiltonian
Eq. (3.1) read

LES [x] =
M

2
(∂τq)2 + V (q), (3.7)

LEB[x] =
∑
n

(
mn

2
(∂τxn)2 +

1
2
mnω

2
nx

2
n

)
, (3.8)

LESB[q,x] = −q
∑
n

cnxn + q2
∑
n

c2
n

2mnω2
n

. (3.9)

Since the action (3.6) only contains terms that are linear or quadratic in the
oscillator coordinates it is possible to integrate out the bath degrees of freedom
on closed form. After a somewhat lengthy calculation2 one ends up with an
effective action where the influence of the oscillator bath is contained in a non-
local interaction term in imaginary time:

Seff[q] =
∫ β

0
dτ

(
M

2
(∂τq(τ))2 + V (q(τ))

)
(3.10)

+
η

4π

∫ β

0
dτ

∫ β

0
dτ ′

(
π

β

)2 (q(τ) − q(τ ′))2

sin2(πβ |τ − τ ′|) .

By exchanging fluctuations with the oscillator bath the particle can self-interact
through a retarded interaction in imaginary time.

2The complete calculation may be found elsewhere[55, 56].
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Central to the resulting mathematical form of the long-ranged temporal inter-
action is the spectral density of the bath oscillators. This quantity is defined
by

J(ω) =
π

2

∑
n

c2
n

mnωn
δ(ω − ωn). (3.11)

The particular form of the spectral function may be given by direct knowledge
of the bath and its interaction with the system. Often, however, one studies
the classical equations of motion and deduce phenomenologically the required
form of the spectral function needed to invoke a certain variant of dissipative
effects. The above mentioned result (3.10) comes about by using a spectral
function linear in the oscillator frequencies, J(ω) = ηω, which is referred to as
ohmic dissipation. An obvious generalization is to employ a non-linear spectral
density function, i.e. J(ω) = ηωs. Depending on the value of the exponent
s, the dissipation that the spectral density leads to is referred to as sub-ohmic
for 0 < s < 1, ohmic for s = 1 and super-ohmic for s > 1. Most of the work
considered in this thesis is related to ohmic dissipation, however, in Paper V we
consider a model describing a chain of quantum spins with a spectral exponent
s in the super-ohmic regime.

3.2 Ising model

A ferromagnet with only one easy axis of orientation can be modeled by the
Ising model[57]. The Hamiltonian describing this model in the presence of an
external, axially directed magnetic field h is given by

H = −J
∑
〈x,x′〉

σxσx′ − h
∑
x

σx. (3.12)

Here, J sets the interaction strength and the angular brackets indicate sum-
mation over nearest neighbor spins at position x and x′. The spins can take
the values σ = ±1 and are placed on the vertices of a regular cubic lattice.
The Hamiltonian is invariant under the inversion of every spin in the system,
σ → −σ. This discrete symmetry is referred to as a Z2 symmetry.
In d = 1 and with h = 0 the model does not present any phase transition at
finite temperatures. However, in d = 2 Onsager[58] showed that the model
undergoes a second order phase transition at a critical temperature given by
Tc = 2J/ ln(

√
2 + 1). When T > Tc there is no net magnetization

m =
1
V

∑
x

σx = 0, (3.13)

because the available thermal energy is sufficient to disorder the system. V
is the normalization volume of the system. At the critical temperature the
system starts to organize the spins in such a way that the majority is pointing
in the same direction. Thus, for T < Tc the Z2 symmetry of the Hamiltonian
is spontaneously broken.
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3.3 Two-dimensional XY -model

The XY -model allows the spin introduced in the last section to rotate in the
xy-plane. For spins of unit length (|σ| = 1) the Hamiltonian is given by

H = −K
∑
〈x,x′〉

σx · σx′ = −K
∑
〈x,x′〉

cos(θx − θx′). (3.14)

Where θ is the angular direction of spin σ relative to some arbitrary refer-
ence angle. The Hamiltonian is invariant with respect to rotating all spins an
arbitrary angle φ,

θx → θx + φ, (3.15)

which is referred to as a global U(1) symmetry. The Hohenberg-Mermin-Wagner
theorem[59] states that a system at finite temperatures with a continuous sym-
metry can never exhibit long-range order if the dimensionality is less than or
equal to two. Specifically, the two-dimensional XY -model is unable to establish
long-range order at low temperatures because of energetically cheap excitations
above the ground state. These excitations are referred to as spin-waves and
effectively destroy the spins tendency to point in the same direction. Con-
sequently, the total magnetization is zero for all temperatures. Even so, the
model features a phase transition at a critical temperature where the correla-
tion function changes from power-law decay in the low temperature regime to
exponential decay in the high temperature regime.
The transition separating the discorded phase from the quasi-ordered phase
is the Berezinskii-Kosterlitz-Thouless transition[60]. It involves proliferation
of a certain topological defect called vortices. The vortices originate with the
periodic nature of the variables θ and may be identified by performing a loop
integral on the phase gradient surrounding the vortex core,∮

∇θ · dl = 2πq. (3.16)

The sign of the vortex charge, or vorticity, q provides information about the
direction of the curl of the phase field around the vortex core. In Fig. 3.1 we
show a two-dimensional spin configuration with a vortex and an anti-vortex.
The rotation of the phase field is oppositely directed around the two vortex
cores, hence, the total vorticity of the configuration is zero.
The transition separating the two phases may be identified by calculating the
helicity modulus. This quantity is the second derivative of the free energy with
respect to an infinitesimal twist, δ, of the phases in the μ direction. For the
classical model (3.14) the helicity modulus is given by

Υμ =
∂2F

∂δ2

∣∣∣∣
δ=0

=
1
V

〈∑
〈x,x′〉

cos(Δμθx,x′)

〉
− Kβ

V

〈⎡⎣∑
〈x,x′〉

sin(Δμθx,x′)

⎤
⎦

2〉
.

(3.17)
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Figure 3.1: A configuration of two-dimensional spins including two vortices of oppo-
site vorticity.

In the two-dimensional XY model Υμ = 0 defines the disordered state where
vortices are proliferated. Υμ �= 0 on the other hand reflects the finite rigidity
of the quasi-ordered state where vortices are bound.
In higher dimensional generalizations of the model the helicity modulus scales
with the spatial system size L as Υ ∝ L2β/ν−η at the critical point where
the U(1) symmetry is broken. For a two-dimensional XY model the exponent
combination 2β/ν − η = 0 at the critical end-point of the quasi-ordered phase.
In this case the finite size scaling is given by the logarithmic corrections[61],

Υ(L) = Υ(∞)
(

1 +
1
2

1
lnL + C

)
. (3.18)

Here, Υ(∞) is the value of the helicity modulus when L → ∞, and C is an
undetermined constant.

3.4 Clock models

Clock models are models for interacting spins in the same way as the Ising
model and the XY model. The Hamiltonian describing a classical clock model
is often given as

Hp = −J
∑
〈x,x′〉

cos(θx − θx′) − h
∑
x

cos(pθx), (3.19)

where θ is a continuous variable in the primary interval θ ∈ [−π, π〉. J sets the
energy scale for the interactions between nearest neighbor spins. The anisotropy
parameter h quantifies the tendency of the spin to point in certain directions.
At h = ∞ each spin can only point in p discrete angles θ = 2πm/p, where
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m ∈ {1, . . . , p}. In this case the Hamiltonian is invariant under the discrete
transformations θ → θ +2πm/p (cyclic Zp symmetry). The opposite limit, h =
0, reproduces the XY model (3.14). Considering a classical two-dimensional
clock model with h = ∞, both p = 2 and p = 4 are in the Ising universality
class. The intermediate p = 3 corresponds to the three-states Potts model[62].
In both these cases the model can be solved exactly, and is found to present a
phase transition separating a low-temperature phase with broken Zp symmetry
and a high-temperature phase in which this symmetry is restored. For values
of p > p∗, where p∗ is some threshold number of states, the model features
three phases. In addition to the two already mentioned there is an intermediate
quasiliquid phase[63, 64]. The intermediate phase is characterized by power-law
decaying two-point correlation functions and an emergent U(1) symmetry. The
phrase “emergent” refers to the somewhat unusual situation that the symmetry
of the order parameter is not present in the Hamiltonian. We will return to a
variant of this phenomena in Sec. 5.2, where we discuss a quantum dissipative
Z4 clock model.



Chapter 4

Numerical considerations

In Sec. 2.1 we noted that all observables of a statistical mechanical model were
encoded in the partition function. An exact calculation of this function is
normally not feasible due to the enormous number of terms in the summation.
Hence, one is generally forced to resort to approximation schemes. The Monte
Carlo method is likely one of the most widespread and important numerical tools
to study physical systems in all variants and shapes. Instead of performing the
entire sum that makes up the partition function, the basic idea behind Monte
Carlo simulations is to use random numbers to evolve the system from one
configuration to a new state statistically independent from the first. In this way
the random numbers introduces the randomness needed to mimic thermal noise
in thermodynamics or quantum fluctuations in quantum statistical mechanics.
In Sec. 4.1 we consider the celebrated Metropolis algorithm which has been
a central workhorse in statistical physics since its development at the end of
the Second World War. In Sec. 4.2 we consider two related variants of cluster
algorithms. These algorithms enable a simultaneous update of an extended part
of the system, thus reducing the ergodicity time and critical slowing down[65].
Typically, cluster algorithms are tailored to the specific problem at hand. Mod-
els with bond dissipation considered in several variants in Paper I, Paper II,
Paper III and Paper IV may at the present time not be simulated by a cluster
algorithm because no such algorithms have been constructed yet. Thus, we
are confined to utilize local update schemes like the Metropolis algorithm. In
Sec. 4.3 we present the parallel tempering algorithm which enables a reduction
of large autocorrelation times often associated with rugged energy landscapes.
We find this algorithm to be very useful even when restricted to local update
algorithms.

4.1 The Metropolis Algorithm

What we really want when doing computer simulations on a statistical me-
chanical model is to investigate how the system behaves when some external
parameter varies. Each possible configuration of the system is realized accord-
ing to the Boltzmann distribution pψ = (1/Z)e−S[ψ]. The peaked functional
form of this distribution means that only a few important states are dominant
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in the calculation of physically observables. Thus, the strategy of the Metropo-
lis algorithm is to introduce the concept of importance sampling which helps
realizing the few important states more frequently instead of spending time
generating unimportant states.
The basic steps of the algorithm involve creating a sequence of states where
each state evolves into the next according to some transition criteria. Usually
the dynamics is chosen so that the corresponding series of states is a Markov
chain. That is, every state depends solely on the preceding state and no further
history. Two important conditions must be fulfilled by the transition rules. The
first condition is the detailed balance which requires

pψP (ψ → ψ′) = pψ′P (ψ′ → ψ), (4.1)

where P (ψ → ψ′) is the probability for the system to transition from state ψ
to ψ′. This requirement makes the system come to an equilibrium after a finite
number of Markov steps. Additionally, the accessibility assumption must be
fulfilled. The latter requirement demands that any given configuration must
be reachable in a finite number of steps. In this way we assure that we are
sampling from the entire phase space.
We know that a classical thermodynamic system evolves according to the Boltz-
mann probability distribution in which a state ψ appears with probability

pψ =
e−βHψ

Z . (4.2)

If we could mimic this behavior, expectation values of observables could be
approximated by

〈O〉 =
1
N

∑
i

Oi, (4.3)

where Oi are independent measurements of some observable calculated from a
system evolving according to pψ. A major drawback to this procedure is our
lack of knowledge of the partition function which is needed to normalize the
probability distribution function. The Metropolis algorithm handles this in a
very elegant way: It only makes use of the ratio between probability distribu-
tions instead of the distribution itself. In this way the knowledge of Z is no
longer needed.
The Metropolis algorithm, in the language of a classical Ising spin system, can
be summarized as follows

1. When in configuration ψold, choose a spin site x at random. Propose a
spin flip of the variable, σx → −σx, to generate a new configuration ψnew.

2. Calculate the energy change associated with the spin flip. ΔH = Hnew −
Hold.

3. Accept the new state with probability P (ψold − ψnew) = min[1, e−βΔH ].

4. Go to 1.
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In practice we often traverse the lattice sequentially and propose an update
on each lattice point. After going through all points on the grid, we say we
have performed a Monte Carlo sweep. Observables are calculated at regular
intervals throughout the simulation. The simulation is typically programmed
to terminate after a specific number of sweeps on each temperature.

4.2 Cluster algorithms

The degree to which subsequent measurements are correlated with each other
may be quantified through the autocorrelation function

φ(t) =
〈O(t)O(0)〉 − 〈O〉2

〈O2〉 − 〈O〉2 . (4.4)

In a Markov chain the autocorrelation decays like φ(t) ∝ e−t/t̃ with a charac-
teristic timescale t̃ for the decorrelation. The Metropolis algorithm suffers from
an autocorrelation time t̃ diverging as a power of the system size in the critical
regime. Upon approaching a critical point, the sizes of ordered regions grow to
include a vast number of spins. Considering a single site update algorithm it
is clear that in order to flip an entire region a large number of intermediate,
energetically unfavorable, states must be realized. This means that states that
are close in energy, and thereby should be realized with roughly the same prob-
ability, are separated from each other by a “barrier of states” that are much less
likely. To remedy this critical slowing down, one may instead employ cluster
algorithms.
The strength of the cluster algorithms lies in its nonlocal character. A Wolff
cluster algorithm builds up clusters of spins and flip these simultaneously. Be-
cause most updates take place in large regions of aligned spins, the algorithm
is particularly advantageous in the critical regime where fluctuating regions of
order exist on all scales. Below, we present the basic steps of this algorithm[66]
applied on a Ising variant model.

4.2.1 Wolff algorithm

The central point of the Wollf algorithm is the identification of the clusters. For
an Ising model with short-ranged ferromagnetic coupling J the procedure can
be outlined as[66]

1. Randomly choose a random spin site as a cluster seed.

2. Consider all spins that interact with the seed and add them to the cluster
with probability p = 1 − e−2J if they have the same sign as the seed.

3. Now consider all the spins that were added to the cluster and accept their
neighbors with the same probability and sign requirement. This is iterated
until all neighbors of all spins in the cluster have been considered.

4. Flip the cluster.
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When these steps have been completed, a new seed is randomly chosen to
start the generation of a new cluster. Measurements are performed at regular
intervals in the program. The whole process is repeated until the required
accuracy is obtained. A thorough discussion of the Wolff algorithm and its
performance in various coupling limits may be found in Ref. [67].
The Wolff-algorithm may also be extended to the case where the variables are
planar spins that are free to rotate in the xy-plane[68, 66]. In this case a
direction in the plane, n̂, is chosen at random and all spins are projected onto
this. In effect one ends up with an Ising like system and the algorithm outlined
above may be utilized. In this case, flipping the cluster means inverting the
projected component of the spins according to1

σ → σ − 2(σ · n̂)n̂. (4.5)

The bold letters indicate the vector nature of the variables.

4.2.2 Luijten-Blöte algorithm

We discovered in Sec. 3.1 that introducing dissipation to a system by coupling
some degree of freedom in a system to a bath of harmonic oscillators gener-
ated a 1/τ2-interaction in imaginary time. This means that each spin in the
system interacts with a large number of replicas of itself along the imaginary
time direction. Straightforwardly generalizing the Wolff-algorithm outlined in
the previous section to take long-ranged interactions into account may be ac-
complished by exchanging the probability to add a spin with

p(|n − m|) = 1 − e−2J(|n−m|). (4.6)

Here, J(|n − m|) is the distance dependent coupling strength between spins at
positions n and m. In general, interactions (like the dissipation term) decay
more or less rapidly with distance. This means that the coupling strength be-
tween far separated spins is small, implying that the probability of adding a spin
to the cluster is also small. Consequently, a large number of operations must be
performed for each spin that is actually included into the cluster. To remedy
this Luijten and Blöte[69] reformulated the cluster construction by optimizing
the process of identifying the spins that are included. Below, we go through the
basic steps of the Luijten-Blöte algorithm for long-range interacting systems.
The presentation will follow Ref. [70] closely. To simplify the discussion, we
introduce the algorithm in the context of a one-dimensional Ising spin chain
with distance dependent interaction. This is equivalent to a (0+1)-dimensional
quantum system with long range interaction in imaginary time. Later, we re-
turn to a short discussion of the generalizations necessary to take other variable
symmetries into account.
Each cluster construction is initiated by randomly selecting a seed spin in the
system. All other spins are included into the cluster with probability given by
Eq. (4.6) if their spins are parallel to the seed spin. If a spin is included into

1This procedure is also valid if the variables are not rotational symmetric, but are of some
Zn symmetry.
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the cluster an address is associated with it and it is placed on a stack. The
next spin to be included in the cluster is found by considering a cumulative
probability distribution defined by

C(j) =
j∑

n=1

P (n) (4.7)

where,

P (n) =

{
m=n−1∏
m=1

(1 − pm)

}
pn. (4.8)

We have defined origin at the seed spin such that pm denotes the probability
p(|m|). In this way, P (n) is the probability that the first n−1 spins are skipped
and the n’th spin is added to the cluster. From this cumulative probability
distribution we can find the next spin to be added using a random number
r ∈ [0, 1〉. If C(j − 1) < r < C(j), j − 1 spins are skipped and the j’th spin is
added to the cluster if it has the same sign as the seed spin. The next spin to be
included is found in a similar manner, but the requirement that the new spin,
at distance k, must be found at a larger distance ( k > j) than the previous
means that the cumulative probability, Eq. (4.7), should be shifted according
to

Cj(k) =
k∑

n=j+1

Pj(n). (4.9)

Here,

Pj(k) =

⎧⎨
⎩

k−1∏
m=j+1

(1 − pm)

⎫⎬
⎭ pk. (4.10)

By inserting the specific form of the probability pk and expanding, it is straight-
forward to show that this expression simplifies to

Cj(k) = 1 − exp

⎡
⎣−2

k∑
n=j+1

J(n)

⎤
⎦ . (4.11)

This means that the next spin is added in the range [j +1, k] with a probability
that is given by the same expression as the original probability distribution
function, except the coupling value is traded for the sum over all the coupling
values in the specific range. All spins that are actually added to the cluster also
have their address added to the stack. When all spins interacting with the seed
spin have been evaluated, a new spin is read from the stack, and the process is
continued as long as there are spins left on the stack. When the stack is empty
all spins in the cluster are flipped and a new seed spin is chosen to grow the
new cluster.
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The shifted cumulative probability distribution may be constructed from C(j)

Cj(k) =
C(k) − C(j)

1 − C(j)
. (4.12)

In this way, Cj(k) may be tabulated during the initialization of the program.
Hence, finding the distance to the next spin amounts to looking up in a table
rather than repeatedly calculating cumulative probabilities.
The generalization to non-Ising like symmetries is based on a similar projection
as discussed in Sec. 4.2.1. The distances to the next proposed spin is determined
in exactly the same way as for Ising spins. However, the demand that the spins
must point in the same direction must be refined. The projections of the spins
onto a random direction n̂ determine if the proposed spin is included or not.
Also, it must be taken into account that the interactions between the spins are
weaker than assumed in the cumulative probabilities. In practice, a random
number r is generated and the proposed spin is included in the cluster if[68]

r <
1 − e−2J(|n−m|)(σn·n̂)(σm·n̂)

1 − e−2J(|n−m|) . (4.13)

After having completed the generation of the cluster, all spins in the cluster are
mirrored according to (4.5).

4.3 Parallel Tempering

The versatility of the Wolff- and Luijten-Blöte algorithms is seriously limited
by the requirement that there can not be competing interactions in the sys-
tem. That is, all couplings in the system must be of the same sign (either
ferromagnetic or antiferromagnetic). In the presence of interactions combining
antiferromagnetic and ferromagnetic coupling values the algorithm will gener-
ate clusters of roughly the size of the entire system and flip them as a whole.
The effect is extremely large autocorrelation times, although eventually yielding
the correct results. The problem of a combination of coupling types is inherent
in the models we have considered with bond dissipation. Also, the noncom-
pact variables considered in some parts of this thesis makes it difficult to define
projections, a necessary point for the Wolff algorithm and its Luijten-Blöte
extension. Consequently, we are restricted to employ local update algorithms
whenever we consider a bond dissipative model.
The energy-landscape generated by bond dissipation is generally characterized
by high entropic barriers. Simulations using a local update algorithm are there-
fore likely to be seriously slowed down because of the low probability to tunnel
through these barriers. The parallel tempering algorithm (also called replica-
exchange method) is widely employed in this thesis to cope with the presence
of such a dissipation term. Below we explain the algorithm and show why it is
beneficiary to use it.
The parallel tempering algorithm is parallel in the sense that N replicas of the
same system is simulated simultaneously at different coupling strengths. After
a certain number of standard Metropolis sweeps a swap of two systems at two
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neighboring coupling values is proposed and accepted with a certain probability.
In this way, every replica will perform a random walk in coupling space in order
to effectively explore the complex energy landscape: If a copy is to some degree
confined to a metastable state, the algorithm enables the system to escape the
local minimum by wandering to lower coupling values.
The basic steps of the algorithm is outlined in the following. Each of the N
copies is simulated on its own processor at an individual coupling strength
κ. After a specified number of sweeps2 a swap of coupling values is proposed
between two copies operating at neighboring coupling values.
The exchange of coupling values between two realizations of the system is ac-
cepted with a probability that may be found from a simple argument closely
resembling the argument given for transition probabilities in Sec. 4.1, see for
example Ref. [71]. The transition probability between can be expressed as

ΞPT =

{
1 if Δ < 0 ,

e−Δ if Δ ≤ 0.
(4.14)

Where, Δ = κ′
(
S[X; κ′] − S[X′; κ′]

)− κ
(
S[X; κ] − S[X′; κ]

)
. κ is the coupling

parameter varied in the simulations and S is the part of the action that cou-
ples linearly to κ. The state of the ensemble is characterized by the set of
configurations X ∈ {X1, . . . ,XN}.

4.3.1 Selecting coupling values

The performance of the PT algorithm is very sensitive to the distribution of
coupling values. The acceptance ratio of the coupling swaps decreases expo-
nentially with the difference |κ − κ′|. Consequently, the coupling values must
be placed in such a way as to assure a fair overlap between the histogram de-
scribing the distribution of S at coupling κ and the corresponding distribution
at coupling κ′. Otherwise few swaps will be accepted and the performance of
the algorithm will be roughly the same as for the Metropolis algorithm. If the
system undergoes a second order phase transition with divergent heat capacity
further considerations are necessary. It can be shown that the acceptance rate
of the proposed swaps is related to the functional behavior of the inverse of
the heat capacity per spin[71]. Thus, if the heat capacity diverges, the swap
acceptance rate will be forced to zero at the transition coupling. This will in
turn mean that configurations are not free to wander around in coupling space
as the phase transition acts as an effective barrier, separating the weak coupling
from the strong coupling regime. This scenario seriously limits the effectiveness
of the algorithm because metastable configurations can not take advantage of
disordering in the weak coupling regime.
These difficulties can be avoided if the coupling values are assigned with care.
Following Ref. [72] we remedy the vanishing acceptance rate in the critical
regime by demanding a constant acceptance rate across the phase transition.
The weakest coupling is set low enough to effectively disorder the system, and

2Here, we refer to a number of Metropolis sweeps, but the algorithm may be straightfor-
wardly reformulated to e.g. cluster updates.



30 Chapter 4. Numerical considerations

similarly, the strongest coupling should be well inside the ordered phase. All
other coupling values are subject to the iteration scheme outlined below.
The starting point is to demand that the transition probability from a coupling
κn to both its nearest neighbors should be equal

(κn−1 − κn){S(κn−1) − S(κn)} = A, (4.15)

(κn − κn+1){S(κn) − S(κn+1)} = A,

where A is an unknown constant. The next step in the iteration procedure is
given by κn(t + 1) = 1/2[κn(t) + R(κn(t))], where the function R is given by

κn = R(κn) (4.16)

=
1

S(κn−1) − S(κn+1)

{
κn−1S(κn−1) − κn+1S(κn+1) − S(κn)(κn−1 − κn+1)

}
In simulations a pilot simulation is performed in order to distribute the coupling
values in an optimal manner before the production sweeps are initiated.

4.4 Error estimates

To estimate the accuracy of the simulation results we have used the jackknife
method. This error estimation procedure takes the autocorrelation, Eq. (4.4),
between measurements into account by restructuring the data into bins that
may be considered independently[73, 74, 75]. The method is widely used in this
thesis and is therefore schematically introduced here.
The Jackknife method is a way of calculating the standard deviation in a set
of stochastic, though correlated, measurements in a systematic way. Let the
quantity O be measured in a Monte Carlo simulation. Then the Jackknife error
may be calculated by:

• Calculate the expectation value 〈O〉 from the entire dataset, {Oi} where
i ∈ [1, . . . , N ]. N is the total number of measurements.

• Divide the full dataset into M bins. (The size of the bin must be much
larger than the autocorrelation time.)

• Calculate the average 〈O〉m using data from all bins except bin m.

• The error estimate may be calculated by

δ〈O〉 =

√√√√M − 1
M

M∑
m=1

[〈O〉m − 〈O〉]2. (4.17)

4.5 Reweighting

When performing a Monte Carlo simulation we apply one of the discussed al-
gorithms on the system at different coupling values. The raw data from such
simulations can tell us a great deal more than just the behavior of the system
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at the simulated coupling values. Through the concept of reweighting we can
expand the results calculated at a certain coupling value to other nearby val-
ues, and thus extract information about the system at coupling strengths not
simulated.
To illustrate the principle, lets first look at a simple case where we have per-
formed a simulation at a single coupling value κ1. The index i labels the N
measurements of the observable Oi and the action Si.3 The expectation value
of the observable is given by

〈O〉κ1 ≡ 1
Zκ1

∑
{ψ}

Oψe−κ1S(ψ) ≈ 1
N

∑
i

Oi. (4.18)

Consider the observables Oe−(κ−κ1)S and e−(κ−κ1)S , these have expectation
values

〈
Oe−(κ−κ1)S

〉
κ1

=

∑
{ψ}Oψe−(κ−κ1)S(ψ)e−κ1S(ψ)

Zκ1

≈ 1
N

∑
i

Oie−(κ−κ1)Si

(4.19)

and

〈
e−(κ−κ1)S

〉
κ1

=

∑
{ψ} e−(κ−κ1)S(ψ)e−κ1S(ψ)

Zκ1

≈ 1
N

∑
i

e−(κ−κ1)Si . (4.20)

When inspecting the last equality we see that this is nothing else than Zκ/Zκ1 .
Now, combining Equations (4.19) and (4.20) we see that we get an estimate for
O at κ �= κ1,

〈O〉κ =

∑
{ψ}Oψe−κS(ψ)

Zκ ≈
∑

iOie−(κ−κ1)Si∑
i e−(κ−κ1)Si

(4.21)

In other words, we can estimate the quantity O at a coupling κ �= κ1, based
on measurements taken at κ1, given that the difference |κ − κ1| is sufficiently
small.
In this work we have used a more complicated form of reweighting, the Ferrenberg-
Swendsen multiple histogram reweighting [76]. Although the underlying princi-
ples are the same as demonstrated above, the algorithm drastically improves
the quality of estimates by combining data from simulations at several differ-
ent coupling values. The method is quite involved, but fortunately we have
been provided a software package implemented by Kari Rummukainen which
has been used throughout the thesis.

4.6 Finite size scaling and Binder analysis

Sharp phase transitions only take place in the thermodynamic limit, i.e. in
infinitely large systems. It goes without saying that this cannot possibly be

3We are considering only the term of the action which couples linearly to the coupling
parameter varied in the simulations.
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simulated on a computer where there are limitations such as storage capacity
etc. Thereby, we are restricted to work with systems of finite sizes.
Approaching a classical second order phase transition, the correlation length
diverges according to ξ ∝ |t|−ν , but this divergence is halted if the system size
is finite. This means that ξ → L as t → 0. The result is that divergences of ob-
servables appear rounded, discontinuities are smeared out and critical coupling
strengths are shifted. Even though the behavior of the system is severely altered
in the critical regime by these finite size effects, a systematic investigation of
observables as a function of L enables us to extract important information from
the system. By inserting L ∝ |t|−ν in the definitions of the critical exponents
found in Tab. 2.1, we obtain explicit size dependence in the scaling relations.
Specifically, for a finite temperature phase transition we obtain

CV ∝ Lα/ν , (4.22)

and similarly for the order parameter and its susceptibility

m ∝ L−β/ν , (4.23)

χ ∝ Lγ/ν .

Finite size scaling relations like Eqs. (4.22) and 4.23 are of limited use if we do
not know the critical temperature. Because the correlation length is limited by
the system size near Tc the system appears to be ordered at a “pseudocritical”
point T̃ . We have, |T̃−Tc|−ν ∝ ξ = L. This implies that the system is effectively
ordered at T̃ = Tc + const.×L−1/ν . This makes it complicated even to locate
the transition if we do not know the exponent ν in advance.
A well known method to determine the value of the critical coupling is to
calculate the Binder ratio

Q =
〈m4〉
〈m2〉2 , (4.24)

and use this to plot the Binder cumulant g ≡ 1 − Q/3. The Binder cumulant
at criticality is independent of system size (to leading order in L). The crossing
point of g(T ) for different system sizes thus defines the (pseudo)critical point.
So far, we have glossed over the fact that in order to study a T = 0 problem,
we should also take into account the correlation length divergence in imaginary
time. Just like ξ is restricted by the spatial system size L, ξτ is restricted by
the size of the system in the imaginary time direction. Assuming correlation
lengths scaling according to ξτ ∝ ξz, the scaling of the Binder cumulant now
includes two independent scaling variables instead of just one,

Q(L, Lτ ) = G
(

L

ξ
,
Lτ
ξτ

)
. (4.25)

Eq. (4.25) has an important characteristic: There is an optimal choice of tem-
poral size, L∗τ for each spatial system size. For this particular aspect ratio,
the system size reflects the anisotropy of the divergent correlation lengths,
L/L∗τ ∼ ξ/ξτ , and the system appears as isotropic as it possibly can be, the
anisotropic interactions taken into account.
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In Fig. 4.1 we illustrate the necessity that the system sizes must reflect the
anisotropy of the correlation lengths. In the topmost panel, the typical size of
a correlated area (shown in purple) does not have the same aspect ratio as the
system (shown in gray). Consequently, the system may be decomposed into
independently fluctuating “chunks” which decreases the total degree of order.
The lowermost panel shows the case where we have adjusted the system aspect
ratio to fit the shape of the correlated area. In this case, ξ will diverge and be
limited by L simultaneously as ξτ is limited by Lτ . Physically, this means that
the thermodynamic limit (L → ∞) coincides with the quantum limit (T → 0).
A strategy we have employed extensively is to simulate the system at coupling
values surrounding the putative critical coupling for a number of different tem-
poral sizes Lτ for each individual spatial size L.4 L∗τ is extracted by plotting the
Binder cumulant g as a function of Lτ (semi logarithmically) for fixed L and
coupling. L∗τ corresponds to the maximum of the resulting curve, as decreasing
or increasing the Lτ will make the system appear less ordered. Having localized
the points (L∗τ , g∗) we may plot the optimal values of the Binder cumulant, g∗,
as a function of coupling (See panel (b) of Fig. 2 in Paper I). From the scaling
ansatz (4.25) it follows that the value of Q is independent of its arguments at
the critical point. Therefore, an estimate of the critical coupling can be found
from the value to which the crossing point for two subsequent values of L con-
verges for 1/L → 0. Alternative ways of extrapolating to the thermodynamic
limit is mentioned in Paper I and Paper V.
Having found the characteristic Lτ at criticality for each L, the dynamical
critical exponent may be extracted by considering the slope of the lnL∗τ versus
lnL plot. An example of this is shown explicitly in panel (c) of Fig. 2 in Paper I.
Lastly, one may check the self-consistency of the obtained values for the critical
coupling and z by plotting the putative data collapse of the Binder cumulant
as a function of Lτ/Lz.
In the two topmost panels of Fig. 4.2 we show the coupling dependence of the
Binder cumulant g for various system sizes. The data shown are taken from the
finite size analysis of Paper V. The various curves correspond various spatial
system sizes that are increasing from left to right. The left panel corresponds
to a subcritical value of the coupling, while the right panel corresponds to a
supercritical value. In the lowermost left panel the coupling has been adjusted
to the critical value, consequently, there is a vertical alignment of the curves.
In the remaining panel the curves are scaled with Lz in order to align them
horizontally. The net result is a complete collapse of the Binder cumulant
curves onto a universal function.

4In practice, pilot simulations is necessary to obtain a rough estimate of the critical coupling
and to make sure the distribution of Lτ includes the optimal L∗

τ .
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Figure 4.1: In the topmost panel the aspect ratio, or shape, of typical correlated re-
gions (shown in purple) is not similar to the numerical grid(indicated by
the gray region). The system may therefore be decomposed into indepen-
dently fluctuating parts. The lowermost panel corresponds to a scenario
where the aspect ratio of the numerical grid reflects the aspect ratio of
typical correlated regions.
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Figure 4.2: The Binder cumulant g calculated for several system sizes at a specific
parameter set of the model considered in Paper V. In the left panel in
the topmost row the cumulants are calculated at a subcritical coupling
strength and there is consequently a considerable size dependence. In the
right panel in the same row the cumulants are shown at a supercritical
coupling value. The cumulants are vertically aligned at criticality in the
leftmost panel in the bottom row. The collapse of the cumulants in
the right panel in this row validates the scaling ansatz (4.25). For this
particular model we obtain an optimal collapse with a dynamical critical
exponent z = 1.
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Chapter 5

Central results

5.1 The dissipative transverse field Ising model

In Paper I we consider two variants of dissipative transverse field Ising models
at zero temperature. In the absence of dissipative effects the Hamiltonian for
this model reads

Ĥ = −J
∑
〈x,x′〉

σ̂zxσ̂zx′ − Γ
∑
x

σ̂xx (5.1)

The first summation runs over all nearest neighbors on a regular d-dimensional
cubic lattice, the second summation simply traverses all gridpoints. σ̂zx and σ̂xx
are Pauli matrices which represent the quantum mechanical degrees of freedom.
The first term in this Hamiltonian describes the magnetic exchange interaction,
when J > 0 this term facilitates global alignment of the spins along the z-
direction. If this term dominates there are two possible ground states of the
system, either all spins are pointing upwards or all are pointing downwards.
The second term tend to align the spins in the direction of the transverse field
Γ. Hence, this term disturbs the alignment even at zero temperature. If Γ
dominates it enforces a new ground state where the spins are aligned to the
applied field in the x-direction.
At this point we mention an important conceptual difference in the interpre-
tation of the thermally disordered state of a classical system and the quantum
disordered state. The classical (finite temperature) case is disordered due to
spins being randomly perturbed by thermal noise. The quantum disordered
state is a ground state dominated by the traverse field, projected onto the basis
where σ̂z is diagonal, this “looks” like a disordered state (zero magnetization),
but is actually a coherent superposition of the eigenstates σz = ±1[77].
As was discussed in the Sec. 3.1, one may introduce dissipation to a quan-
tum system by coupling some degree of freedom to a bath of harmonic oscil-
lators. The case of a single two-state system coupled to a bath has been well
investigated[78, 79, 80, 50]. In comparison, the spatially extended version of a
dissipative two-state system has, until recently, received relatively little atten-
tion. Werner et al. considered a (1+1)-dimensional system with bosonic baths
coupling locally to each individual spin in Ref. [81]. This amounts to adding

37
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the term[81],

Ĥdiss =
∑
x,n

{
cnσ̂

z
x(a†x,n + ax,n) + ωx,na

†
x,nax,n

}
, (5.2)

to (5.1). Here, a†x,n (ax,n) are creation (annihilation) operators of the harmonic
oscillator n which couples to the Pauli operator at position x. ωx,n and cn
are chosen such that the spectral function is linear (ohmic damping): J(ω) =
4π

∑
n c2

nδ(ω − ωx,n) = 2παω for all ω less than some cutoff frequency. After
formulating the problem on a path integral form and having integrated out the
bosonic degrees of freedom, one ends up with an effective action S = S0 +Sdiss,
where1

S0 = −K
∑
〈x,x′〉

Nτ∑
τ

σx,τσx′,τ − Kτ

∑
x

Nτ∑
τ

σxτσx,τ+1 (5.3)

and

Sdiss =
α

4

∑
x

∑
τ �=τ ′

(
π

Nτ

)2 (σx,τ − σx,τ ′)2

sin2(π/Nτ |τ − τ ′|) . (5.4)

The σ’s now indicate the classical Ising variables {σ = ±1}. The coupling
parameters K and Kτ are related to the exchange interaction J and transverse
field Γ, respectively[82]. Nτ indicates the number of Trotter slices used to
discretize imaginary time.
Werner et al. found[81] that the critical behavior of the system was neither that
of a single dissipative two-state system nor that of a dissipationless system.
To be specific, they found critical behavior involving anisotropy between the
divergence of the correlation lengths in space and imaginary time. In Paper I we
expand on these results by investigating the model in (2+1) dimensions in order
to test the robustness of the results towards variations in the number of spatial
dimensions. We map out the phase diagram of the model in space of spatial
coupling K and dissipation strength α and find that it is qualitatively similar
to that of the corresponding model in one spatial dimension. The dynamical
critical exponent is found to be z ≈ 2 along the transition line in accordance
with Ref. [81].
Considering the action of the dissipative transverse field Ising model in Fourier
space, the quadratic part of the action can be written as

S ∼ (q2 + ω2 + |ω|)σq,ωσ−q,−ω, (5.5)

if one neglects all prefactors. Taking the limit q → 0 and ω → 0, the dissipation
term |ω| will always dominate the dynamic term ω2. By using the scaling rela-
tion ω ∼ qz a balance is achieved between the spatial term and the dissipation
term if z = 2. In this way the dynamical critical exponent is predictable by
“counting powers” of the terms in the bare propagator. The estimate for z is

1The action is presented on discretized form.
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a lowest order approximation, but in our experience this naive scaling estimate
provides a reliable hint of the actual outcome of the simulations.
The action intended to describe orbital loop currents in cuprate superconduc-
tors, Eq. (1.2), prescribes a dissipation term in which the dissipative quantities
are the bond variables rather than the variables themselves. Therefore, we also
consider a dissipation term of this form in order to investigate if this alters
the critical behavior. In particular, we are interested in how it affects spatio-
temporal scaling compared to onsite dissipation. The dissipation term reads

Sdiss =
α

2

∑
〈x,x′〉

∑
τ �=τ ′

(
π

Nτ

)2 (Δσx,x′,τ − Δσx,x′,τ ′)2

sin2(π/Nτ |τ − τ ′|) , (5.6)

where the bond variables are given by Δσx,x′,τ = σx,τ −σx′,τ for nearest neigh-
bor positions x and x′. By use of naive scaling arguments we may predict the
value z = 1 for the dynamical critical exponent. Physically this means that the
bond dissipation term is less efficient in reducing temporal fluctuations com-
pared to the onsite dissipation term. While (5.4) tends to align all spins along
the imaginary time direction, (5.6) only contributes to order the Ising gradi-
ents. The numerical results of Paper I strongly suggests that the naive scaling
estimate z = 1 is indeed realized in the (1 + 1)-dimensional bond dissipative
model.

5.2 The dissipative Z4 clock model

Partially motivated by the four-fold symmetry of the orbital currents introduced
in Sec. 1.3 and partially motivated by the issue of variable compactness pertain-
ing to the physics of resistively shunted Josephson junctions (see Sec. 5.3), we
study two variants of a dissipative Z4 model. The starting point is a set of an-
gular variables {θx,τ} residing on the vertices of a (1+1)-dimensional quadratic
lattice. In order to impose the same four-fold symmetry as found in the or-
bital current theory the variables are parameterized as θ = 2πn/4 with integer
valued n. To investigate if the domain of these variables has any implications
on the behavior of the model we consider both a compact and a noncompact
version of the model. In the compact (C) case the parameterization variable n
is restricted to only four values. θ is therefore always found within the primary
interval. In the noncompact (NC) case there is no such restriction on n, θ is
therefore free to wander outside the primary interval. The action describing the
system is given by

SC,NC = SC,NC
τ + Sx + Sdiss, (5.7)

where the quantum kinetic term for the compact and noncompact case, respec-
tively, is given by

SC
τ = −Kτ

N∑
x

Nτ∑
τ

cos(θx,τ+1 − θx,τ ) (5.8)
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and

SNC
τ =

Kτ

2

N∑
x

Nτ∑
τ

(θx,τ+1 − θx,τ )2. (5.9)

The spatial interaction is given by

Sx = −K

N∑
x

Nτ∑
τ

cos(θx+1,τ − θx,τ ) (5.10)

and the dissipation term is defined according to

Sdiss =
α

2

N∑
x

∑
τ �=τ ′

(
π

Nτ

)2 (Δθx,τ − Δθx,τ ′)2

sin2( π
Nτ

|τ − τ ′|) . (5.11)

The manifest nonperiodic form of the dissipation term implies that this term
must be reformulated in order to simulate the compact model. In addition, the
kinetic term is treated differently in the two variants of the model. A thorough
discussion of the formulation of the model may be found in Paper II and the
Appendix therein.
In Sec. 3.4 we briefly mentioned the appearance of an intermediate critical phase
in classical two-dimensional clock models with Zp symmetry. The appearance of
the intermediate phase found in this class of models depends on p, the number
of discrete angles available to the spin on the unit circle. There are some contro-
versies as to what value of p∗ that separates the three-phase scenario from the
two-phase scenario[83], however, p = 4 is undoubtedly in the Ising universality
class.2 It is therefore interesting that we find an intermediate critical phase in
the quantum dissipative Z4 model.
The critical phase and the phase transitions surrounding it are very similar to
the quasiliquid phase and its adjoining transitions studied in variants of the two-
dimensional classical clock model[84, 85, 64]. However, in order to generate the
intermediate phase in the Z4 model it is crucial to decompactify the variable θ as
we do not observe this phase when the variables are not confined to the primary
interval. By considering the distribution of the complex order parameter

m =
1

NNτ

∑
x,τ

eiθx,τ = |m|eiφ (5.12)

in the complex plane the character of the various phases becomes evident. Con-
sider first the noncompact case, where the variables are defined as θ = 2πn/4,
where n ∈ {0,±1,±2, . . . }. At weak dissipation strength the order parameter is
peaked around the origin, corresponding to a disordered phase. This is shown
in Fig. 5.1(b). Increasing the dissipation eventually drives the system into the
intermediate phase where the order parameter develops a finite value as a finite
size effect, Fig. 5.1(c). The order parameter is, however, free to rotate in the
φ direction. This is the same effective wash-out of the excitation gap reported

2This can readily be shown by a simple transformation of the angular variables[24].
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in discrete Zp models[64]. Since the continuous symmetry of the order param-
eter in this phase is not exhibited by the Hamiltonian, this is an example of
an emergent symmetry. Increasing the dissipation strength even further breaks
the rotational symmetry of the order parameter when long range order is es-
tablished. This can be seen from the order parameter plots as m relaxes into
one of the four directions in the complex plane associated with the underlying
Z4 symmetry. The order parameter distribution corresponding to this phase is
depicted in Fig. 5.1(d).
Contrasting the results of the noncompact dissipative clock model with a com-
pact version of the same model makes it clear that it is imperative to decom-
pactify the variables in order to observe the intermediate critical phase. The
compact model features a single transition line in the phase diagram separating
a disordered (symmetric) phase from a long-ranged ordered (broken Z4 symme-
try) phase. In terms of the distribution of the order parameter in the complex
plane, this phase transition may be described as a redistribution of the order
parameter weight from a Gaussian centered at the origin directly to a four-fold
symmetric distribution. In Fig. 5.2 we show the order parameter distribution
in the complex plane in the two phases.
As a last comment in this section we emphasize that on all phase transitions in
this study, we measured spatio-temporal isotropy, i.e. z = 1.

5.3 Resistively shunted Josephson junction arrays

The quantum phase transition induced by dissipation in a single resistively
shunted Josephson junction was first studied by Bulgadaev[86] and Schmid[87].
Since then this system has been investigated by several authors and by a broad
array of methods including analytical, experimental and numerical work. See
for instance Refs. [88] and [89] and references therein. The junction itself is
made up, for example, of a thin oxide layer separating two superconductors
or a constriction in a single superconductor. The main point is that there is
a well-defined order parameter ψ = |ψ|eiθ on each side of the junction. Due
to “leakage” of the wavefunction from one side of the junction into the other,
the superconducting grains become coupled by a Josephson potential[90]. This
leakage means that Cooper pairs from one of the superconductors may tunnel
through the barrier and enter the second superconductor, thereby probing the
state of the order parameter in the adjacent superconductor. The phase dif-
ference between the two superconductors can be related to a voltage difference
across the junction as well as a supercurrent flowing through the junction[90].
While the Cooper pairs tunnel through the junction, normal electrons may flow
through the shunting resistor and dissipate energy. Modeling the shunt resistors
as a coupling between phase differences across junctions and baths of oscillators,
the oscillators may be integrated out in the same way as discussed in Sec. 3.1.
The result is a self-interaction of the phase gradients along imaginary time.
It is now well-known[91] that the nonperiodic form of the dissipation term im-
plies that the variables should be treated as noncompact. This means that
rather than being defined on the interval θ ∈ [−π, π〉, the variables must be al-
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Figure 5.1: Inspecting the order parameter distribution in the complex plane reveals
a clear distinction between the three phases of the noncompact Z4 model.
The color scale indicates relative density of the distribution.
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(a) A sketch of the two-dimensional lat-
tice with a superconducting grain
residing on each vertex.

(b) The action describes three interac-
tions in the system: The capacitive
coupling to ground, the Josephson
tunnel junction and the shunting
resistors.

Figure 5.3: A two-dimensional system of superconducting grains connected by
Josephson tunnel junctions and shunting resistors.

lowed to take all real values θ ∈ 〈−∞,∞〉[91]. The physical meaning behind this
is that a sudden increment of a bond variable Δθ → Δθ+2π describes a Cooper
pair tunneling event between two neighboring grains. This tunneling will lead
to a voltage imbalance over the barrier, leading to a dissipative, measurable
current through the shunting resistors[91, 92]. Hence, the variables cannot be
defined modulo 2π, since Δθ and Δθ + 2π represent physically distinguishable
states.
Numerical work on dissipative Josephson junctions has mostly focused on a
single junction where the only relevant variable is the phase difference between
the two grains. The first Monte Carlo study of this system was presented in
Ref. [93]. Considerable refined results on the same model were presented at a
later stage in Ref. [88]. The numerical results confirmed the analytical result
that the junction undergoes a superconductor-metal transition at a universal
dissipation strength. This result originates with renormalization group argu-
ments which may be found in Ref. [94].
In Paper IV we investigate a two-dimensional array of dissipative Josephson
junctions. The physical system is made up of a two-dimensional cubic lattice
with a superconducting grain residing at each grid point. Each superconducting
grain is capacitively coupled to ground in addition to being coupled to its nearest
neighbors by a Josephson potential and a shunting resistor. A sketch of such a
system is given in Fig. 5.3.
In comparison with the single junction case we expect the added degrees of free-
dom associated with spatial fluctuations to be highly influential on the system
behavior. This is in line with several papers that conjecture that the spatially
extended junction system hosts (several) new phases[92, 95, 42, 96] in addition
to the metallic and the superconducting phases.
The discretized action describing the array of quantum dissipative Josephson
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Figure 5.4: A schematic phase diagram in K − α space of the system defined by
Eq. (5.13). NOR refers to the metallic normal phase with spatial and
temporal disorder. In the CSC phase there is spatial quasi-long range
order coinciding with temporal disorder. FSC refers to the fully bond-
ordered superconducting phase with localized bond variables along imag-
inary time in addition to spatial stiffness. Refer to the text for further
details. The red dotted line indicates that the limit α = 0 is in principle
ill-defined in this model. The presence of a finite dissipation term is es-
sential for the decompatification of the variables. A hypothetical fourth,
local phase was not observed in the simulations. The presence of such a
phase could potentially facilitate a local quantum phase transition.

junctions reads[41]

S =
Kτ

2

∑
x

Nτ∑
τ

(θx,τ+1 − θx,τ )2 − K
∑
〈x,x′〉

Nτ∑
τ

cos(Δθx,x′,τ ) (5.13)

+
α

2

∑
〈x,x′〉

∑
τ �=τ ′

(
π

Nτ

)2 (Δθx,x′,τ − Δθx,x′,τ ′)2

sin2(π/Nτ |τ − τ ′|) .

The three terms describe the capacitive coupling, the Josephson potential and
the dissipation, respectively. As usual Nτ is the number of Trotter slices used
to discretize the imaginary time and Δθ is the spatial lattice gradient.
By paying special attention to the anisotropy that exists between space and
imaginary time we are able to conclude that the model features (at least) three
distinct phases. In Fig. 5.4 we show a schematic phase diagram of the system
in K − α space. Critical to the understanding of the nature of these phases
is the reformulation of the noncompact variable θ according to θ → θ̃ + 2πk.
The new field θ̃ is compact (defined only on the primary interval [−π, π〉) and
k is an integer-valued field keeping track of which 2π interval the original θ
belonged to. Through this reformulation we may separate between the degrees
of freedom relevant to spatial and temporal fluctuations.
The compact nature of the θ̃-field enables the identification of spatial vortex
excitations within the Trotter slices of the system. These excitations are iden-
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Figure 5.5: A sketch of Δθ(τ) with several instantons and anti-instantons along the
imaginary time direction. The plot along the left edge illustrates the
extended Josephson potential and shows that the tunneling events take
place between minima of the potential.

tified in the same way as the vortices discussed in Sec. 3.3. Onset of spatial
order as measured by the helicity modulus may therefore be attributed to bind-
ing of vortices in the θ̃-field. Additionally, we find that the degrees of freedom
associated with the k-field describe instanton-like excitations in the temporal
direction. Instantons are tunneling events of the bond variables, Δθ, between
minima of the extended Josephson potential. In terms of the k-field, this is a
manifestation of the unbroken translational symmetry Δk → Δk + Λ, where Λ
is an integer.
In Fig. 5.5 we present a cartoon of Δθ(τ) undergoing several tunneling events
corresponding to instantons and anti-instantons. On the left side we indicate
the Josephson potential in order to illustrate that Δθ(τ) is located predomi-
nately in the vicinity of the minima except at the tunneling events.3 Increasing
dissipation will, at some critical value of α, suppress the tunneling events and
trap Δθ(τ) in one of the minima of the Josephson potential. To quantify this
localization transition we use the mean squared displacement (MSD)

W 2
Δθ(Nτ ) =

1
Nτ

〈∑
τ

(Δθτ − Δθ)2
〉

, (5.14)

where Δθ = (1/Nτ )
∑

τ Δθτ . Fig. 5.6 shows a typical configuration of Δθ
as a function of imaginary time in the critical superconducting (CSC) phase.
As indicated in the figure WΔθ is a measure of the characteristic deviation of
Δθ from its mean value along the τ -direction. The localization of Δθ may
be identified as the point where W 2

Δθ abruptly changes its scaling dependence
on Nτ . Such a measure has been considered before[93, 88] in order to ob-
serve metal-superconductor transitions in a single junction. In these papers the
superconducting state was associated with W 2

Δθ = constant while W 2
Δθ scales

with Nτ in the metallic state. In the following, we will let W 2
Δθ = constant

3This is true as long as the Josephson coupling is relatively large.
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Figure 5.6: A plot of Δθ as a function of τ taken from the simulations in Paper IV.
The mean squared displacement W 2

Δθ gives the characteristic squared
deviation of Δθ from its mean value along imaginary time.

define temporal order, and conversely associate temporal disorder with W 2
Δθ di-

verging with Nτ . Spatial order and disorder are identified by Υ �= 0 and Υ = 0,
respectively.
In the phase diagram shown in Fig. 5.4 we find a normal phase (NOR) which
is disordered in both space and time and a fully superconducting phase (FSC)
which is ordered in space and time. Additionally, there is a critical super-
conducting phase (CSC) exhibiting finite helicity modulus and algebraically
decaying spatial correlation functions. The transition between the NOR phase
and the CSC phase is a purely spatial transition in the Berezinskii-Kosterlitz-
Thouless universality class. The helicity modulus jumps discontinuously at the
transition when the vortices in the θ̃-field pair up. Inspecting the scaling be-
havior of W 2

Δθ in the NOR and CSC phases, we find no difference: The CSC
phase is temporally disordered in exactly the same way as the normal phase.
In both phases we find that W 2

Δθ ∝ lnNτ . In this way, the ordering in space
and the ordering in time are not necessarily coinciding.
Because the vortices are already tightly bound in the CSC phase, the transition
from this phase into the fully superconducting phase (FSC) is mainly a temporal
affair. The transition involves a suppression of instanton excitations and thereby
a localization of Δθ into one of the potential minima. The character of the
spatial order changes from quasi-long ranged to long-ranged as the localization
transition couples the Trotter slices together along imaginary time. In this way
the localization in imaginary time also affects the spatial fluctuations in a subtle
way.
The phase transition from NOR to FSC is much more complicated than the
two already considered. It appears to be a variant not previously considered
in the context of superconductor-metal transitions. At the transition there is
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concomitant binding of spatial vortices and a localization of Δθ along imaginary
time upon entering the FSC phase from the NOR phase. The interplay between
spatial point vortices and fluctuations in Δθ determines the character of the
transition, but as thoroughly discussed in Paper IV, it is difficult to construct an
order parameter that takes both spatial and temporal fluctuations into account.
The compact magnetization measure m = (1/V )

∑
x,τ exp[iθx,τ ] is only sensitive

to fluctuations in the θ̃-field and is completely oblivious to the state of the
integer field k. Hence, the magnetization measure is not capable of describing
the localization of Δθ. Without a single order parameter that faithfully includes
all relevant fluctuations the Binder analysis introduced in Sec. 4.6 is not useful.
Consequently, we are unable to define a meaningful dynamical critical exponent
z for this model.

5.3.1 Significance of the noncompactness on the orbital current
model

The main motivation for this thesis is to study a model proposed to describe
fluctuating loop currents in the copper-oxide sheets of cuprate superconductors.
The specific form of the effective action intended to describe the loop-currents,
Eq. (1.2), coincides with the action describing a two-dimensional array of spa-
tially coupled, resistively shunted Josephson junctions (5.13). In this case θ
no longer describes the angular direction of the loop current as indicated in
Fig. 1.3, but gives the state of the order parameter phase at a given grain.
The resemblance between the models leads to a speculation whether the vari-
ables in Eq. (1.2) should be considered noncompact in a similar way as described
in the previous section. The identical nonperiodic dissipation terms in Eq. (1.2)
and Eq. (5.13), suggests to do so. On the other hand, considering θ as a vari-
able parameterizing the angular state of the current loops suggests that a full
rotation of the current pattern, θ → θ + 2π, amounts to an identity operation.
Following this line of thought, it is natural to argue that the variables should
be treated as compact entities.
The results from Paper II, briefly introduced in Sec. 5.2, clearly show that
the question of compactness is important. Defining the variables of the dis-
crete clock model also outside the primary interval introduces a critical phase
in addition to the fully ordered and the disordered phase. Although all phase
transitions in this paper were spatio-temporally symmetric (z = 1) the results
indicate that a decompactification of the variables has the potential of induc-
ing novel physics. Consequently, it is important to compare the behavior of
Eq. (1.2) with both compact and noncompact variables to look for the conjec-
tured local quantum criticality in this model.
In Paper III we consider a compact version of Eq. (1.2) and show, both through
Binder analysis and a direct inspection of correlation functions, that z = 1 at
the only present phase transition line. In other words, the dissipation term
is irrelevant in the renormalization group sense and the system undergoes a
spatio-temporally isotropic transition in the 3D XY universality class. This
result conforms well with naive scaling estimates. More importantly, the result
indicates that the local quantum criticality (z → ∞) predicted for this model[24]
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does not occur with compact variables.
The compact model features two phases, a disordered phase with proliferated
vortex-loops[97] and a phase with spontaneously broken U(1) symmetry. Defin-
ing θ also outside the primary interval like in Sec. 5.3 and in Paper IV we observe
much richer physics. The decompactification introduces instanton-like defects
into the system, these defects may exist unpaired even in the presence of bound
vortices. Increasing the dissipation strength from the CSC phase where this
scenario is realized, the system undergoes a transition involving a localization
of Δθ along imaginary time. Superficially, this might appear as a variant of lo-
cal quantum criticality as it corresponds to a condensation of instantons from a
state where the spatial defects are already tightly bound. This is, however, not
the case. The boundedness of the vortices in the effectively decoupled Trotter
slices corresponds to the strong coupling phase of the 2D XY model. The con-
densation of instantons thus occurs in a background of two-dimensional spatial
spin waves, or in other words, fluctuations with infinite correlation length.
Considering all permutations of the two ordering variants, one could also imag-
ine an additional fourth phase in the noncompact scenario. This phase would
be characterized by having localized Δθ and proliferated vortices. The tran-
sition from the NOR phase into this putative local phase may be regarded as
a purely temporal ordering coinciding with short-ranged spatial correlations.
Due to this locality, such a transition could possibly be interpreted as a local
quantum critical point (“z = ∞”). The most likely position of such a phase is
at large dissipation strength and weak spatial coupling, corresponding to the
lower right corner of Fig. 5.4. The simulations did not show any signs of such
a fourth phase, and it therefore appears that the noncompact model does not
feature local quantum criticality. However, since we are not able to perform a
finite size scaling analysis in this case, this conclusion is not as well founded as
the similar conclusion for the compact model.

5.4 Spin chains with non-ohmic dissipation

The spin-boson model in its most simple form describes a two-state system
coupled to an infinite number of harmonic oscillators. Generalizations of this
model are abundant in various branches of physics. The reader is referred
to Refs. [98] and [80] for more comprehensive introductions to the model. In
Paper V we consider a spatially extended variant of this model where each spin
interacts with its spatial neighbors. Specifically, we consider a one-dimensional
spin chain of length L in which each single spin couples to a private bath of
oscillators with spectral density of the form J(ω) ∝ ωs. The model is also
generalized in the sense that the Z2 symmetry of the Ising spins in the original
formulation of the model is replaced by higher symmetries. More particularly,
we perform a comparative study of an Ising like Z4 symmetry and a U(1)
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Figure 5.7: Dynamical critical exponent z as a function of s for both the Z4 and the
XY symmetry. The naive scaling estimate z0, shown in blue, does not
coincide with the calculated z for non-integer values of s.

symmetry. The discretized action describing the system reads

S = −K
∑
〈x,x′〉

Lτ∑
τ

cos(θx,τ − θx′,τ ) − Kτ

L∑
x

Lτ∑
τ

cos(θx,τ+1 − θx,τ ) (5.15)

−α

2

L∑
x

∑
τ �=τ ′

(
π

Lτ

)1+s cos(θx,τ − θx,τ ′)
sin1+s( π

Lτ
|τ − τ ′|) ,

where the angular brackets indicate a sum over nearest neighbors. We consider
super-ohmic dissipation 1 ≤ s ≤ 2 which has not received much attention in the
literature. By varying the decay exponent s we are able to tune the effective
dimensionality (deff = d + z) of the system and investigate the evolution of the
critical exponents.
With a non-ohmic, onsite dissipation term the naive scaling estimate for the
dynamical critical exponent is given by z0 = 2/s. This results is exact for
systems above the upper critical dimension (deff > 4 = duc ), but deviations
may appear when the effective dimensionality is reduced below duc . In Fig. 5.7
we show the evolution of z as a function of s. The calculated values decay
notably faster than the blue curve which indicates the naive scaling estimate.
As indicated by Fig. 2 in Paper V this discrepancy can not be accounted for
by considering the scaling relation z = z0 − η which is known to be valid in the
s = 1 limit[99]. Instead we find that the evolution of z may be described by the
scaling relation

z = max
{

2 − η

s
, 1
}

. (5.16)
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scaling estimate z′ = (2 − η)/s. The values of η used in the scaling
estimates are the same as reported in Fig. 2 in Paper V. The left panel
correponds to the Z4 model and the right panel to the XY model.

In Fig. 5.8 we show the same data for z as shown in Fig. 5.7, but compared
with the Ansatz (5.16) instead of the naive scaling estimate z0. Although there
might still be some corrections to the finite size scaling, Eq. (5.16) seems to fit
the data quite well.
Two additional features should be noted from Fig. 5.7. Firstly, the values of
z calculated for the two different order parameter symmetries appear identical
within statistical uncertainty.4 Secondly, Fig. 5.7 suggests that z approaches
unity for values s < 2, while naive scaling estimates would predict the dis-
sipation to be irrelevant at s = 2. Although the dissipation term is highly
anisotropic, the result conforms well with a previous analysis of classical mod-
els with isotropic long-ranged interactions on the form 1/r1+s[100]. In this
work it was found that the system presents critical exponents similar to the
corresponding short-range model already when s exceeds a value s∗ = 2 − ηSR.
Here, ηSR denotes the anomalous dimension in the short-range model. In this
way, s∗ separates the basin of attraction corresponding to the fixed point with
dissipation dominated criticality (z �= 1) from the basin of attraction of the
fixed point with Lorentz invariant (z = 1) criticality.
Since ηSR = 0.25 in the limit deff → 2 for both the order parameter symmetries
considered in Paper V, one might expect that s∗ = 1.75. Because of the ex-
ceedingly slow crossover to asymptotic exponent values in the finite size scaling
in this regime, we have not been able to firmly establish the exact value of s∗.

4The similarity between the Z4 symmetry and the U(1) symmetry is also seen in the
evolution of η and the exponent combinations β/ν and γ/ν. In Sec. III E in Paper V we argue
that the similarities between Z4 and U(1) are most likely a coincidence.
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Chapter 6

Final remarks

The basic motivation and starting point of this thesis was to numerically in-
vestigate a model of putative fluctuating loop currents within the copper-oxide
sheets of high-Tc cuprate superconductors. It is claimed that the model features
a local quantum critical point: A phase transition at T = 0 with algebraically
decaying correlation function in imaginary time, coinciding with vanishing spa-
tial correlations. Such correlations are necessary for the loop current scenario
to provide a microscopic foundation for the Marginal Fermi liquid behavior in
the strange metal phase. We have also considered some less involved models to
answer questions related to extended dissipative quantum systems in general.
In all papers in this thesis we introduce dissipation of the Caldeira-Leggett
form to various systems and investigate how this effects the phase structure
and critical properties. The dissipation comes about by coupling single degrees
of freedom in the system to their own private baths of oscillators. One might
argue that in order for the model to describe physical systems, these baths
should also be coupled to each other, either directly, or indirectly via coupling
through other spins. Some have reasoned that such local coupling to a bosonic
bath introduces an intrinsic locality in the system, ultimately implying local
quantum criticality[55]. From the results in this thesis and in Ref. [55], it is
clear that this is not the case. Considering systems with a well defined order
parameter and oscillator baths with ohmic spectral densities, we find that bond
dissipation have a spatio-temporal isotropic (z = 1) transition. Corresponding
systems with site dissipation have a slightly more anisotropic z = 2 transition.
In both cases, however, the spatial correlation length diverges at criticality.
One may also debate whether the Caldeira-Leggett term (1.5) is an adequate
way of describing dissipative effects in the context of loop currents. Starting
from a more fundamental fermionic theory, a dissipation term differing from the
Caldeira-Leggett form has been calculated. In this case dissipation arises from
scattering of a loop-current order parameter off gapless particle-hole excitations
at the Fermi level. The result is a non-local Landau damping kernel of the form
|ω|/|q|[35, 101]. Needless to say, one might expect such a term and (1.5) to
generate physics with essential differences.
The decompactification of the variables considered in Papers II and IV is a far
more violent perturbation of the system than the mere presence of anisotropic
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long ranged interactions. This is reflected by the appearance of a novel critical
phase in both these papers.1 The difference between compact and noncom-
pact variables is particularly pronounced in the (2 + 1)-dimensional version of
Eq. (1.2) with continuous symmetry. In this case completely different order-
ing effects are present when the phases are noncompact (instantons and spatial
point vortices) compared with the more “standard” vortex loop proliferation in
the compact case. As we discuss thoroughly in Paper IV it is not clear how an
order parameter that faithfully describes all fluctuations of the system should
be constructed in this case.2

At the very heart of the Marginal Fermi Liquid theory is the requirement that
the correlations of the fluctuating loop currents at the quantum critical point
should be local in space while algebraically decaying in imaginary time. We
have not been able to directly observe such locality in any simulations on va-
rieties of Eq. (1.2). Although it must be emphasized that due to the lack of
an order parameter we have not performed any quantitative analysis of the
transitions in Paper IV. In this paper we argue that in order for the system
to present a local phase transition in the sense of a condensation of instantons
without a divergent spatial correlation length, an additional local phase should
have be present. However, there are arguments that the transition line sepa-
rating the normal phase from the fully superconducting phase (NOR–FSC line
in Fig. 5.4) presents a novel form of criticality where proliferation of instan-
tons single-handedly drives the transition and space disorders as a “parasitic”
effect[102]. In this way the system may disorder without producing a divergent
spatial correlation length at criticality. The results presented in Paper IV con-
tradicts this scenario in two ways. First of all, the phase transition separating
the fully superconducting phase and the critical superconducting phase involves
only proliferation of instantons. Hence, the unbinding of instantons does not
necessarily affect the binding of spatial vortex defects. Secondly, a direct cal-
culation of the spatial two-point correlation function in close proximity to the
NOR–FSC line indicates that the transition is not local.

1These phases are fundamentally different and arise from from completely different mech-
anisms.

2It is also a possibility that no such order parameter exists.
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The dynamical critical exponent z is a fundamental quantity in characterizing quantum criticality, and it is
well-known that the presence of dissipation in a quantum model has significant impact on the value of z.
Studying quantum Ising spin models using Monte Carlo methods, we estimate the dynamical critical exponent
z and the correlation length exponent � for different forms of dissipation. For a two-dimensional quantum Ising
model with Ohmic site dissipation, we find z�2 as for the corresponding one-dimensional case, whereas for a
one-dimensional quantum Ising model with Ohmic bond dissipation, we obtain the estimate z�1.
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I. INTRODUCTION

Conventionally, quantum criticality can be described by a
quantum-to-classical mapping,1 whereby a d-dimensional
quantum model is represented by a �d+1�-dimensional clas-
sical model in which the extra dimension corresponds to
imaginary time, �. It is well-known since the work of Hertz2

that this temporal dimension and the spatial dimensions do
not necessarily appear on an equal footing. In the presence of
dissipative terms in the action, for instance, long-range inter-
actions are introduced in the imaginary time direction,3,4

making the model behave as if it were �d+z�-dimensional
rather than �d+1�-dimensional. The dynamical critical expo-
nent z can be regarded as a measure of the anisotropy be-
tween the temporal dimension and the spatial dimensions, as
defined by the scaling of the temporal correlation length, ��

��z. Here, ���K−Kc�−� is the spatial correlation length
upon approaching a quantum critical point K=Kc, with K
being some arbitrary �nonthermal� coupling constant. Know-
ing the value of z is therefore of fundamental importance in
the study of quantum phase transitions, especially since this
critical exponent determines the appearance of the quantum
critical regime at finite temperatures above the quantum criti-
cal point.5,6 Such quantum critical points with an accompa-
nying quantum critical region have been suggested to be re-
sponsible, for instance, for the anomalous behavior of the
normal phase of high-Tc cuprate superconductors.

7,8

To illustrate the effect of dissipation on the dynamical
critical exponent, consider first a generic �4-type nondissipa-
tive quantum field theory. The bare inverse propagator can be
obtained from the quadratic part of the action as q2+�2,
meaning that one has isotropic scaling between the spatial
dimensions and the temporal dimension, i.e., z=1. Adding
local Ohmic dissipation by coupling each spin to a bath of
harmonic oscillators,3 the inverse propagator is modified to
q2+�2+ ���. Assuming a phase transition to an ordered state
and taking the limit q→0, �→0, the dissipative term ���
will always dominate over the dynamic term �2, and so, by
using ��qz, we may naively make the prediction z=2. Note
that according to this argument, the dynamical critical expo-
nent for a given action is independent of the spatial dimen-
sionality of the system. We will refer to these scaling argu-
ments as naive scaling, and postpone any discussion of
caveats and other possible scaling choices to Sec. IV.

If one replaces this Ohmic site dissipation with dissipation
that also couples in space and not just in time, this situation
may change significantly. A common form of dissipation in
the context of arrays of resistively shunted Josephson junc-
tions and related models, is the Ohmic dissipation of gradi-
ents, i.e., of the bond variable that is the difference of the
quantum phase between the superconducting elements.9 In
Fourier space, this bond dissipation corresponds to an in-
verse propagator q2+�2+q2���. �See, however, Sec. IV.�
Once again letting q→0, �→0, we can from naive scaling
expect the dissipation to be weaker than in the onsite case
since in this limit q2����q2 for any positive z. A possible
value is therefore z=1, for which the spatial term balances
the dynamic term and dissipation can be considered pertur-
batively irrelevant in renormalization group sense.

Simple arguments of the kind given above have been the
approach most commonly used whenever a dynamical criti-
cal exponent is to be determined. In recent years there has
however been progress toward calculating the corrections to
these lowest-order estimates for z both by field-theoretical
renormalization group methods10–12 and by Monte Carlo
methods.12–15 In addition, there has also been considerable
recent interest in dissipative systems exhibiting more exotic
forms of quantum criticality where the critical exponents are
varying continuously.16–18

The most notable advance from our point of view is, how-
ever, the work by Werner et al.13 justifying numerically the
naive scaling estimate for the Ising spin chain with site dis-
sipation by extensive Monte Carlo simulations. More pre-
cisely, it was found that the dynamical critical exponent was
universal and satisfied z=2−	, with an anomalous scaling
dimension 	�0.015. Apart from Ref. 13, almost no Monte
Carlo simulations have been performed on extended quan-
tum dissipative models. �See, however, Refs. 15 and 19 for
reviews of Monte Carlo simulation for dissipative systems
and quantum phase transitions.� The present work can there-
fore be regarded as a natural extension of the work done by
Werner et al., but more importantly as a first step toward
more complex dissipative quantum models with bond dissi-
pation. For instance, the dissipative XY model with bond
dissipation is very interesting both as a model of granular
superconductors or other systems which may be modeled as
Josephson junction arrays.9 In particular, such a dissipative
XY model20 and related Ashkin-Teller models21,22 have been
proposed to describe quantum critical fluctuations of loop-
current order in cuprate superconductors.
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Finding a value of z is also of considerable interest for
purely classical models that include strongly anisotropic in-
teractions. The reason is simply that performing a finite-size
analysis to find the critical coupling or critical exponents
requires a choice of system sizes that reflects an anisotropy
in the scaling of the correlation lengths. In other words, one
ideally needs to know the relative correlation length expo-
nent �� /�=z a priori for the finite-size analysis to be correct.

In this work, we seek to employ Monte Carlo simulations
of Ising models to answer the following questions: �1� can
we confirm numerically that the dynamical critical exponent
is indeed independent of dimensionality? �Neglecting the as-
sumed small 	� �2� how will the dynamical critical exponent
for Ising variables change if one replaces the site dissipation
with dissipation that also acts in space? The first question
will be addressed in Sec. II, where we study the two-
dimensional �2D� quantum Ising model with site dissipation.
In Sec. III, we turn to the second question by studying a
one-dimensional �1D� quantum Ising chain with bond dissi-
pation in a similar manner. The results will be related to the
naive scaling arguments for z, after which we conclude in
Sec. V.

II. 2D QUANTUM ISING MODEL
WITH SITE DISSIPATION

We first consider a quantum Ising spin model in two spa-
tial dimensions coupled to a bath of harmonic oscillators,3

i.e., a higher-dimensional version of the model considered in
Ref. 13. In Fourier space, the quadratic part of the action for
this model can be written as

S = �
q

�
�
�K̃q2 + K̃��

2 +



2
���	�q,��−q,−�, �1�

where � is the Ising field. The discretized real space repre-
sentation on a L�L�L�-lattice then reads

S = − K�
x=1

L

�
y=1

L

�
�=1

L�


�x,y,��x+1,y,� + �x,y,��x,y+1,��

− K��
x=1

L

�
y=1

L

�
�=1

L�

�x,y,��x,y,�+1

+



4�
x=1

L

�
y=1

L

�
����

L� � 

L�
	2 ��x,y,� − �x,y,���

2

sin2�/L��� − ����
. �2�

We have assumed a spatially isotropic system, so that Kx
=Ky=K. Periodic boundary conditions are implicit in the
imaginary time direction and are also applied for the spatial
directions. Note that our representation is equivalent to that
of Ref. 13, although superficially appearing slightly different.

We could, as Werner et al., take a quantum Ising model in
a transverse magnetic field as a starting point, and the field
would then give rise to the quantum dynamics of the spins as
represented by the second line in the action in Eq. �2�. How-
ever, in this work we are not interested in the effect of a
transverse field per se, and will therefore treat the dynamic
term as a phenomenological term of unspecified origin. �See,

however, Sec. IV�. In the following, we will fix the value of
the dynamic coupling of the Ising field to
K�=−1 /2 ln�tanh 1��0.1362 and vary the spatial coupling
K. For the �1+1�-dimensional model,13 this choice ensures
that Kc=1 for 
=0, whereas in the d=2 case it is chosen
primarily for computational convenience, and to allow for
direct comparison with the d=1 case. For the Monte Carlo
simulations, we have used an extension of the Wolff cluster
algorithm23 by Luijten and Blöte,24 which very effectively
treats the long-range interaction in the imaginary time direc-
tion. We have mainly used an implementation of the
Mersenne Twister25 random number generator �RNG�, but
also confirmed that other RNGs yielded consistent result. We
also make use of Ferrenberg-Swendsen26 reweighting tech-
niques which enable us to vary K continuously after the
simulations have been performed.

We will first present the phase diagram for this model in
the 
-K plane, as shown in Fig. 1. The phase diagram for the
�2+1�-dimensional model is very similar to that for its
�1+1�-dimensional counterpart, with a disorder-order phase
transition for increasing dissipation and/or spatial coupling.
Along the 
-axis, a temporally ordered state is reached at

=
c through a purely dissipative phase transition when K
=0, in which case the model is simply a collection of decou-
pled �0+1�-dimensional dissipative two-level systems. The
long-range interaction in the temporal chains decays as
1 / ��i−� j�2, accordingly, the phase transition is of a kind
closely related to the Kosterlitz-Thouless transition,27 in
which the ordered phase consists of tightly bound kinks and
antikinks.

With the same temporal coupling values as for the d=1
case, we can with relative ease determine the critical dissi-
pation strength 
c for the independent subsystems, see the
result stated in Ref. 13.

We have chosen a somewhat more quantitative approach
to determine the dynamical critical exponent z than the one
given in the presentation of Werner et al., so we will use the
exposition of our results to detail the method. This method is
essentially the same as the one applied by the authors of
Refs. 28 and 29 for spin glasses in a transverse field, but as it
is rather scantily described in the literature, we include it
here for completeness.

The basis of our approach is as follows. For systems with
isotropic scaling, a well-known method to determine the
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FIG. 1. Phase diagram for the 2D quantum Ising model with site
dissipation for K�=−1 /2 ln�tanh 1�. The ordered phase is found for
large values of spatial coupling K and dissipation strength 
.
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value of the critical coupling is to calculate the Binder ratio

Q =
�m4
�m22

, �3�

and use this to plot the Binder cumulant g�1−Q /3 as a
function of coupling for several �e.g., cubic, in the
�2+1�-dimensional case� system sizes. The Binder cumulant
at the critical coupling is independent of system size �to lead-
ing order in L�, and the crossing point of g�K� for two dif-
ferent system sizes thus defines the �pseudo�critical point.

However, this finite-size scaling approach breaks down
when the system size scales anisotropically. In this case, the
scaling at criticality is given as a function with two indepen-
dent scaling variables instead of just one,

Q�L,L�� = G�L

�
,
L�

��
	 , �4�

and anisotropic systems according to L��Lz are the appro-
priate choice instead of cubic systems. Hence, given the
value of z, one should also observe data collapse as a func-
tion of L� /Lz for the Binder cumulant curves at the critical
point.

In order to find z self-consistently, we consider first the
Binder cumulant as a function of L� for given 
, K and L.
For very small L�, the system appears effectively two-
dimensional, and consequently the increased influence of
fluctuations makes this system more disordered than the cor-
responding three-dimensional system. In the opposite limit
of L�→� the system appears effectively one-dimensional,
and with L���� the system is again disordered. As g is a
measure of the degree of order in the system, g→0 in both
the above limits, and accordingly g must have a maximum
for some finite value L�=L�

�. One way of interpreting L�
� is as

the temporal size for which the system appears as isotropic
as it possibly can be �or optimally three-dimensional�, the
anisotropic interactions taken into account.

The details of our procedure are as follows. First, we
sample the Binder ratio as a function of coupling K for a
large number of system sizes. For each value of L, we choose
at least 14 values of L� close to the presumed peak position
L�

� for the extent of the imaginary time dimension. The pro-
cedure for estimating z then follows in three steps. For each
K, curves of the Binder cumulant g for all L are plotted as a
function of L�, corresponding to the plot shown in panel �a�
of Fig. 2. Second, a fourth order polynomial fit is made to
these curves, localizing the points �L�

� ,g�� defining the peaks
of the functions g�L�� with good precision. The obtained val-
ues for the peak Binder cumulants for each L are then plotted
as a function of K, as shown in panel �b� of Fig. 2. A value
for the critical coupling Kc can be found by estimating the
value K to which the crossing point for two subsequent val-
ues of L converges for 1 /L→0. The third step for finding the
dynamical critical exponent is a simple finite-size scaling
analysis of the peak positions L�

� of the curves g�L�� as
shown in panel �c� of Fig. 2, assuming the relation L�

�=aLz,
with a being a nonuniversal prefactor. Finally, one may

check the self-consistency of the obtained values for Kc and
z by plotting the putative data collapse of the Binder cumu-
lant as a function of L� /Lz, cf. Eq. �4�.

Before moving on, we comment on the two interrelated
�subleading� finite-size effects in the crossing point of Fig. 2:
the crossing point between two subsequent Binder curves
moves toward lower coupling for increasing system size, and
accordingly the Binder cumulant at the crossing point de-
creases for increasing L. Consequently, the value of
g��K=Kc� will never be independent of system size L for
finite systems. However, in our experience, this vertical de-
viation from collapse of the Binder curves—which is par-
ticularly evident when focusing on the peak of the Binder
curves as in our analysis—does not itself affect the finite-size
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FIG. 2. �Color online� Illustration of the procedure for estimat-
ing the dynamical critical exponent z, as described in the text, here
for the 2D quantum Ising model with site dissipation and 
=0.2. �a�
The Binder cumulant g as a function of temporal system size L� for
a number of spatial system sizes L at K=0.160312. �b� The peak
value Binder cumulant g� as a function of coupling K. �c� Finite-
size analysis of the peak position of L�

� as a function of spatial
system size L at criticality, Kc=0.160312�2�, which yields the esti-
mate z=1.97�3�. The straight line represents a least-squares fit to
the data points.
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estimate for z. More important is a possible horizontal devia-
tion. Likewise, a slow convergence of the crossing points to
Kc complicates the determination of the critical coupling for
finite systems. The resulting uncertainty in z is dominated by
this uncertainty in Kc, at least for the d=2 case.

It might be possible to obtain better precision for the criti-
cal coupling by using the finite-size analysis technique pre-
sented in Ref. 30 for the crossing points, but in the present
case with an additional �and unknown� finite-size effect in z,
this more rigorous approach seems by no means straightfor-
ward. To ensure that finite-size effects are negligible, we
have checked the dependence of z on the lowest value of L
included in the fitting procedure. In the analysis illustrated in
Fig. 2, we have only retained system sizes such that the value
of z seems to have converged. For the case 
=0.2 considered
above, the resulting estimate is z=1.97�3�. No significant
variation in the dynamical critical exponent is observed for
stronger dissipation, and we conclude that we have z�2
along the critical line. However, we have not been able to
determine conclusively whether or not one has exactly
anomalous scaling dimension 	=0 in the relation z=2−	,
which might be expected10 since the value d+z lies at the
upper critical dimension for this phase transition for d=2.

We also give an estimate of the correlation length expo-
nent � using the peak values g��K� of the Binder cumulant.
The leading order scaling properties of the Binder ratio can

be stated as31 Q�K ,L�= G̃�
K−Kc�L1/��, and assuming negli-
gible finite-size effects in the obtained dimensions L�

��L�, one
finds the finite-size relation

log
dg�

dK
= C +

1

�
log L , �5�

The slope dg� /dK is estimated by the finite difference �g�

over a small coupling interval around Kc, and C is an unim-
portant constant. The resulting finite-size analysis for 

=0.2 is illustrated in Fig. 3, and we find �=0.49�1�. This is
very close to the expected �mean-field� value �=1 /2 �Ref.
10�, which is reasonable given that z�2.

We finally note that, whereas increasing 
 does not lead
to a significant change of z, it certainly does increase the
prefactor a of the scaling relation L��Lz and thereby the
peak position L�

�. This reflects the increased anisotropy of the
interactions, and can be seen also for 
=0 when K and K�

are allowed to vary freely. At criticality one has a=1 for
K�=K, with increasing a for increasing anisotropy K� /K. In
fact, for the analytically solvable 2D Ising model there even
exists an exact mapping between system size anisotropy �i.e.,
a� and interaction anisotropy �i.e., K� /K�.32

III. QUANTUM ISING CHAIN WITH BOND DISSIPATION

In this section, we will consider a �1+1�-dimensional
quantum Ising model where the dissipative quantities of in-
terest are bond variables involving Ising spins, rather than
individual Ising spins themselves. The specific form of this
dissipation kernel has been proposed as a candidate for de-
scribing the origin of the anomalous normal state properties
of the cuprate high-Tc superconductors,20 but in that case
involving two sets of Ising spin on each lattice point. Such a
model, unlike the one we will consider, may be mapped onto
a four-state clock model, and may be approximated by an XY
model with a fourfold symmetry breaking field, which in the
classical case in two spatial dimensions is perturbatively ir-
relevant near criticality on the disordered side. Due to the
degrees of freedom in our model being Ising spins with a
spin gap, the present model should therefore not be regarded
as directly comparable to a dissipative XY model that the
authors of Ref. 20 consider. It should rather be regarded as a
simple, but spatially extended model system, illustrating how
bond dissipation can affect a quantum phase transition,
which is certainly an important question on its own right.

In Fourier space, the action is given by

S = �
q

�
�
�K̃q2 + K̃��

2 +



2
���q2	�q,��−q,−�. �6�

The real space representation of this system is given by the
action

S = − K�
x=1

L

�
�=1

L�

�x,��x+1,� + K��
x=1

L

�
�

L�

�x,��x,�+1

+



2�
x=1

L

�
����

L� � 

L�
	 ���x,� − ��x,���

2

sin2�/L��� − ����
, �7�

cf. the site dissipation case in Eq. �2�. Here, ��x,���x+1,�
−�x,�.

The interpretation of this representation remains mostly
the same as in the previous section. The only difference is
that the coupling to the heat bath is given in terms of the
Ising field gradients rather than the Ising fields themselves.
In the limit q→0, �→0, we may anticipate from the Fourier
representation of the action that the last term becomes irrel-
evant, which implies the value z=1 for the dynamical critical
exponent. It is also evident from Eq. �7� that the bond dissi-
pation is less effective than site dissipation in reducing quan-
tum fluctuations. While site dissipation tends to align all
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FIG. 3. Finite-size analysis for obtaining 1 /� for the 2D quan-
tum Ising model. Here we have evaluated the slope of the Binder
cumulant g� around K=0.160312 for 
=0.2, which yields �
=0.49�1�. The straight line represents a least-squares fit to the data
points.
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spins in the temporal direction, the bond dissipation tends to
align the difference of nearest-neighbor spins along the Trot-
ter slices. At least in the presence of a finite coupling K�0,
this is a less effective way of reducing temporal fluctuations
of individual spins than onsite dissipation.

When expanding the dissipative term, it becomes clear
that it contributes to both ferromagnetic and antiferromag-
netic long-range interaction. This renders the system intrac-
table to the Luijten-Blöte variant cluster algorithm used in
the previous section. This algorithm builds up clusters with
sizes comparable to the entire system and flips these as a
whole, resulting in extreme correlations.33 No cluster algo-
rithm that effectively handles competing interactions has
come to the authors’ attention.

In the Monte Carlo simulations, we have therefore used a
parallel tempering34,35 algorithm which adequately handles
the critical slowing down in the critical regime. A number of
independent systems perform random walks in the space of
coupling values, and this enables the systems to effectively
explore a rugged energy landscape like the one generated by
the dissipation term in Eq. �7�.

The coupling values are distributed according to the itera-
tion procedure introduced by Hukushima,36 which renders
the accept ratio of the attempted exchange of two adjacent
coupling values independent of the coupling value. Conse-
quently, the systems are allowed to wander relatively freely
through the space of coupling values, although even more
sophisticated distribution algorithms are available in that
respect.35

The parameter K� is fixed at ln�1+�2� /2�0.4407, the
critical coupling Kc is thus the same as for the isotropic 2D
Ising model when the dissipation strength is tuned to zero.
Anticipating z=1, this choice also ensures that the simula-
tions will be performed for convenient values of L and L�.
The further steps necessary to find information about the
critical properties are the same as discussed in Sec. II. The
phase diagram of the system in the 
-K plane is shown in
Fig. 4.

For this model, the critical exponents are extracted for the
two dissipation strengths 
=0.1 and 0.2. In Fig. 5, we show

the results for the dynamical critical exponent for 
=0.1 as
illustrated by the collapse of the Binder cumulant curves
discussed in Sec. II for the value z=1. The results confirm
the proposed value of z based in naive scaling arguments,
and it appears that the bond dissipation term is indeed
irrelevant.

The value of the dynamical critical exponent is very sen-
sitive to finite-size effects and therefore challenging to obtain
with the algorithm we have used given the limitations this
entails. Increasing the dissipation strength makes these chal-
lenges more apparent, so to illustrate the dependence of z on
system size we plot in Fig. 6 z as a function of system size
for a fixed K=Kc for 
=0.2. Note that three adjacent L val-
ues have been used to calculate every value for z, �L denot-
ing the average of these. The evolution of z is clearly seen to
approach z�1 in the thermodynamic limit. Even larger dis-
sipation strengths tend to require much larger system sizes
not practically feasible with the current algorithm. Results
for such dissipation strengths are therefore not included here.

We have also attempted to extract the correlation length
exponent � for both dissipation strengths. When discarding
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FIG. 4. Phase diagram of the quantum Ising chain with bond
dissipation for K�=ln�1+�2� /2. The ordered phase is found for
large values of spatial coupling K and dissipation strength 
. The
filled square on the 
 axis represents an upper bracket for critical
coupling 
c when the spatial coupling is tuned to zero, see the text.
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the smallest system sizes where finite-size effects are ex-
pected to be important, the values are found to be �
=1.00�2� for 
=0.1 and �=1.005�8� for 
=0.2. This corre-
sponds well with the exact value �=1 expected for the uni-
versality class of a 2D Ising model.

Sufficiently strong dissipation brings the critical coupling
Kc toward zero, and, as indicated on the 
-axis of the phase
diagram in Fig. 4, the model undergoes a purely dissipative
phase transition at some critical dissipation strength 
c. The
ground state at K=0 consists of columns in the direction of
imaginary time of ordered Ising spins. However, the direc-
tion of ordering is in general not uniform, as can be seen
from Eq. �7�, since a column can be flipped as a whole with
no cost of energy. This nonuniform order prohibits the use of
Binder cumulant curves to determine the critical coupling, so
the exact value of 
c is difficult to deduct from the simula-
tions. These obstacles make an estimate of the dynamical
critical exponent unfeasible by our methods. Furthermore,
since this phase transition is not of Kosterlitz-Thouless na-
ture, any variety of the method of Ref. 27 also seem to be
inapplicable to this model.

To corroborate that, there is in fact a phase transition to an
ordered state for increasing 
 also at K=0, we present in Fig.
7 results for the temporal spin-spin-correlation g���
= ��x,��x,0. It is clear that this correlation function decays
exponentially to zero for low dissipation strengths, while in
the opposite limit of strong dissipation the correlation func-
tion quickly decays to some finite value. The character of the
correlation function as 
 is tuned through the intermediate
region is better illustrated in Fig. 8, where we have extracted
the temporal correlation length ��. The diverging correlation
length signifies a critical region with algebraic decay of the
correlation function. The spatial correlation length �, on the
other hand, we have found to be vanishing also in the critical
region, and the behavior of the system depends only very
weakly on its spatial extent L. From a crude finite-size analy-

sis based on Fig. 8, we obtain the value 
c�0.64 as a best
estimate for a upper bracket of the critical coupling, as we
indicated in the phase diagram in Fig. 4.

IV. DISCUSSION

We will begin the discussion of our results by taking a
closer look at the scaling arguments presented in Sec. I for
finding the dynamical critical exponent. As indicated here,
one important caveat of such arguments is that they only tell
what exponent is naively expected to the lowest order ap-
proximation, and in general field-theoretical methods �see,
e.g., Ref. 10� are needed to ascertain how higher order cor-
rections modify this estimate. Furthermore, with several
terms in the quadratic part of the action, it is not always
obvious which terms should be required to balance at the
critical point, or for which phase transitions this is valid.

For site dissipation, one obtains z=2 by balancing the
spatial term and the dissipative term, since the dynamic term
will be subdominant to the dissipative term for all positive z.
For the bond dissipation case, a similar argument excludes
the possibility z=2 for which the dissipative term would bal-
ance the dynamic term, since they both would be subdomi-
nant to the spatial term for all z�1. It is therefore interesting
to ask if the possibility z=0, or alternatively z�1, can be
considered. In the limit that z is strictly zero, a dissipative
term on the form ��� would balance the dynamic term
whereas a dissipative term on the form q2��� would balance
the spatial term, but in the latter case both would be sub-
dominant to the dynamic term. One interpretation is that z
=0 in both cases would imply unrestrained quantum fluctua-
tions resulting in spatial correlations being infinitely stronger
than temporal correlations, so that each Trotter slice is essen-
tially independent. In this interpretation, a strictly vanishing
dynamical critical exponent may however be considered un-
physical since we are assuming a transition to uniform order
for the entire �d+1�-dimensional system by taking the limit
q→0, �→0.

Likewise, tuning K�→0 may be considered unphysical
since one removes the origin of the quantum nature of the
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system. For this reason one cannot say that there will exist a
quantum phase transition with z=0 for the bond dissipation
model even if the �2 term had been removed from the action.
The origin of the �2 term in a physical quantum model can
be a transverse magnetic field in the Ising case or a Joseph-
son charging energy in the XY case, and the interpretation of
the prefactor K� is in general the inertia of the degrees of
freedom. Even though we have chosen to operate with a
nonspecific parameter K�, we therefore do not regard taking
K�=0 admissible in our simulations.

The opposite limit of z=� may similarly be interpreted as
spatially local criticality with correlations in the imaginary
time direction independent of �the vanishing� correlations in
the spatial directions, see, e.g., Refs. 16, 17, and 20. This is
trivially the case in the limit K=0 for site dissipation with

�
c, although one may argue that z is undefined in that
case as the system is strictly decoupled in the spatial direc-
tions. The same argument cannot be applied to bond dissipa-
tion. For that model, the system does not experience dimen-
sional reduction as K→0, but is still dependent �although
very weakly� on the spatial extent of the �d+1�-dimensional
system. We should however note that the approach taken
here for determining the dynamical critical exponent is not
applicable when z is either strictly zero or infinite, and also
for a constant value z�1 it would be very difficult to deter-
mine the dynamical critical exponent for practically attain-
able lattice sizes. If, on the other hand, one has z→� in the
sense of activated dynamical scaling, the method is in prin-
ciple feasible.19

Before continuing the discussion of the bond dissipation,
we comment further on the relation between the real space
representation of q2��� and the form of the bond dissipation
used in Eq. �7�. When Fourier transforming q2����q,��−q,−�

from Eq. �6� and discretizing the resulting differential opera-
tors, we arrive at

Sq2��� � − � 

L�
	2 ��x,� · ��x,��

sin2�/L��� − ����
. �8�

Now, writing out the last term of Eq. �7� and comparing with
Eq. �8� shows that the Fourier space representation of the
bond dissipation can be written as

Sbond = �q2��� + C�q2��q,��−q,−�. �9�

Here, C� depends weakly on dimensions for finite systems.
In other words, the bond dissipation is of the same form as
q2��� dissipation, but with renormalized spatial nearest-
neighbor coupling, which however does not alter the critical
exponents of the model. This extra term originates with the
counterterm introduced to cancel out the renormalization of
the bare potential that arises due to the coupling with a heat
bath.3 For the Ising model, this renormalization is respon-
sible for stabilizing ferromagnetic order at K�0.

We will now turn to the analysis of simulations on finite
lattices, in particular with respect to the scaling relation L�

=aLz and the system anisotropy expressed by it. To interpret
our results, it is useful to consider the dependence of both z
and a on the dissipation strength 
, and the variation in these
quantities can be understood as follows. If the dissipation

term is relevant and thus determining the universality class,
we may assume that the value of z will be given by the form
of this term even for infinitesimal 
�0 in the thermody-
namic limit. In this case, increasing the dissipation strength 

further will therefore not change z, but the prefactor a will
have to change to reflect the increased interaction anisotropy.
Correspondingly, when the dissipation term is an irrelevant
perturbation, the dynamical critical exponent will remain z
=1 in the thermodynamic limit. Upon increasing 
, the dis-
sipation will never grow strong enough to alter the univer-
sality class, but the nonuniversal prefactor a will in general
change also in this case, and whether it increases or de-
creases is determined by how the dissipation changes the
overall interaction anisotropy.

Regarding the evolution of a upon increasing 
 for the
bond dissipation case, there are now two effects that must be
considered separately. One implicit effect is that increasing 

decreases K=Kc at criticality, thereby increasing the aniso-
tropy ratio K� /K, which results in a much larger a for large
values of 
. The other effect is that arising explicitly from
the dissipation term and its contribution to the effective cou-
pling strength in the imaginary time direction. Whereas a site
dissipation term obviously increases the anisotropy when in-
creasing the dissipation strength while keeping the other cou-
pling values fixed, such an enhancement of a does not appear
for bond dissipation. This can be seen—as we have
checked—by evaluating a for increasing 
 for isotropic
short-range coupling, i.e., K�=K. One possible interpretation
of this result is that although bond dissipation does not
change universality, it favors z�1 behavior, which can also
be recognized from Fig. 6. In other words, the dissipation
term contributes to making the temporal dimension less or-
dered than the spatial dimension, in strong contrast to the
case of site dissipation. This would in part explain why one
needs much longer simulations and larger systems to obtain
reliable results for strong bond dissipation.

Given that the exceedingly strong finite-size effects thwart
a precise determination of z for higher values of 
, one
should in general also consider the possibility of continu-
ously varying critical exponents. However, we have shown
that z�1 for 
=0.1 and presented solid arguments favoring
that this is the case also for 
=0.2, as it is obviously also in
the limit 
=0. Therefore, if the exponents are in fact con-
tinuously varying, they begin to vary only for dissipation
strengths above 
�0.2, and would furthermore have to be
varying very slowly.

V. CONCLUSION

This work represents a further step toward simulations of
physically interesting extended quantum systems with dissi-
pation. Using Monte Carlo methods, we have studied a
model similar to that by Werner et al.,13 but with higher
spatial dimensionality, as well as a model with one spatial
dimension but with bond dissipation instead of site dissipa-
tion. We have found that the �2+1�-dimensional model
with site dissipation has a dynamical critical exponent very
close to the corresponding d=1 model, i.e., z�2. Bond
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dissipation, on the other hand, is fundamentally different,
and our results strongly suggest that this form of dissipation
is irrelevant to the universality class, i.e., z�1 and nonvary-
ing. We therefore believe that the same dynamical critical
exponent also applies to �2+1�-dimensional models with
bond dissipation for the same degrees of freedom, although
we have not been able to reach sufficiently large systems to
show this convincingly by numerical means. In both cases,
the numerical estimates for the dynamical critical exponent

is consistent with those found by naive scaling arguments on
the quadratic part of the action.
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Using large-scale Monte Carlo computations, we study two versions of a (1+ 1)D Z4-symmetric model with
ohmic bond dissipation. In one of these versions, the variables are restricted to the interval [0,2π〉, while the
domain is unrestricted in the other version. The compact model features a completely ordered phase with a
broken Z4 symmetry and a disordered phase, separated by a critical line. The noncompact model features three
phases. In addition to the two phases exhibited by the compact model, there is also an intermediate phase with
isotropic quasi-long-range order. We calculate the dynamical critical exponent z along the critical lines of both
models to see if the compactness of the variable is relevant to the critical scaling between space and imaginary
time. There appears to be no difference between the two models in that respect, and we find z ≈ 1 for the single
phase transition in the compact model as well as for both transitions in the noncompact model.
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I. INTRODUCTION

The standard way of introducing dissipation in a quantum
mechanical system is to couple some variable describing the
system to the degrees of freedom of an external environment.1

The environment is modeled as a bath of harmonic oscil-
lators which couple linearly to the system variables. The
oscillator degrees of freedom, appearing in the action to
second order, may be integrated out to produce an effective
theory for the composite system given in terms of the system
variables.
The presence of a dissipative term introduces strongly

retarded (nonlocal in time) self-interactions of the system
variables. This long-range interaction in imaginary time may
have serious consequences for the quantum critical behavior
of the system. This effect can usually be described by a
dynamical critical exponent z defined by the anisotropy of the
divergence of the correlation lengths at criticality, ξτ ∼ ξz,
where ξ and ξτ are the correlation lengths in space and
imaginary time, respectively. An Ising spin chain with site
dissipation was shown by extensive Monte Carlo simulations
in Ref. 2 to have z ≈ 2. The same model, augmented to two
spatial dimensions, was investigated by the present authors in
Ref. 3. The result z = 1.97(3) suggests that the dynamical
critical exponent is independent of the number of spatial
dimensions, in agreement with naive scaling arguments which
make no reference to dimensionality.4 On the other hand,
when coupling the reservoir to bond variables involving
Ising spins the dissipation term was found to be irrelevant
to the universality class, i.e., z ≈ 1.3 In general, dissipation
suppresses certain types of quantum fluctuations, though the
larger value of z for site dissipation signifies that bond
dissipation is far less effective than site dissipation in reducing
fluctuations.
Ohmic dissipation in terms of gradients or bonds is common

in models describing shunted Josephson junctions or granular
superconductor systems.5,6 Here, the bonds represent the
difference of the quantum phases between the superconducting
grains. In this context it is well known that the coupling
of the environment to the system may affect the natural
domain of the system variables.7 For Josephson junctions,
this means that the domain of the phase variables reflects

quantization of the charges on each superconducting grain.
If the charges are quantized in units of Cooper pairs, 2e,
the domain of the quantum phase is 2π periodic. Ohmic
shunting leads to an unbounded −∞ < θ < ∞ domain,7

reflecting a continuous transfer of charges across the junc-
tion. We will henceforth refer to the variable defined on a
restricted 2π interval as compact and the extended variable as
noncompact.
Moreover, dissipation in terms of bonds has also been

proposed in an effective model describing the low-energy
physics of fluctuating loop currents to describe anomalous
normal state properties of high-Tc cuprates.8,9 A quantum sta-
tisticalmechanicalmodel for such degrees of freedomhas been
derived fromamicroscopic three-bandmodel of the cuprates.10

The classical part of the derived action consists in its original
form of two species of Ising variables within each unit cell,
coupled by a four-spin Ashkin-Teller term. This model has
been proven, through large-scale Monte Carlo simulations, to
support a phase transition with a nondivergent nonanalyticity
in the specific heat on top of an innocuous background.11 The
breaking of the Ising-like symmetry describes a suggested
ordering of loop currents upon entering the pseudogap phase
of the cuprates. Neglecting the Ashkin-Teller interaction term
present in this theory, the classical model may be mapped onto
a four-state clockmodel, with the basic variable being an angle
parametrizing the four possible current loop orientations.8,10,11

The quantumversion of thismodel includes a kinetic energy
term describing the quantum dynamics of the angle variables.
Adding dissipation of angle differences as in the Caldeira-
Leggett approach for Josephson junctions, the model has been
reported to exhibit local quantum criticality. Local quantum
criticality in this context means that the model exhibits a
fluctuation spectrum which only depends on frequency, but
is independent of the wave vector.8 This essentially implies
a dynamical critical exponent z → ∞. A point which quite
possibly is of importance in this context, is that while the
starting point in Ref. 8 is a model with two Ising-like variables,
the actual dissipative quantum model discussed is one with
global U (1) symmetry.
While the physical picture of fluctuating configurations of

current loops suggests an identification of the angles θ and
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θ + 2π , the presence of the clearly noncompact dissipation
termmakes this not entirely obvious. It is therefore the intent of
this work to investigate if the restriction of the variable domain
influences the dynamical critical exponent z, and thereby
if it may have consequences for possible manifestations of
local quantum criticality in similar models. Since it is still an
open question exactly what the consequences are of how the
variable domains are defined in dissipative quantum models,
a numerical comparison of the compact and noncompact
case is of general interest. We will therefore not restrict
the interpretation of the model to Ising variables associated
with loop currents, although the Z4 symmetry reflecting this
starting point will be maintained. Moreover, due to the long-
ranged interactions in the imaginary-time direction, the Monte
Carlo computations are extremely demanding. Since we are
interested in a proof of principle of the importance of
compactness versus noncompactness, we will in this paper
limit ourselves to a (1+ 1)D model.
We will perform Monte Carlo simulations on two versions

of a dissipative Z4 model described in more detail in Sec. II,
one with compact variables (i.e., a clock model) and one with
noncompact variables. The simulation details are described
in Sec. III, after which we present the results, first for the
noncompact case in Sec. IV, then for the compact case in
Sec. V.
Our main finding is that, although the critical scaling of

space and imaginary time is equal for both cases, i.e., z = 1,
there is a major difference in phase structure. Whereas the
compact model displays a conventional order-disorder phase
transition, the noncompact model develops an intermediate
phase characterized by power-law decay in spin correlations
(quasi-long-range order) and a U (1) symmetric distribution
of the complex order parameter. The appearance of this
intermediate phase is related to the fact that the kinetic
energy term must be treated differently for the compact and
noncompact cases, as we discuss in detail in the Appendix.
It is well established that this kind of critical phase

occurs in classical 2D Zq clock models and XY models
with Zq anisotropy,12–14 but only for larger values of q than
we are considering. It is remarkable that the noncompact
model presented in this paper exhibits a critical phase with
emergent U (1) symmetry, when the dissipationless starting
point is a pure Z4 = Z2 × Z2 model (i.e., a double Ising
model) with the angle variables restricted to four discrete
values by a hard constraint. We will discuss this in more
detail in Sec. VI, after which we summarize our results in
Sec. VII.

II. THE MODEL

The starting point for our model is a chain of Nx quantum
rotors, or equivalently planar spins, the alignment of which
is described by a set of angle variables {θx}. Although these
variables could also be denoted as the phases of the quantum
rotors, we will refer to them simply as angles. Requiring that
the spins satisfy Z4 symmetry, the angles can be parametrized
as θ = 2πn/4 with integer n, making our model similar to
a four-state (or Z4) clock model. Being quantum spins, their
dynamics is described by their evolution in imaginary time τ ,
withNτ denoting the number of Trotter slices used to discretize

the imaginary time dimension. The variables {θx,τ } are thus
defined on the vertices of a (1+ 1)D quadratic lattice of size
Nx × Nτ .
In order to investigate if the restriction on the angle variable

is relevant to the dynamical critical exponent z or not, we
will consider two variants of this model, with the complete
action for both stated below for later reference. In the compact
(C) case, we restrict the parametrization variable n to just
four values, so that the angle θ is restricted to one primary
interval, corresponding to the four primary states of the four-
state clock model. In the noncompact (NC) case we have no
such restriction, and n can take any integer values. The general
form of the action is

SC,NC = SC,NC
τ + Sx + Sdiss, (1)

where the kinetic energy for the compact and the noncompact
case, respectively, is given by

SCτ = −Kτ

Nx∑
x=1

Nτ∑
τ=1
cos(θx,τ+1 − θx,τ ), (2)

SNCτ = Kτ

2

Nx∑
x=1

Nτ∑
τ=1
(θx,τ+1 − θx,τ )

2. (3)

The spatial interaction defines a periodic potential

Sx = −K

Nx∑
x=1

Nτ∑
τ=1
cos(θx+1,τ − θx,τ ), (4)

and the dissipation term is defined according to

Sdiss = α

2

Nx∑
x=1

Nτ∑
τ �=τ ′

(
π

Nτ

)2 (�θx,τ − �θx,τ ′ )2

sin2
(

π
Nτ

|τ − τ ′|) . (5)

The bond variable or angle difference is written as �θx,τ =
θx+1,τ − θx,τ .
Note that the only apparent difference between the compact

and the noncompact model is the form of the kinetic energy
term. When the angles are compact the short-range temporal
interaction is given by a cosine term, in contrast to noncompact
angles for which a quadratic form of the kinetic term must
be used. The reason for this difference can be traced to the
fact that, whereas canonical conjugate variables of compact
angles are discrete due to the 2π periodicity of the quantum
wave functions, no such restriction applies when the angles
are noncompact. From a qualitative point of view the two
separate forms of the temporal interaction term is expected.
Considering the imaginary time history of a single variable,
it is clear that a cosine interaction in imaginary time will
render the ground state of the noncompact model massively
degenerate. A Trotter slice may be shifted by 2π relative to the
neighboring Trotter slices without any penalty in the action.
However, a quadratic interaction term in the imaginary time
direction lifts this degeneracy and tends to localize the angle
variables.
There is nothing new about the derivation of these different

kinetic terms, but as the difference is crucial to the phase
structure of our models and is also rarely discussed in the
literature, we include the derivation in the Appendix. In
addition, in order to simulate the compact model we also need
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an appropriate reinterpretation of the dissipation term.We find
it natural to postpone this to Sec. V.
The action is on a form identical to the model in Sec. III in

Ref. 3 apart from the nature of the variables and the resultant
treatment of the dissipation term. However, we still expect the
scaling arguments presented in Ref. 3 to be valid since no
reference to the actual type of variable is used. The action in
Fourier space may be written

S ∼ (q2 + ω2 + |ω|q2)θqθ−q, (6)

neglecting any prefactors. Taking the limit q → 0, ω → 0 we
anticipate that the term ∼|ω|q2 describing the dissipation is
subdominant for all positive z. Accordingly, we expect at least
naively that z = 1 for both compact and noncompact variables.
This will be investigated in detail in our simulations, and we
make no assumption of the veracity of naive scaling applied
to this problem.

III. DETAILS OF THE MONTE CARLO COMPUTATIONS

When expanding the dissipative term, it becomes clear
that it contributes both to ferromagnetic and antiferromagnetic
long range interactions. This renders the system intractable to
the Luijten-Blöte15 extension of the Wolff cluster algorithm16

which has been used with great success in systems with
noncompeting interactions. Also, for the case of noncompact
variables there does not exist a straightforward way of
defining (pseudo)spin projections, a necessary point for the
Wolff embedding technique.16 Considerable progress has
been made in constructing new effective algorithms for
long range interacting systems with extended variables.17–19

However, these algorithms are presently restricted to (0+ 1)D
systems, and do not seem to generalize easily to Nx > 1.18

Furthermore, the basic degrees of freedom in these algo-
rithms are the phase differences between two superconducting
grains in an array of Josephson junctions. Our aim is to
investigate the ordering of the phases themselves. Hence,
the existing nonlocal algorithms may not be utilized. In the
Monte Carlo simulations, we have therefore used a parallel
tempering algorithm20,21 in which several systems (typically
16 or 32) are simulated simultaneously at different coupling
strengths.
A Monte Carlo sweep corresponds to proposing a local

update by the Metropolis-Hastings algorithm for every grid
point in the system in a sequential way. For the case of
noncompact variables the proposed new angles are generated
by randomly choosing to increase or decrease the value, then
propagating the value by randomly choosing the increment on
the interval {π

2 ,π, 3π2 ,2π}. In the case of compact variables, a
new angle value in the primary interval is randomly chosen.
After a fixed number ofMonte Carlo sweeps (typically 3− 10)
a parallel tempering move is made. In this move, a swap
of configurations between two neighboring coupling values
is proposed, and the swap is accepted with probability 	PT

given by

	PT =
{
1 if � < 0,

e−� if � � 0.
(7)

Here, � = κ ′(S̄[X; κ ′]− S̄[X′; κ ′])− κ(S̄[X; κ]− S̄[X′; κ]),
where κ is the coupling value varied, representing in our
case K or α, and X represents the angle configuration. S̄

indicates the term of the action proportional with the coupling
parameter κ .
All Monte Carlo simulations were initiated with a random

configuration. Depending on system sizes various numbers
of sweeps were performed for each coupling value. For the
phase transition separating the disordered state from the critical
phase in the noncompact model 5− 10× 106 sweeps were
made. Also, 1− 5× 105 sweeps at each coupling value were
discarded for equilibration. For the compact model and the
second transition of the noncompact model as much as 30×
106 sweeps where performed and typically 5× 105 sweeps
discarded.
The Mersenne-Twister22 random number generator was

used in all simulations and the random number generator
on each CPU was independently seeded. It was confirmed
that other random number generators yielded consistent
results. We also make use of the Ferrenberg-Swendsen
reweighting technique,23 which enables us to continuously
vary the coupling parameter after the simulations have been
performed.

IV. RESULTS: NONCOMPACT MODEL

In this section we consider the noncompact version of the
dissipative Z4 model. Using Eqs. (3), (4), and (5) we have the
following action:

SNC = SNCτ + Sx + Sdiss. (8)

In contrast to the compact model, the angle variables are in this
case not restricted to the primary interval. The variables are
straightforwardly generalized to take the values θ = 2πn/4,
where n = 0, ± 1, ± 2, . . . . We seek to fix K and Kτ and
investigate how the system behaves under the influence of
increasing dissipation strength controlled by the dimensionless
parameter α.
The kinetic coupling strength has been fixed to Kτ = 0.4

for computational reasons, as this ensures that the simulations
will be performed at convenient values of Nx and Nτ . We
have performed simulations at four different spatial coupling
constants K = 0.4, 0.5, 0.6, and 0.75. These choices are
also made for computational convenience, as the limit of
vanishing dissipation as well as the limit K → 0 are both
very computationally demanding. For all coupling values
there is a disordered phase at low values of the dissipation
strength. In this phase the noncompact angles exhibit wild
fluctuations and consequently 〈eiθx,τ 〉 = 0. However, we also
have 〈ei�θx,τ 〉 �= 0 in this phase, a trivial consequence of
the cosine potential acting as an external field on the bond
variables. The bond variables occasionally drift from one
minimum of the extended cosine potential to another. As the
dissipation strength is increased, fluctuations in these variables
are suppressed, and the system features two consecutive phase
transitions separated by a critical phase. This intermediate
phase is characterized by power-law decay of spatiotemporal
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FIG. 1. (Color online) Correlation functions, Eq. (9), at two
values of the dissipation strength α within the critical phase for spatial
coupling K = 0.75. System sizes are Nx = 44,57,74, with optimal
choices of Nτ at α(1)c , see text. Top row: Correlation functions for the
temporal direction. Bottom row: Correlation functions for the spatial
direction.

spin correlations on the form

g(μ) = 〈ei(θμ−θ0)〉, μ ∈ (x,τ ). (9)

The correlation functions for both spatial and imaginary time
direction are shown in Fig. 1 for two different dissipation
strengths both within the the critical phase.
A very similar critical phase, as well as phase tran-

sitions associated with it, has recently enjoyed increased
interest in various versions of classical clock models.24–26

We will proceed under the assumption that a similar pic-
ture is valid in our case. Indeed, simulations performed
on a classical 2D six-state clock give qualitatively very
similar results for all observables considered below, which
supports the supposition that these two phenomena are
related.
Considering the complex order parameter of the system,

m = 1

NxNτ

∑
x,τ

eiθx,τ = |m|eiφ, (10)

the intermediate critical phase can be identified by observing
the distribution ofm in the complex plane.26 In the disordered
phase, the order parameter is a Gaussian peak centered at
the origin. In the intermediate phase, quasi-long-range order
develops in the complex order parameter, and so |m| acquires
a nonzero value as a finite-size effect. The order parameter is,
however, free to rotate in the φ direction. This can be described
as the vanishing of the excitation gap naively expected for
discrete Zq models, or equivalently as an emergent U (1)
symmetry.27 This symmetry is broken at a larger value of the
dissipation strength, when true long range order is established
when the magnetization selects one of the four well-defined
directions in the complex plane originatingwith the underlying
Z4 symmetry. Typical distributions of the complex order
parameter in the three phases is shown in Fig. 2.
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FIG. 2. (Color online) Evolution of the complex order parameter
when dissipation strength α is increased for K = 0.75 and system
size Nx = 74, Nτ = 103 which corresponds to a near optimal
aspect ratio at the phase transition at α ≈ α(1)c . The color scale
indicates relative density of the distribution. (a) Two dimensional
Gaussian distribution of the order parameter in the complex plane
corresponding to the disordered phase with α = 0.0 < α(1)c . (b) Inter-
mediate critical phase exhibiting a finite-size-induced nonvanishing
|m| that rotates in the φ direction. The critical phase exists in
a finite interval of dissipation strengths α(1)c < α = 0.04 < α(2)c .
The remaining anisotropy is attributed to insufficient sampling.28

(c) The rotational symmetry of the intermediate critical phase is
broken and long-range order is established as the order parameter
relaxes into one of the four directions in the complex plane. The
long-range ordered phase corresponds to the strong dissipation limit,
α = 0.18 > α(2)c .

Although not presented here, we have also confirmed that
the susceptibility of the order parameter diverges over a finite
interval of dissipation strengths, also a clear evidence of a
critical phase.
The phase transition between the disordered state and the

intermediate critical phase at dissipation strength α = α(1)c is
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detected by the Binder cumulant g = 1− Q/3, where

Q = 〈|m|4〉
〈|m|2〉2 . (11)

The brackets indicate ensemble averaging. The scaling at
criticality of the Binder cumulant for anisotropic systems is
given in terms of two independent scaling variables,2

g(Nx,Nτ ) = G
(

Nx

ξ
,
Nτ

ξz

)
. (12)

At a critical point the correlation length ξ diverges, and one
should be able to observe data collapse of the Binder cumulant
as a function of Nτ/N

z
x for the correct value of z. The value

of g(Nx,Nτ ) is independent of Nx at the critical coupling,
this may be used to align the plots of g as a function of Nτ

horizontally. The exponent z can then be found by optimal
collapse of data onto a universal curve. The cumulant curves
have amaximum atNτ = N∗

τ . At this temporal size, the system
appears as isotropic as it can be, the anisotropic interactions
taken into account. See Ref. 3 for a thorough discussion of this
finite-size analysis.
In the intermediate phase, the system is critical over a

finite interval of dissipation strengths. According to the scaling
Eq. (12), curves of the Binder cumulant for increasing system
sizes will therefore merge in this interval for Nx → ∞.29 For
systems of finite sizes as considered here, the curves will
however intersect close to the transition instead, and we find
α(1)c by inspecting the convergence of the crossing points. As
discussed in Ref. 3, the functional form of this convergence
is unknown in our case (cf. also Sec. VI and Ref. 29), and
all we can do is to report our best estimate for the Nx → ∞
transition point. The uncertainty estimated accordingly is not
insignificant, but the effective critical exponent z is found to
not be very sensitive to this error in αc.
By further increasing the dissipation strength, the rotational

symmetry of the global order parameter is broken at α = α(2)c .
The Binder cumulant given by Eq. (11) will not pick up this
transition because |m| does not contain any information on the
angular direction of the global magnetization. Therefore, we
consider an alternative magnetization measure26,27

mφ = 〈cos(4φ)〉, (13)

where φ is the global phase as indicated by Eq. (10). This
anisotropy measure vanishes when φ is evenly distributed
and tends toward unity when the excitation gap opens and
φ gets localized. We show in Fig. 3 both order parameters for
the system Nx = 74, Nτ = 103 as a function of α. This Nτ

corresponds to the nearest integerN∗
τ at α ≈ α(1)c . Actually, the

optimal Nτ decreases with increasing α, so the given system
size does not represent an optimally chosen aspect ratio for
other dissipation strengths. The rotational symmetry of the
complex order parameter is clearly seen to be broken at a
higher dissipation strength than the onset of the intermediate
critical phase.
Because φ measures a global rotation of the order param-

eter, extremely long simulations is needed to explore the φ

space with a local update algorithm. This limits the efficiency
of constructing a Binder cumulant frommφ and extracting α(2)c

from a universal point because this would involve calculating

mφ

mα
(2)
c

α
(1)
c

α
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FIG. 3. The order parameter 〈|m|〉 and the anisotropy measure
mφ of the noncompact Z4 model with K = 0.75 and system size
Nx = 74,Nτ = 103 ≈ N∗

τ . This size represents a near optimal aspect
ratio at α ≈ α(1)c . The two phase transitions are indicated by arrows,
note that the intermediate critical phase α(1)c < α < α(2)c features a
rotationally symmetric order parameter distribution.

moments of a already statistically compromised ensemble. To
alleviate these difficulties, we instead make a scaling ansatz
for the anisotropy measure itself,

mφ = Mφ

(
Nx

ξ
,
Nτ

ξz

)
, (14)

based on the fact that the naive scaling dimension of this
magnetization measure is zero. Near criticality, we expect mφ

to scale with system size in the same way as the Binder
cumulant Eq. (12). Hence, we may calculate a dynamical
critical exponent for this transition by exactly the same
procedure as in Sec. V and Ref. 3. Again we expect a merging
of mφ curves as α → α(2)c from above in the limit of large Nx ,
but for the present system sizes we use the crossing points
of mφ curves to estimate α(2)c . In Fig. 4, we plot the resulting
phase diagram in the α − K plane. The intermediate phase is
evidently very wide also when compared to the uncertainty
assigned to the transition line, and we feel confident that it is
a genuine phase and not merely an effect of the admittedly
moderate finite system sizes we are restricted to.
We extract the dynamical critical exponent z along both

of the critical lines α(1)c and α(2)c for all spatial coupling
strengths. The data collapse of the Binder cumulant g at
K = 0.75 and α = 0.030 ≈ α(1)c is shown in Fig. 5. Increasing
the dissipation strength further brings the system to the second
phase transition at α = 0.125 ≈ α(2)c , the collapse ofmφ at this
point is shown in Fig. 6.
In Table I, we present the numerical estimates of the

dynamical critical exponent. The values of z are obtained
using the scaling relationN∗

τ = aNz
x , with uncertainties based

on a bootstrap analysis. These uncertainties also include the
uncertainty in αc. Within the accuracy of the simulations, the
value of the critical exponent is z = 1 for all the coupling
values at both phase transitions (although precise results are
harder to obtain for the second). This is in accordance with the
scaling argument presented in Sec. II.
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FIG. 4. Phase diagram for the noncompact model, Eq. (8) with
Kτ = 0.4. The dotted lines are guides to the eye. For fixed K

the model features two consecutive phase transitions surrounding
the intermediate critical phase (with quasi-long-range order). The
simulation results (symbols along the dotted lines) are restricted to a
region in coupling space amenable to simulations.

V. RESULTS: COMPACT MODEL

We now turn to the compact version of the dissipative Z4
model,

SC = SCτ + Sx + Sdiss, (15)

where the three terms are given by Eqs. (2), (4), and (5),
respectively. Note that we now use a kinetic term SCτ having the
same cosine-form as the spatial interaction term Sx . Regarding
the use of the same dissipation term Sdiss as in the noncompact
case, one may argue that adding a Caldeira-Leggett term
for the angle differences �θ is a rather artificial way to
model dissipation for a compact clock model in the first
place, since its variance under 2π translations of θ implicitly
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FIG. 5. (Color online) Data collapse of the Binder cumulant,
g = 1− Q/3,withQ given byEq. (11), for the noncompactZ4 model
at K = 0.75 and α = 0.030 ≈ α(1)c with z(1) = 1. Inset: Intersection
of the Binder cumulant as a function of dissipation strength.
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FIG. 6. (Color online) Data collapse of the anisotropy measure
mφ , Eq. (13), for the noncompact Z4 model at K = 0.75 and
α = 0.125 ≈ α(2)c with z(2) = 1. The actual uncertainties are probably
larger than indicated by the error bars for reasons discussed in the
text. Inset: Intersection of the anisotropy measure as a function of
dissipation strength.

assumes noncompact variables. However, adding exactly such
a dissipation term is crucial for the demonstration of local
quantum criticality in a similarZ4 model8 that is not obviously
noncompact. Therefore, our motivation for the comparative
study in the present section of a compactified version of the
action (8) is to investigate whether an equivalent dissipation
term for compact variables gives the model the same critical
properties as reported for noncompact variables in the previous
section, and thus whether the compactness of the variables as
such is essential. Constructing an appropriate compactified
version of the dissipative model does, however, require a
reinterpretation of the variables in the Caldeira-Leggett term,
so we will begin with a careful discussion of how we should
treat this term in our simulations.
We first impose the following restriction on the interpre-

tation of the compactified dissipation term: The term as a
whole should be invariant under translations θ → θ + 2π ,
since these two states are indistinguishable. As a corollary, any
configurations that are physically indistinguishable when the
angles are restricted to four values θ ∈ {−π, − π/2,0,π/2}
(or any equivalent parametrization) should give the same
contribution to the dissipation term. Consequently, we cannot
simply simulate the model with the dissipation term (5)
as it stands, because the angle differences �θx,τ now only
make physical sense modulo 2π . We therefore have to bring

TABLE I. Numerical estimates for critical coupling and critical
exponents z(1),(2) for the two phase transitions α(1),(2)c of the noncom-
pact model.

K α(1)c z(1) α(2)c z(2)

0.75 0.030(2) 0.99(1) 0.125(2) 1.01(2)
0.6 0.042(2) 0.99(2) 0.190(3) 0.96(3)
0.5 0.053(2) 1.02(2) 0.238(3) 0.97(3)
0.4 0.068(4) 0.97(3) 0.287(5) 0.99(4)
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�θx,τ back to the primary interval [−π,π〉, as is well known
for phase differences in superconducting systems without
dissipation and other realizations of the (compact) XY model.
Furthermore, we also choose to do the same for the difference
between the two (compactified) �θx,τ terms in Eq. (5), as
the alternative would result in different Boltzmann factors
being associated with physically equivalent situations. Our
procedure then is equivalent to requiring that the entire
difference �θx,τ − �θx,τ ′ should be restricted to the primary
interval [−π,π〉, i.e., treating the dissipation term as a 2π -
periodic function.
The details of the Monte Carlo simulations are described in

Sec. III also for the compact model. The only difference that
may be of any consequence is that we found it more convenient
to vary the spatial couplingwhile fixing the dissipation strength
in this case, but we have checked that the direction in coupling
space taken by the simulations has no impact on the result.
The dissipationless (α = 0) four-state clock model is com-

pletely isomorphic to the Ising model with interaction K/2.
Thus, we may employ the criterion sinh(Kc) sinh(Kτ ) = 1 in
order to calculate Kc for a fixed value of Kτ . The temporal
coupling parameter is fixed at Kτ = − ln (tanh 12 ) ≈ 0.7719
such that Kc = 1 when the dissipation is tuned to zero.
The most striking difference we found when compactifying

the angles is that the intermediate phase with quasi-long-range
order vanishes. This means that one has only a single disorder-
order phase transition, as is the result one would usually expect
for any model with Z4 symmetry. We have verified that the Z4
symmetry and the apparent U (1) symmetry of the complex
order parameter (in the disordered phase) are spontaneously
broken simultaneously at a single critical point. This is found
by observing that the inflection points of magnetization curves
form andmφ coincide asymptotically, in contrast to the curves
shown in Fig. 3 for the noncompact case.
The phase diagram for the compact Z4 model with bond

dissipation is shown in Fig. 7. It differs considerably from that
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FIG. 7. Phase diagram for the compact model of Eq. (15) with
Kτ = − ln (tanh 12 ), the dotted line indicating a critical line separating
the disordered phase from a phase with long-range order. The line is
not drawn beyond α = 0.4 because of increasing uncertainties.
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FIG. 8. Finite-size analysis of the maximum N∗
τ of the cumulant

curves as a function of spatial system size Nx used to obtain the
dynamical critical exponent z for the compact model. The dashed
lines show the power-law fits, cf. Table II for the results.

of its noncompact counterpart, not only in the evident absence
of any intermediate critical phase, but also in that the limit
α → 0 is well behaved. Here, the model is reduced to two
uncoupled 2D Ising models, for which exact results are known
and simulations are straightforward. In the limit of K → 0
the simulations are on the other hand very difficult for the
same reasons as those investigated by us in a similar model
in Ref. 3. Therefore, we have not strived to extend the phase
diagram all the way down to the α axis in this work. Due to
the qualitative difference in the kinetic terms for the compact
and noncompact model, it is not possible to make quantitative
comparison between the position of the phase transition line
in Fig. 7 and the two phase transition lines in Fig. 4.
Turning next to the nature of the critical line in the phase

diagram, we show in Fig. 8 and Table II results for the three
points along the line for which we made the most effort
to extract the dynamical critical exponent. These points are
chosen so that the relative influence of the dissipation term
should be qualitatively comparable with that for the points
(α(1)c ,K) chosen for the first transition of the noncompact
model. As for the noncompact model here and the Ising
model with bond dissipation studied in Ref. 3, there is no
significant variation in the dynamical critical exponent from
the expected value z = 1, although the tendency to greater
finite-size effects for increasingα remains for both the compact
and the noncompact model.

TABLE II. Critical coupling Kc and dynamical critical exponent
z for different values of the dissipation strength α for the compact
model.

α Kc z

0.05 0.8303(4) 1.02(2)
0.1 0.6753(7) 0.99(2)
0.2 0.414(2) 0.99(2)
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VI. DISCUSSION

The models discussed in this paper are in some sense
generalizations of the Ising spin system with bond dissipation
discussed in Ref. 3. For the compact Z4 model the mod-
ifications come from the increase of the number of states
from q = 2 to q = 4, while one for the noncompact model
adds an additional extension of the configuration space. The
phase diagram for the compact model is very much like that
observed for the dissipative Ising model,3 both featuring a
single order-disorder phase transition line. The noncompact
model on the other hand exhibits much richer physics in the
sense that it presents, for fixedK andKτ , two phase transitions
surrounding an intermediate critical phase with power-law
decaying spin correlations and emergent U (1) symmetry. The
most pressing question then pertains to the occurrence of this
phase: Why is the discrete structure of the angle variables
rendered irrelevant in a region of parameter space for our Z4
model, when such behavior is previously known to occur only
inZq models with q > 4? Even our compactifiedmodel differs
from a pure Z4 = Z2 × Z2 clock model, since the dissipation
term couples the two underlyingZ2 models in a nontrivial way.
Such models can no longer be expected a priori to behave as
an Ising model, and there is in principle no reason why they
may not even present intermediate phases. The absence of
such a phase in our compact model does however indicate
that we must turn to the other obvious difference between our
model and a Z4 clock model, namely that the variables in
our noncompact model are free to drift outside the primary
interval. Somehow, this added degree of freedom is enough to
close the excitation gap.
As observed in Fig. 4, the underlying Z4 symmetry

stemming from the discreteness of the variables is irrelevant
in the intermediate phase. Consequently, the system displays
an effective continuous symmetry. Since z = 1, the effective
long-wavelength low-energy propagator is on a Gaussian
form 1/(ω2 + q2). In addition, the system is effectively two
dimensional due to z = 1. In two dimensions, Gaussian
fluctuations are sufficient to induce a critical phase given a
continuous symmetry. This is analogous to the mechanism
producing a critical phase in the classical 2D XY model with
an Zq>4 anisotropy12 [soft constraint with underlying U (1)
symmetry], and also for classical Zq>4 clock models14 (hard
constraint). The difference in our case is that the underlying
symmetry is Zq=4.
To comment further on the origin of the critical phase, it

appears that the quadratic form of the kinetic energy in the
problem is essential for observing it. This quadratic short-
range interaction term in imaginary time facilitates Gaussian
fluctuations. Were we to use a cosine-like form of this term
for noncompact variables (as one does for compact variables),
this intermediate phase would not be found. The kinetic energy
term is bounded frombelow, but not fromabove.Upon entering
the intermediate phase from the ordered side, this term tends
to suppress strong θ fluctuations, much more so than a kinetic
termwhich is bounded frombelow and above, such as a cosine-
like term. Only at even lower values of the dissipation are the
excitation energies of larger θ fluctuations so low that wild θ

fluctuations are possible due to the boundedness of the spatial
coupling. At this point, the system disorders completely. If

the quadratic kinetic energy term is replaced by a cosine-like
term, wild θ fluctuations are facilitated precisely at the critical
point where the Z4 symmetry becomes irrelevant, and the
system disorders directly from the Z4-ordered state. Hence,
for a compact model there will only be one phase transition
separating theZ4-ordered state from the completely disordered
phase.
We now comment on the critical scaling between space

and imaginary time in the models we have studied. For the
compact case one has the conventional case of a critical line
alongwhich the correlation length diverges as ξ ∼ |K − Kc|−ν

in space and ξτ ∼ |K − Kc|−zν in imaginary time, with z

appearing to remain equal to unity along the line. This picture
is no longer valid in the noncompact case, as ξ and ξτ are
formally infinite in the entire intermediate critical phase, and
z cannot be defined from the anisotropy of their divergence
in this region. Furthermore, supposing that the intermediate
phase shares qualitieswith the corresponding phase in classical
Zq>4 models, the correlation lengths can be expected to
diverge exponentially as this critical phase is approached
from either side as for the Kosterlitz-Thouless (KT) transition,
and not as a power law as for conventional critical points.
However, as long as the correlation length does diverge, and
this divergence is exponential both in space and imaginary
time, the dynamical critical exponent is still well defined
through ξτ ∼ ξz. Therefore, our finite size analysis is valid
as α → α(1)c

−
and α → α(2)c

+
irrespective of whether these

points turns out to possess KT criticality or not. At both
phase transitions we have z = 1, signaling equally strong
divergence of correlation lengths in space and imaginary
time.
To infer from simulations on finite systems that the

correlation length in fact diverges exponentially is exceedingly
difficult,29–31 and we have not attempted to determine the
exact nature of the phase transitions, but leave this an open
question. The phase transitions (one or both) may be in the
KT universality class, or it may belong to a class of related
topological phase transitions.25 This identification of the exact
universality class is controversial even for classical clock
models.24,32,33

If we generalize the noncompact action in Sec. IV by
redefining the phase space such that the variable can take
on all real values, Eq. (8) may represent the action for
a one-dimensional array of Josephson junctions.5,6 Recent
theoretical work34,35 report that such systems may display
local quantum criticality, in the sense that the spatial coupling
renormalizes to zero at the quantum phase transition so that
the behavior is essentially (0+ 1) dimensional. This suggests
that local quantum criticality need not be restricted to (2+ 1)D
models such as the one presented in Ref. 8, but that similar
unconventional criticality may be found in (1+ 1)D as well.
Although it should be remembered that our (1+ 1)D model
has discrete angle variables, our simulations do not show any
traces of local critical behavior, in the sense that the scaling of
Binder cumulants do not give z � 1.
Strictly speaking, the dynamical critical exponent is not

well defined inside the intermediate phase, and the isotropic
behavior is instead maintained by the decay exponents for the
power-law spin correlation functions in space and time being
equal. Nevertheless, for finite Nx one may still assume the
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scaling relation N∗
τ = aNz

x and use the ordinary procedure
to extract the (effective) exponent z as long as the system
is critical, which yields z ≈ 1 in the entire intermediate
phase. We may then inspect how the nonuniversal prefactor
a changes as a reflection of the anisotropy of the interaction
in time and space. In the noncompact model it is possible
to investigate the development of a at constant Kτ/K and
varying α without leaving the critical region. We find that
a decreases for increasing α, indicating that the dissipation
term contributes to making the temporal dimension less
ordered than the spatial one. This is also in contrast with
a tendency toward (0+ 1)D behavior when increasing the
dissipation strength, as suggested in the models mentioned
above.

VII. CONCLUSIONS

We have performed Monte Carlo simulations on two
distinctZ4-symmetric dissipative lattice models. In one model
the phase variables are only defined on the interval [0,2π〉,
while the other model has no restrictions on the variables.
The different domains of the variables have implications for
the short-range interaction term in imaginary time, which
again leads to essential differences in the behavior of the
two models. The compact model features only one phase
transition in which the Z4 symmetry is spontaneously bro-
ken. On the other hand, the noncompact model displays
three phases, namely a disordered phase with exponentially
decaying spin correlations, an intermediate critical phase
with quasi-long-range order, and finally a long-range ordered
phase.
Along the phase-transition line of the compact model, we

find the dynamic critical exponent z = 1, independent of the
dissipation strength. In the noncompact model, we find the
value z = 1 for both phase transitions and the power-law decay
exponents for space and imaginary time are equal in the entire
phase exhibiting quasi-long-range order.
We have shown that the issue of compactness versus

noncompactness of the fundamental variables of the Z4
models have important ramifications for their long-distance,
low-energy physics.
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APPENDIX: QUANTUM-TO-CLASSICAL MAPPING FOR
COMPACT AND NONCOMPACT VARIABLES

In this appendix we will outline the quantum-to-classical
mapping for a quantum rotor model and show how the kinetic
term in the resulting classical model depends on whether the
variables are interpreted as compact or noncompact. We will
first reproduce the derivation as given in Refs. 36 and 37, for

the case of compact variables, after which we will generalize
and reinterpret it for the noncompact case. Although there is
nothing novel about this derivation, the form of the kinetic
term often seems to be taken for granted in the literature, and a
correct interpretation of the classical action in the noncompact
case is crucial for our results. As a starting point we take
the (dissipationless) Hamiltonian H0 = T + U for a spatially
extended system of particles, each moving on a ring. The
kinetic energy of the rotors is given by

T = − 1

2I

∑
x

∂2

∂θ2x
, (A1)

where I is some inertia parameter. The (periodic) po-
tential energy is given by Josephson-like coupling of the
rotors,

U = −K
∑

x

cos(θ̂x+1 − θ̂x), (A2)

with K being the coupling strength. Here we have used
the angle representation where we for simplicity let θ be
a continuous variable, and θ̂ is the corresponding operator.
Characteristic of a rotor model is the invariance of the
system upon translations of the angle θ → θ + 2π . The
eigenfunctions describing the system should therefore be 2π
periodic, a requirement which immediately yields discretized
angular momenta and energy levels.
The partition function of the rotor system may be given by

Z = Tr(e−β(T +U )). (A3)

We let kB = 1 such that β equals inverse temperature. The
trace may be evaluated by introducing a path integral over M
time slices between τ = 0 and τ = β, with the width of the
time slices given by �τ = β/M . For every time step indexed
by τ , we insert a complete set of states,

Z ≈ lim
M→∞

∫
Dθ

M−1∏
τ=0

〈θ (τ + 1)|e−�τT e−�τU |θ (τ )〉. (A4)

Here, |θ (τ )〉 is an angular eigenstate of all rotors with Trotter
index τ . Since |θ (τ )〉 is an eigenstate of θ̂ we get

e−�τU |θ (τ )〉 = |θ(τ )〉eK cos(θx+1,τ −θx,τ ). (A5)

A generalmatrix element describing the kinetic energy is given
by

Tx,τ = 〈θx(τ + 1)|e−�τT |θx(τ )〉. (A6)

Next, for each τ we insert a complete set of eigenstates of the
kinetic energy |nx(τ )〉. Because θ and n are conjugate vari-
ables, we have the identity 〈nx(τ )|θx(τ )〉 = exp [−inx,τ θx,τ ].
Inserting this, we get the general form of the matrix element
for the kinetic energy

Tx,τ =
∑
nx,τ

einx,τ θx,τ+1e−inx,τ θx,τ e−
1
2I �τn2x,τ . (A7)

Using the Poisson summation formula, we may write the
summation over integer-valued angular momenta in Eq. (A7)
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as an integral over the continuous field ñ at the cost of
introducing another summation variable m:

Tx,τ =
∞∑

m=−∞

∫
dñeiñ(θx,τ+1−θx,τ )− 1

2I �τ ñ2e2π imñ

=
∞∑

m=−∞
Ce− I

2�τ
(θx,τ+1−θx,τ −2πm)2

≈ CeKτ cos(θx,τ+1−θx,τ ), (A8)

where Kτ = I
�τ
, and C =

√
2πI
�τ

is a constant prefactor
which is henceforth dropped from the expressions. The last
approximation of Eq. (A8) is the Villain approximation of the
cosine function, which is known not to alter the universality
class of the phase transition.
Reintroducing the matrix elements to the partition function

and renaming �τK → K , we get

Z =
∫

DθeKτ

∑
τ

∑
x cos(θx,τ+1−θx,τ )eK

∑
τ

∑
x cos(θx+1,τ −θx,τ ),

(A9)

i.e., an anisotropic XY model in (1+ 1) dimensions. Note
however, that we were able to cast the kinetic energy matrix
element into the form of a sequence of Gaussians because
the angular momentum eigenvalues where restricted to integer
values. This is only the case when the canonical conjugate
variable θ is restricted to a [0,2π〉 interval. In other words, the
partition function given in Eq. (A9) reflects the interpretation
of Eqs. (A1) and (A2) in terms of rotors.
Equations (A1) and (A2) may also describe particles

moving in an extended potential, in which case the state of the
system after a 2π translation is distinguishable from the state

prior to the translation. Introducing dissipation to this system
by coupling �θ to a bosonic bath explicitly breaks the peri
odicity of the quantum Hamiltonian, and consequently the
variable θ should be treated as an extended variable from the
outset. This necessitates a modification of the above procedure
as the summation over the eigenstates in Eq. (A7) has to be
replaced by an integral over a continuum of momentum states.
Then, the kinetic energy matrix element instead becomes

Tx,τ =
∫
dnx,τ e

inx,τ (θx,τ+1−θx,τ )− 1
2I �τn2x,τ

= e−
I
2�τ
(θx,τ+1−θx,τ )2 , (A10)

where a constant factor has been ignored. Inserting this
expression into the kinetic part of the partition function
yields

Zτ = lim
M→∞

∫
Dθe−

I
2

∑M−1
τ=0 �τ (

θx,τ+1−θx,τ

�τ
)2

≡
∫

Dθe−
I
2

∫ β

0 dτ (
∂θx
∂τ
)2 . (A11)

The continuum expression for the action is the one con-
ventionally stated in the literature both for compact and
noncompact variables. However, it is always implicit that the
imaginary time dimension is discrete by construction,38 and
for most numerical computations it has to be treated as such
in any case. One then has to choose one of two alternative
discretizations of the short-range interaction in the imaginary
time direction, depending on the interpretation of the system
and the compactness of the variables. As shown above, the
cosine-like term of Eq. (2) is the natural discretization for
compact variables, whereas the quadratic term used in Eq. (3)
is associated naturally to noncompact variables.
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Quantum criticality in a dissipative (2+1)-dimensional XY model of circulating currents
in high-Tc cuprates
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We present large-scale Monte Carlo results for the dynamical critical exponent z and the spatio-temporal
two-point correlation function of a (2+1)-dimensional quantum XY model with bond dissipation, proposed to
describe a quantum critical point in high-Tc cuprates near optimal doping. The phase variables of the model,
originating with a parametrization of circulating currents within the CuO2 unit cells in cuprates, are compact,
{θr,τ } ∈ [−π,π〉. The dynamical critical exponent is found to be z ≈ 1, and the spatio-temporal correlation
functions are explicitly demonstrated to be isotropic in space-imaginary time. The model thus has a fluctuation
spectrum where momentum and frequency enter on equal footing, rather than having the essentially momentum-
independent marginal Fermi-liquid-like fluctuation spectrum previously reported for the same model.
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Quantum critical points describe systems with diverging
length scales at zero temperature, and have come into much
focus in recent years as possible descriptions of anomalous
phenomena in strongly correlated fermion systems and sys-
tems with competing orders.1 One prime example of this is
represented by the high-Tc superconducting cuprates, where
various types of quantum critical phenomena have been
proposed as essential for understanding the many unusual
normal-state transport properties these systems exhibit. This
has, over the past quarter of a century, represented one of the
major challenges in condensed-matter physics.2

One successful phenomenological framework is to describe
the the normal phase around optimal doping as a marginal
Fermi liquid (MFL),3 the weakest possible violation of having
a nonzero quasiparticle residue at the Fermi surface. Among
the merits of the MFL phenomenology is that it describes
transport properties in this strange metallic phase in good
accordance with experiments. This follows naturally from
the essentially momentum-independent, linear-in-frequency,
fluctuation spectrum of the MFL hypothesis.3

More recent works have pursued a more microscopic
foundation of MFL. The underlying picture is that there
exists a quantum critical point (QCP) residing at T = 0
beneath the superconducting dome.4 The degrees of freedom
associated with this QCP are circulating currents within the
unit cells of the CuO2 layers. The main idea is that the MFL
phenomenology arises from the quantum critical fluctuations
of these currents above the QCP at T > Tc. It has also
been demonstrated how the same fluctuations may give rise
to d-wave high-Tc superconductivity.5 The ordering of such
circulating currents upon lowering the temperature from the
strange metal region into the pseudogap region is a candidate
for a possible competing order in this part of the phase
diagram.6 Magnetic order conforming with such circulating
currents has in fact been observed in several experiments.7–11

Itmust bementioned that others argue that such signaturesmay
have a quite different origin,12–15 and also numerical results
disagree on the presence of such circulating currents,16–18 but
the model remains one of the central theories of the physics of
high-Tc cuprates.2,19

A remarkable implication of a q-independent fluctuation
spectrum, such as that posited in MFL theory, is that the

associated QCP exhibits local quantum criticality (LQC).
Defining the dynamical critical exponent z from the scaling
of momentum and frequency at the quantum critical point,
ω ∼ qz, this means that, formally, z = ∞. It is a highly
nontrivial question as to how such a remarkable property
of a quantum critical point can arise in an extended system.
Recently, it was argued20,21 that precisely such local criticality
is found in a (2+1)-dimensional quantumXY modelwith bond
dissipation of the Caldeira-Leggett22 form. The angle variables
of this model were associated with circulating current degrees
of freedom, as will be explained below.
The results of Ref. 20 would imply that the previously

hypothesizedMFLfluctuation spectrum has been derived from
a microscopic theory applicable to cuprates. In a broader
perspective, it is of considerable interest to investigate in
detail if such unusual behavior can occur in model systems
of condensed matter, as related variants of locality have also
been considered in the context of gauge/gravity duality23 and
QCPs in disordered systems and heavy fermion compounds.1

From naive scaling arguments24,25 applied to the dissipative
model proposed in Ref. 20, one might expect that dissipation
is irrelevant in the renormalization group sense. The result
would then not be LQC, but instead conventional quantum
criticality with isotropic scaling z = 1. Here, we report results
from Monte Carlo simulations performed directly on the
(2+1)-dimensional quantumXY model with bond dissipation
and compact angle variables, considered in Ref. 20. Our results
strongly indicate that in this model z = 1.
The dissipative (2+1)-dimensional [(2+1)D] XY action

considered in Ref. 20 takes the form

S = −K
∑
〈r,r′〉

Lτ∑
τ=1
cos(�θr,r′,τ )

−Kτ

∑
r

Lτ∑
τ=1
cos(θr,τ+1 − θr,τ )

+α

2

∑
〈r,r′〉

Lτ∑
τ �=τ ′

(
π

Lτ

)2 (�θr,r′,τ − �θr,r′,τ ′)2

sin2
(

π
Lτ

|τ − τ ′|) (1)

when put on a cubic L × L × Lτ lattice. The bond variables
are given by�θr,r′,τ = θr,τ − θr′,τ , where the sum over r and r′

180503-11098-0121/2011/84(18)/180503(4) ©2011 American Physical Society



RAPID COMMUNICATIONS

SPERSTAD, STIANSEN, AND SUDBØ PHYSICAL REVIEW B 84, 180503(R) (2011)

goes over nearest neighbors in the x-y plane. Periodic bound-
ary conditions are implicit in the imaginary time direction, and
are also applied in the spatial directions.
Such a model has previously been employed as an effective

description of a resistively shunted Josephson junction array,26

and it may also be viewed as a generic quantum rotor model
with dissipative currents. A third possible interpretation in the
context of high-Tc cuprates is as follows. Suppose the angles
θa priori can take only four possible values. These four values
then represent the directions of a pseudospin associated with
the four possible ordered circulating current patterns within
each CuO2 unit cell (see, e.g., Fig. 1 of Ref. 27). The first
two terms represent the standard interaction energies in space-
imaginary time of these circulating currents in neighboring
unit cells, and have been derived from microscopics.27 The
last term is the term responsible for dissipating the ordered
circulating currents.20

In Eq. (1), the angles are continuous variables. We will
discuss a possible a posteriori justification for this later in
this Rapid Communication by showing that an added fourfold
anisotropy term is perturbatively irrelevant. Reference 20,
moreover, appears to treat θr,τ as compact variables, also
in the presence of a dissipation term that apparently renders
the action nonperiodic in the angle variables.28 In order to
investigate numerically the same model considered in Ref. 20,
we therefore compactify the expression �θr,r′,τ − �θr,r′,τ ′ so
that it is defined modulo 2π . We will discuss alternative
choices later.
The calculations of Ref. 20 were not restricted to any

specific parameter regime, but predicted that every point on the
T = 0 quantum critical surface in α − K − Kτ (parameter)
space (for α > 0) should be a local QCP. Accordingly, we
choose convenient coupling constantswhen searching for LQC
in our simulations, and for the results presented here, the
dissipation strength is fixed at α = 0.05.
The phase diagram (not shown) is qualitatively very similar

to those found for related compact (1+1)D models with
bond dissipation.25,29 It features a single critical surface
that separates a disordered from a fully ordered phase, and
which is continuously connected to the 3D XY critical line
at α = 0. For similar models in (1+1) dimensions, only
the region of relatively moderate dissipation was accessible
to simulations, as increasing α increases finite-size effects,
resulting in apparent values z < 1 for the dynamical critical
exponent. As expected, this problem is no less severe in
(2+1) dimensions. Available system sizes are restricted by
the absence of cluster algorithms to treat models with bond
dissipation appropriately,25 and we are therefore confined to
local Metropolis updates.
To locate the phase transition, we vary the spatial coupling

K and use the crossing point for different system sizes L of
the Binder cumulant g = 1− 〈|m|4〉/(2〈|m|2〉2). Here, m =∑

r,τ exp [iθr,τ ] is the order parameter of the U (1)-symmetric
degrees of freedom. Due to the anisotropy of the interactions,
we have to calculate g for multiple values of Lτ for each
spatial system size L, as described in more detail, e.g., in
Ref. 25. The value Lτ = L∗

τ where the function g(Lτ ) reaches
its maximum corresponds to the optimal temporal extent
for which the system appears as isotropic as it can be, the
anisotropic interactions taken into account.

10
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L
∗ τ

Kτ = 0.2

Kτ = 0.6
Kτ = 1.0

Site dissipation

10 50

(Kτ = 0.6, α = 0.1)
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100

FIG. 1. (Color online) Finite-size analysis of the maximum L∗
τ

of the Binder cumulant curves g(Lτ ) as a function of spatial system
size L. For the black data points, the dynamical critical exponents
z as given in Table I are obtained from the slope of the fitting lines
(dashed). The red (gray) points show similar results for site dissipation
for comparison, where a fit of the three largest systems yields z =
1.84(3).

For a conventional QCP, at which the correlation length
ξτ in imaginary time scales with the correlation length ξ in
space as ξτ ∼ ξz with a finite z, we expect to observe the
scaling relation L∗

τ ∼ Lz. This scaling procedure then allows
one to extract the dynamical critical exponent z from Binder
cumulant data. For a local QCP formally having z = ∞, we
expect this scaling to break down. Our strategy to search for
possible LQC in the model (1) is therefore to perform the
above procedure assuming conventional criticality, and then
look for indications that this hypothesis should be rejected.
The results of this finite-size analysis is shown in Fig. 1,

with the values of the dynamical critical exponent z given in
Table I. Here, we have chosen three different values of the
quantum coupling Kτ in order to investigate both the limit
of relatively weak quantum coupling and the opposite limit
leading to relatively strong system anisotropy.
The results show that the effective dynamical critical

exponent is z � 1 for all the parameter sets considered, and
we expect that we could obtain z ≈ 1 if we were able to
reach higher values of L. (For a smaller value α = 0.02, we
obtained z = 1 within statistical uncertainty.) It is conceivable
that signatures of LQC would be visible only for systems
larger than the admittedly moderate system sizes accessible
to present algorithms. However, were that the case, the true

TABLE I. Critical coupling Kc and dynamical critical exponent
z for different values of the quantum coupling Kτ , but for the same
dissipation strength α = 0.05. Uncertainty estimates for z have been
calculated by a bootstrap procedure, including the uncertainty in Kc.

Kτ Kc z

0.2 0.48068(5) 0.968(8)
0.6 0.28244(4) 0.985(8)
1.0 0.18008(5) 0.970(11)
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z → ∞ nature of the model would likely reveal itself as
strongly increasing effective values of z as a finite-size effect
for increasing L. For comparison, we have also carried out
simulationswith equivalent parameters of a (2+1)DXY model
with site dissipation, for which z = 2 is expected.25,30 The
results are included in Fig. 1, and already for system sizes
comparable to those for bond dissipation, we observe (finite-
size) crossover behavior with z → 2. For bond dissipation, we
observe no tendency toward z > 1 for either of the parameter
sets, and it is hard to imagine how crossover to z → ∞ scaling
should be much slower than crossover to z = 2 scaling.
For all results reported here, we have used parallel

tempering31 to reduce autocorrelation times, and to ensure
that the simulations are well equilibrated. To emulate the
continuous U (1) symmetry, the simulations are made for Zq

clock models, with q = 128 forKτ = 0.2,1.0, and q = 32 for
Kτ = 0.6. The nature of the criticality remains unchanged also
when increasing to q = 1024. The results are obtained using
an implementation of the Mersenne Twister32 random number
generator, but other random number generators produced
consistent results.
Although we found no indication of LQC from the scaling

of the Binder cumulant, we also considered the correlations of
the order parameter field directly

C(r − r′,τ − τ ′) = 〈eiθr,τ e−iθr′ ,τ ′ 〉. (2)

The correlation functions presented here are obtained for
the parameter set Kτ = 0.6, with Lτ = L∗

τ and K = Kc as
obtained from the previous simulations, and therefore serve
as a self-consistency check of the Binder scaling procedure.
From Fig. 2, it is evident that the correlation function at the
critical point decays isotropically in space-imaginary time. In
other words, there are no signs of locality.

0 0.2 0.4 0.6 0.8 1.0
0

0.2

0.4

0.6

0.8

1.0

μ/Lμ

g(
μ
)

μ = x

μ = τ

FIG. 2. (Color online) Correlation functions at the critical point
Kc = 0.282 44 for dissipation strength α = 0.05 and quantum cou-
plingKτ = 0.6. The system sizeL = 32,Lτ = 49 ≈ L∗

τ corresponds
to the rightmost data point of the midmost data series in Fig. 1.
The correlation function is defined in the spatial direction as
g(x) = g(|r − r′|) = C(r − r′,0) and in the temporal direction as
g(τ ) = C(0,τ ), with C defined in Eq. (2). Also, Lx ≡ L. Error bars
are smaller than the linewidth, and the dotted lines are guides to the
eye.

Furthermore,we have verified that the same conclusionmay
be drawn for the other values of Kτ considered, and also for
larger system sizes with aspect ratios found from extrapolation
based on the power law shown in Fig. 1. As an additional test,
we compared the correlation functions shown here with those
obtained by setting α = 0 in Eq. (1). Letting Kτ > K , values
of Lτ and Kc were determined by the same procedure as
for the dissipative model. There is no indication that adding
dissipation changes the scaling of the temporal correlation
length ξτ with respect to the spatial correlation length ξ .
Depending on how �θr,r′,τ is interpreted in the dissipation

term, it may be argued either that the correct treatment is
to compactify only the gradients �θr,r′,τ , restricting them to
the interval [−π,π〉, or to do so to the difference �θr,r′,τ −
�θr,r′,τ ′ as well. Although we have chosen the latter, as
in Ref. 29, we also performed simulations with the former
compactification scheme. The results are qualitatively similar,
with the difference merely amounting to a renormalization
of the dissipative coupling α. In other words, the absence
of LQC in this model is not contingent on the choice of
compactification scheme.
As explained in connection with Eq. (1), the underlying

circulating current degrees of freedom are most naturally
described by discrete, Z4-symmetric variables. In Ref. 21,
it was argued that a model with continuous U (1) symmetry
nonetheless would be a correct description. The result of LQC
would then also apply to the four-state model of the original
degrees of freedom since a fourfold anisotropy field, given
by

S4 = h4
∑
r,τ

cos (4θr,τ ), (3)

would be irrelevant at the critical point of the action (1). We
have investigated the effect of a fourfold anisotropy in our
simulations by including the term (3) in the action. Using the
approach of Ref. 33, we find the same result for the dissipa-
tive (2+1)D XY model as reported there for the classical
3D XY model, namely, that the h4 term is perturbatively
irrelevant.
The soft constraint represented by a (finite) anisotropy term

is not obviously the same as the hard constraint constituted by
the discrete Z4 variables of the original model (the limit h4 =
∞).Wemay only speculatewhether a putative LQCfixed point
for a U (1) theory might survive in the limit h4 → ∞, but note
that our simulations showed no signs of locality neither when
enforcing a soft nor a strong Z4 constraint on the variables.34

Finally, we briefly consider variants of LQC other than that
of Ref. 21, which predicts a strictly infinite z for ξτ ∼ ξz so
that ξ is strictly vanishing at criticality. Another conceivable
sense inwhich z → ∞ is by activated dynamical scaling,35 i.e.,
scaling on the form ln ξτ ∼ ξψ . In this case, aswe expect also in
the first case, locality would manifest itself in our simulations
as a strongly increasing value of z > 1 as the thermodynamical
limit was approached. This is not observed in our results. We
have also verified explicitly, by an appropriate modification of
the scaling,35 that our results are not consistent with activated
dynamical scaling.
In conclusion, we find no signs of local quantum criticality

in the compact (2+1)D XY model with bond dissipation, but
instead conventional quantum criticality with indications of
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isotropic scaling of imaginary time and space. This implies
that the fluctuation spectrum of the model is a function of the
combination

√
q2 + ω2, rather than being dependent only on

the frequency ω, but not on the momentum q (which would be
a hallmark of local quantum criticality). Our results therefore
differ in a fundamental way from those obtained from the same
model in Ref. 20.

The authors acknowledge useful discussions with Egil
V. Herland, Chandra M. Varma, and Vivek Aji. A.S. was
supported by the Norwegian Research Council under Grant
No. 205591/V30 (FRINAT). E.B.S. and I.B.S thank NTNU
for financial support. The work was also supported through
the Norwegian consortium for high-performance computing
(NOTUR).
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We have performed large-scale Monte Carlo simulations on a model describing a (2+ 1)-dimensional array of
dissipative Josephson junctions. We find three distinct stable quantum phases of the system. The most ordered
state features long-range spatial ordering in the phase θ of the superconducting order parameter, but temporal
ordering only in spatial gradients �θ , not in θ . Significantly, the most ordered state therefore does not have
three-dimensional (3D) XY ordering. Rather, it features two-dimensional (2D) spin waves coexisting with
temporally disordered phases θ . There is also an intermediate phase featuring quasi-long-range spatial order in
θ coexisting with a gas of instantons in �θ . We briefly discuss possible experimental signatures of such a state,
which may be viewed as a local metal and a global superconductor. The most disordered state has phase disorder
in all spatio-temporal directions, and may be characterized as a gas of proliferated vortices coexisting with a gas
of�θ instantons. The phase transitions between these phases are discussed. The transition from the most ordered
state to the intermediate state is driven by proliferation of instantons in�θ . The transition from the intermediate
state to the most disordered state is driven by the proliferation of spatial point vortices in the background of
a proliferated �θ -instanton gas, and constitutes a Berezinskii-Kosterlitz-Thouless phase transition. The model
also features a direct phase transition from the most ordered state to the most disordered state, and this transition
is neither in the 2D XY nor in the 3D XY universality class. It comes about via a simultaneous proliferation
of point vortices in two spatial dimensions and �θ instantons, with a complicated interplay between them. The
results are compared to, and differ in a fundamental way from, the results that are found in dissipative quantum
rotor systems. The difference originates with the difference in the values that the fundamental degrees of freedom
can take in the latter systems compared to dissipative Josephson junction arrays.

DOI: 10.1103/PhysRevB.85.224531 PACS number(s): 74.81.Fa, 05.30.Rt, 74.40.Kb, 74.50.+r

I. INTRODUCTION

In general, dissipation suppresses quantum fluctuations
and may support states of spontaneously broken symmetry.
A remarkable consequence of this is the dissipation-driven
quantum phase transition in a single resistively shunted
Josephson junction inwhich the phase difference is localized in
a minimum of the periodic Josephson potential.1 In the param-
eter space of Josephson coupling and dissipation strength, this
corresponds physically to a phase diagram with one metallic
phase and one superconducting phase. While the behavior of
a single dissipative Josephson junction is theoretically well
understood, the picture is less complete for spatially extended
systems. Other than the fully disordered phase and the fully
ordered phase expected from the single-junction system, the
phase diagram of arrays of dissipative Josephson junctions
is conjectured to host additional phases in both one2–7 and
two2,8,9 dimensions. These new, exotic phases can broadly be
characterized by having various combinations of global and/or
local phase fluctuations or order.
Most of the analytical works on similar models have been

based on mean-field analyses or perturbative renormalization
group arguments. Since these approaches are valid in a
limited region of the parameter space, in particular regions
far away from phase transitions, a nonperturbative approach
is of importance. Previous numerical work on models of
dissipative Josephson junctions has mostly focused on lower-
dimensional systems. The first Monte Carlo simulation of
a single dissipative Josephson junction was presented in
Ref. 10, where a fluctuation measure of the imaginary-time
path of the phase difference was introduced to characterize

the localization transition. Improved and extended results for
the same model were later reported in Ref. 11. For one spatial
dimension, Ref. 12 reported four physically distinct phases
for a dissipative Josephson junction chain. This simulation
was performed on a dual model and not directly on the
phase degrees of freedom. A model for a (2+ 1)-dimensional
[(2+ 1)D] dissipative Josephson junction array (JJA) has
been treated numerically by Ref. 13. In essence, their results
support the simplest scenario for a zero-temperature phase
diagram,14,15 with one phase with and another without spatio-
temporal order. This is also what was found in a large-scale
Monte Carlo simulation on the dissipative (2+ 1)D XY

quantum rotor model.16

Finally, our investigations are also motivated by a rather
different physical system which can be described by a closely
related model. In Ref. 17, a quantum XY model with bond
dissipation in two spatial dimensions was used to describe
quantum critical fluctuations in cuprate high-Tc superconduc-
tors. The principal result of analytical work on this model is
that the dissipation-driven quantum critical point is local, in
the sense that the fluctuation spectrum is frequency dependent
but momentum independent.17 Although the physical system
we have inmind primarily is that of a Josephson junction array,
we return to a discussion of the possibilities of local quantum
criticality later in the paper.18

The purpose of this paper is to numerically investigate the
phase diagram of a specific model of a (2+ 1)-dimensional
dissipative Josephson junction array. We pay special attention
to the manifest anisotropy that exists between the spatial
and temporal dimensions. To be specific, the fluctuations of
the quantum paths of the phase gradients will be explicitly
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characterized in terms of roughening transitions, allowing us
to consider the (temporal) localization transition separately
from the onset of (spatial) phase coherence. In particular, we
will identify a partially superconducting phasewith spatial, but
no temporal phase coherence. This corresponds to a dissipative
JJAwhichmay sustain a nonzero Josephson current, but where
one nonetheless has voltage fluctuations over each junction.
We investigate two phase transitionswhere the spatio-temporal
aspects are well separated and can be characterized in terms of
either a spatial vortex-antivortex unbinding, or proliferation of
instantonlike defects. We also discuss a direct quantum phase
transition from an ordered state to a disordered state involving
simultaneous disordering in space and imaginary time. This
corresponds to a quantum phase transition on a dissipative
JJA where one transitions from a state sustaining a Josephson
current and allowing no voltage fluctuations to a normal state,
but via an unusual quantum phase transition that is neither in
the two-dimensional (2D)XY nor three-dimensional (3D)XY

universality class.

A. Model

An array of Josephson junctions consists of superconduct-
ing islands arranged in a regular network. Separating the
islands are tunnel junctions in which Cooper pairs are able
to tunnel from one superconducting grain to the neighboring
grain. The fundamental degrees of freedom are the phases of
the superconducting order parameters residing on the grains.
A classical two-dimensional JJA is described by the 2D XY

model,

H = −K
∑
〈x,x′〉

cos(θx − θx′ ), (1)

where the summation goes over nearest neighboring sites on a
square lattice. θx is the phase of the complex order parameter
of the superconducting grain at position x. Although the U (1)
symmetry of the phase variables cannot be spontaneously
broken in two dimensions at any nonzero temperature (implicit
in the classical description), the system nevertheless undergoes
a Berezinskii-Kosterlitz-Thouless (BKT) transition in which
it develops quasi-long-range order (QLRO) with power-law-
decaying correlation functions in the low-temperature regime.
The low-temperature phase corresponds to a dipole phase
where the vortices and antivortices of the phase field are bound
in pairs. At the transition the vortices proliferate and destroy
the QLRO. For a given phase configuration, a single vortex
is identified on a plaquette by a nontrivial line integral of the
phase difference around the plaquette, taking the compactness
of the phase field into account.
The quantum generalized version of themodel includes two

additional terms describing quantum fluctuations in imaginary
time τ . The action reads3,12,13,15,17,19,20

S = 1

2EC

∑
x

∫ β

0
dτ

(
∂θx,τ

∂τ

)2
− K

∑
〈x,x′〉

∫ β

0
dτ cos(�θx,x′,τ )

+ α

2

∑
〈x,x′〉

∫ β

0

∫ β

0
dτdτ ′

(
π

β

)2 (�θx,x′,τ − �θx,x′,τ ′)2

sin2
(

π
β
|τ − τ ′|) ,

(2)

where we have defined the lattice gradient �θx,x′,τ = θx,τ −
θx′,τ . The first term describes the self-capacitance of a single
island; the second term is the familiar Josephson interaction,
coupling each superconducting island to the nearest neighbors
by a periodic potential. The last term describes the Ohmic
dissipation as modeled by a bath of harmonic oscillators
coupling to the bond variables.21

A subtle consequence of the presence of this Ohmic shunt
mechanism is that the phase variables become noncompact,22

as the dissipation term in Eq. (2) breaks the 2π periodicity
of the Josephson potential. Thus, the phases are no longer
defined with compact support θ ∈ [−π,π〉, as they would
be in the nondissipative case or in a (2+ 1)D dissipative
quantum rotor model. Instead, we have θ ∈ 〈−∞,∞〉. The
impact of this decompactification on the problem is enormous.
It reflects that a sudden increase along imaginary time in
the phase difference (e.g., �θx,x′,τ → �θx,x′,τ + 2π ) would
produce a voltage imbalance over the barrier. A dissipative,
measurable current would then flow through the shunting
resistors until the imbalance is relaxed. Hence, the variables
cannot be defined modulo 2π , since�θx,x′,τ and�θx,x′,τ + 2π
represent distinguishable states. The noncompactness of the
variables implies that we may no longer identify vortices
in the same manner as described above, as a line integral
around a plaquette always yields zero for a noncompact phase
field. In Appendix A, we introduce a reformulation of the
phase variables in terms of a compact part and an additional
field describing the tunneling between wells in the extended
Josephson potential. This enables us to identify vortices in
the compact part of the phase. The phase transitions involving
spatial ordering may therefore still be described by vortex
proliferation even though the variables are of a noncompact
nature.
As a description of a dissipative JJA, there are a few sim-

plifications built into the action (2). We have only considered
the effect of self-capacitance and neglected mutual capacitive
coupling with neighboring grains. Also, the dissipation term
only accounts for one source of dissipation, namely the flow
of normal electrons through the shunting resistors. Additional
dissipative effects like quasiparticle tunneling22 and Cooper
pair relaxation4,23 have been neglected.
In order to study the behavior of a two-dimensional array

of Josephson junctions at zero temperature under the influence
of Ohmic dissipation, we perform large-scale Monte Carlo
simulations on a discretized version of Eq. (2),

S = Kτ

2

N∑
x

Nτ∑
τ

(θx,τ+1 − θx,τ )
2

−K
∑
〈x,x′〉

Nτ∑
τ

cos(�θx,x′,τ )

+ α

2

∑
〈x,x′〉

Nτ∑
τ �=τ ′

(
π

Nτ

)2 (�θx,x′,τ − �θx,x′,τ ′ )2

sin2
(

π
Nτ

|τ − τ ′|) . (3)

Here, Kτ = 1/EC�τ and the spatial coupling has been
renamedK�τ → K . Our goal is to investigate the behavior of
the system in the K-α-space, Kτ therefore defines the energy
scale and will be kept at suitable values in the simulations.
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The phase variables are defined on the vertices of a three-
dimensional cubic grid. The spatial linear extent of the grid is
given byN , and the number of Trotter slices used to discretize
the temporal direction is given by Nτ . Thus,�τ = β/Nτ , and
the size of the space-time lattice is N × N × Nτ . Periodic
boundary conditions in imaginary time are implicit from the
path integral construction, and are also applied in the spatial
directions in the standard manner. The noncompactness of the
variables also dictates the form of the kinetic term. Because
θ is an extended variable, its derivative must be expressed by
discretized differentiation. We refer to the appendix of Ref. 24
for details.

B. Outline and overview of main results

For outlining the road map to this paper, the phase diagram
of the system is helpful. This is illustrated schematically in
Fig. 1. In all regions of the phase diagram, the phases θ are
disordered in the imaginary-time direction.
In Sec. II, we introduce the various observables used to

identify the phases and phase transitions of the model defined
in Eq. (3). In Sec. III, the details of theMonteCarlo simulations
are presented in a concise form.
In Sec. IV, we take a large value of the Josephson

coupling K and investigate the behavior of the system as
it crosses from the CSC phase to the FSC phase in Fig. 1
upon increasing α. There is a phase transition at a critical
dissipation strength, α(2)c , above which the system is fully
bond-ordered superconducting (FSC). For α < α(2)c the system
features unbounded temporal fluctuations, while at the same
time featuring spatial phase coherence. Due to algebraically

Local?

α
(2)
c

α
(1)
c

CSC

FSC

NOR

α

K

0.040.030.020.010

2

1.5

1

0.5

0

FIG. 1. (Color online) A schematic phase diagram of the system
defined by Eq. (3), based on the Monte Carlo calculations presented
below. Here, we have used the value Kτ = 0.002, corresponding to
the parameters in Sec. IV. NOR refers to the normal phase, where
vortices are proliferated and the bonds �θ are disordered in the τ

direction. CSC refers to the critical superconducting state, where the θ

variables feature power-law correlations in space, while �θ remains
disordered. FSC refers to the fully bond-ordered superconducting
state, which features an additional ordering compared to the CSC
phase, namely �θ ordering in the imaginary-time direction. A
hypothetical fourth, local phase has not been observed in our
simulations, as indicated by the box in the lower right corner. See
text in Sec. I B for more details.

decaying spatial correlations in this regime, we will refer to
the phase as critical superconducting (CSC). In other words,
the phase configurations of the system rotate more or less
as a “rigid body” in time, thus at the same time giving rise
to a finite superfluid density (helicity modulus) as well as
voltage fluctuations across the junctions. A detection of the
CSC phase thus requires simultaneous measurements of the
superfluid density of the system, as well as ac measurements
of voltages across junctions.
In Sec. V, we consider the transition between the NOR

phase and the CSC phase, and this is found to be a purely
spatial phase transition of the BKT type.
In Sec. VI, we investigate the response of the system

to increasing dissipation at low and intermediate Josephson
couplings, as it crosses from the NOR phase to the FSC phase
in Fig. 1. This is themost difficult case to analyze, as the system
transitions from a spatio-temporally disordered phase directly
to the spatio-temporally ordered state FSC upon crossing the
critical line α(1)c .
In Sec.VII, the topological defects driving the various phase

transitions as well as how such a model may exhibit local
quantum criticality (LQC), are discussed. This may be briefly
summarized as follows.
On the line separating CSC from NOR, and on the line

separating CSC from FSC, the spatial and temporal aspects
of the phase transitions can be considered separately. The
CSC-NOR transition is driven by point vortices and is in
the 2D XY universality class. The FSC-CSC transition is
driven by instantons in �θ and may be characterized as a
roughening transition in the space of �θ . On the critical line
α(1)c , there is a complicated interplay between temporal and
spatial fluctuations. This critical line is neither in the 2D XY

nor in the 3D XY universality class.
An additional fourth phase could conceivably have been

present in the phase diagram, featuring temporal order and
unbound vortices. The most likely position in the phase
diagram for such a hypothetical phase would be at weak
Josephson coupling and strong dissipation strength. This is
shown by the dotted lines within the box in the lower right
corner of Fig. 1. The local transition line would involve
ordering of temporal fluctuationswithout onset of spatial phase
coherence, and as such would describe a local quantum critical
point. Our simulations, however, showno sign of such behavior
in the parameter range we have considered.
The limit α = 0 is in principle ill defined in this model since

a finite dissipation is essential for the decompactification of the
variables. This is indicated by drawing the α = 0 axis as a red
dotted line in Fig. 1. Thus, the value α = 0 is also a singular
endpoint of the horizontal (red) line in the phase diagram, and
this is indicated by terminating this line in an arrow.
In Appendix A, we provide some more details and discus-

sion on the fundamental implications of the noncompactness
of the phase field. In Appendix B, we take a closer look at the
NOR phase and investigate the description of Refs. 25, 19 of
such a normal phase as a so-called floating phase.

II. OBSERVABLES

In order to describe the various phases and transitions
introduced in the previous section, several quantities will be
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calculated. To monitor the degree of (spatial) superconducting
order, we calculate the spatial helicity modulus, or phase
stiffness. This quantity measures the increase in the free
energy when applying an infinitesimal twist across the system,
θx → θx − δ · x. It probes the degree of phase coherence in the
system and thus its ability to sustain a supercurrent. The only
term in the action that contributes to the helicity modulus is
the Josephson interaction term. Hence, the helicity modulus
ϒx is given by

ϒx = 1

N2Nτ

〈∑
〈x,x′〉

Nτ∑
τ

cos(�θx,x′,τ )

〉

− K

N2Nτ

〈( ∑
〈x,x′〉

Nτ∑
τ

sin(�θx,x′,τ )

)2〉
. (4)

Here, the brackets indicate ensemble averaging. In the context
of the classical 2D XY model, ϒx = 0 defines the disordered
statewhere vortices are proliferated. In the samemanner,ϒx �=
0 signals the finite rigidity of the quasiordered state.
The same XY models used to describe superconducting

systems also describe magnetic systems of planar spins, and
the superconducting phase θ can formally be associated with
the direction of the XY spins. Conventionally, the order of
a superconducting system is therefore often described by a
magnetization order parameter,

m = 1

N2Nτ

∑
x,τ

eiθx,τ , (5)

which probes the uniformity of the spin direction across the
entire (2+ 1)-dimensional volume of the system.
It should be noted that these two order parameters are

periodic and consequently insensitive to tunneling events
where the phase difference on a single junction jumps to a
neighboring potential well, �θ → �θ + 2π . Consequently,
ϒx and m do not probe the dissipation-induced localization
per se. In order to quantify this, we calculate the mean square
displacement (MSD) of the bond variable�θ along imaginary
time,

W 2
�θ (Nτ ) = 1

Nτ

〈
Nτ∑
τ

(�θτ − �θ)2
〉

. (6)

Here, we have defined�θ = 1/Nτ

∑
τ �θτ . TheMSD is often

used in the context of stochastically growing interfaces or
diffusion processes, and it is natural to adopt some concepts
from these areas for our problem. For instance, the degree to
which the imaginary-time history of �θ may be regarded as
“rough” can be quantified by the scaling characteristics of the
MSDwith the lengthNτ of the “interface.” Normally, one finds

W 2
�θ ∝ N2H

τ , (7)

if the imaginary-time history of �θ describes self-affine
configurations. H = 1/2 corresponds to a Markovian random
walk, and such linear scaling of the MSD is also referred
to as normal diffusion. A deviation from linear growth of
W 2

�θ as a function of Nτ is the hallmark of anomalous
diffusion.26 In particular,H < 1/2 is referred to as subdiffusive
behavior. A smooth interface is characterized by the MSD
being independent of the system length.

To describe the phases and phase transitions, we will also
investigate correlations of the order parameter field considered
in Eq. (5). We define the spatial and temporal correlation
function by

Gθ (μ; q) = 〈eiq(θμ−θ0)〉, (8)

where μ ∈ {x,τ }. The extra factor q in the exponent is
introduced for later reference in Appendix B, but will be set to
the conventional value q = 1 otherwise. InAppendixBwewill
also consider bond correlations, defined here for convenience
as

G�θ (μ; q) = 〈eiq(�θμ−�θ0)〉. (9)

For completeness we also present the susceptibility of the
action,

χS = 1

N2Nτ

〈(S − 〈S〉)2〉, (10)

as an additional means of locating the expected dissipation-
induced phase transitions. This is the quantum mechanical
equivalent of the classical heat capacity and is expected to
present a nonanalyticity at a critical point.

III. DETAILS OF THE MONTE CARLO CALCULATIONS

Considerable progress has been made in constructing
new, effective, nonlocal algorithms for long-range-interacting
systems with extended variables.11,27,28 However, these algo-
rithms are presently restricted to (0+ 1)D systems, and do
not seem to generalize easily to N > 1.27 In the Monte Carlo
simulations, we have therefore combined local updates with a
parallel tempering algorithm29,30 in which several systems are
simulated simultaneously at different coupling strengths.
A Monte Carlo sweep corresponds to proposing a local

update by the Metropolis-Hastings algorithm sequentially for
every grid point in the system. The proposed new phases are
generated by first randomly choosing to increase or decrease
the value, then propagating the value by a random increment of
size 2πn/32, where n ∈ {1,32}. In other words, the continuous
symmetry of the variables is emulated by 32 discrete states per
2π interval. We have confirmed that adding additional states
will not change the results.
After a fixed number of Monte Carlo sweeps a parallel

temperingmove ismade. In thismove, a swapof configurations
between two neighboring coupling values is proposed, and the
swap is accepted with probability 	PT given by

	PT =
{
1 if � < 0,
e−� if � � 0.

(11)

Here, � = κ ′(S̄[X; κ ′]− S̄[X′; κ ′])− κ(S̄[X; κ]− S̄[X′; κ]),
where κ is the coupling value varied, representing in our case
α or K , and X represents the phase configuration. S̄ indicates
the part of the action conjugate to the coupling parameter κ .
Both the Metropolis updates and the parallel tempering swaps
are ergodic and respect detailed balance.
All Monte Carlo simulations were initiated with a random

configuration. Depending on system size, various numbers of
sweeps were performed for each coupling value. Error bars
are provided for all observables except correlation functions,
but are usually smaller than the data points. Measurements on
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which we perform scaling have, broadly speaking, a relative
error well below 1%. The MERSENNE TWISTER31 random
number generator was used in all simulations and the random
number generator on each CPU was independently seeded. It
was confirmed that other random number generators yielded
consistent results. In some simulations we also made use
of the Ferrenberg-Swendsen reweighting technique,32 which
enables us to continuously vary the coupling parameter after
the simulations have been performed.
In order to identify sharply defined nonanalyticities and

observe converged scaling of W 2
�θ at the dissipation-induced

phase transitions, relatively large values of Nτ are needed.
This limits the range of spatial sizes accessible in simulations
with a single-site update algorithm. In the sections where we
focus on the temporal scaling, we have fixed the spatial size
at N = 20 and varied the temporal size in the range Nτ = 50
to Nτ = 350. In Sec. V we find that in the CSC phase the
temporal size of the system is irrelevant in determining the
spatial properties of the system. Consequently, the temporal
size is fixed atNτ = 20 and the spatial size is varied in the range
N = 10 toN = 100. To investigate the spatial correlations in θ

across the NOR-FSC phase transition, we have also performed
simulations on a Nτ = 30 system with N = 50 and N = 100.

IV. THE CSC-FSC TRANSITION α(2)
c

In this section, we consider the behavior of the system
under the influence of strong Josephson coupling K [i.e., for
a value of K where the corresponding classical system would
be topologically ordered even in the absence of dissipation
(above the horizontal line in the phase diagram of Fig. 1)]. The
coupling parameter will be fixed at K = 1.5 in this section,
while the dissipation strength α is varied. We will use a
quantum coupling Kτ = 0.002. The main focus is on scaling
of observables describing temporal fluctuations. Hence, the
spatial system size is fixed at N = 20.
We start by presenting typical configurations of the bond

variable �θ as a function of τ . At strong coupling, the
bond variables are located predominantly in the vicinity
of the potential minima located at 2πn, where n is an
integer. Due to the noncompact nature of the variables, �θ

are free to tunnel between neighboring minima at weak
dissipation. When considering the single-junction problem,
this sudden tunneling of the bond variable from one Trotter
slice to the next, �θτ+1 − �θτ ≈ 2πnI, is often referred to
as instanton or anti-instanton configurations, depending on
the sign of the integer-valued “instanton charge,” nI. Note
that the noncompactness allows for tunneling of �θ also
between minima of the potential located further away than
nearest neighbor. This corresponds to instanton charges with
values larger than unity. The tunneling behavior is easily
identified in the topmost curve in Fig. 2, where frequent
instantons and anti-instantons are apparent. In this temporally
disordered state, the quantum paths of �θ appear to be well
described in terms of a gas of proliferated instantons. Beyond
a threshold value of α, we observe a localization of�θ in one
of the minima of the Josephson potential. The imaginary-time
history of a bond variable corresponding to this phase forms
an essentially smooth surface and is given in the lower curve in
Fig. 2. However, even though the phase gradients are localized,
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FIG. 2. The bond variable �θ as a function of imaginary time
τ for two different values of dissipation strength, α = 0.0102 and
α = 0.0281, in the strong Josephson coupling regime. In the topmost
curve, the bond variable clearly spends most of the time in the
vicinity of the potential minima, although tunneling events between
minima are frequent. The lowermost curve corresponds to the fully
bond-ordered superconducting state where �θ is localized and W 2

�θ

does not scale with Nτ . Note that in the CSC phase (topmost curve)
the quantum paths of �θ are well described in terms of instantons
where the fluctuations in imaginary time are mostly given by integer
multiples of 2π , in contrast to the situation for the corresponding
quantum paths of �θ in the NOR phase; see Fig. 8.

closely bound pairs of instantons and anti-instantons may still
be present.
In Fig. 3, we show the mean square displacement as a

function of dissipation strength. The temporal bond fluctua-
tions are clearly suppressed for increasing values of α. The
different curves represent different values of Nτ . Two regions
of different scaling behavior of W 2

�θ as a function of Nτ

can immediately be discerned. For weak dissipation, W 2
�θ

increases with Nτ , while W 2
�θ is independent of the temporal

size at strong dissipation. Separating the two regions is a
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FIG. 3. (Color online) W 2
�θ , Eq. (6), as a function of dissipation

strength for a systemwithKτ = 0.002,K = 1.5,N = 20, and various
values ofNτ . Note the kink in the curves at α = α(2)c and the saturation
of W 2

�θ at a finite value for α > α(2)c . Error bars are smaller than the
data points. (Inset) A blow-up of the region around α(2)c .
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FIG. 4. W 2
�θ as a function of lnNτ for various values of the

dissipation strength α ranging from the weak-dissipation limit to
the ordered state at the top and bottom, respectively. The dotted lines
indicate the logarithmic growth ofW 2

�θ . Error bars are much smaller
than the data points.

precipitous drop in W 2
�θ at a value of α that we will identify

as the localization transition point α(2)c .
Further information on the delocalized phase (CSC) can

be found from investigating the dependence of W 2
�θ on the

temporal system size Nτ . Here, the MSD scales with Nτ

according to

W 2
�θ = a(α) lnNτ , (12)

where a(α) is a continuously varying proportionality constant.
In Fig. 4 we have plotted W 2

�θ as a function of lnNτ for
various dissipation strengths. All but the lowest curve represent
dissipation strengths well below α(2)c . A clear logarithmic
dependence is seen for all values of dissipation strength in the
CSC phase. The lowest curve with zero slope corresponds to
α > α(2)c , where temporal fluctuations are effectively quenched
and W 2

�θ does not scale with Nτ . In this way the increase of
temporal fluctuations in �θτ as α is lowered may also be
interpreted as a roughening transition at which the profile
described by �θ changes from smooth to rough. However,
it should be noted that the logarithmic scaling presented in
Fig. 4 does not conform to the scaling ansatz (7) for a self-affine
interface. Instead,�θ is anomalously diffusive in the sense that
H = 0. This is sometimes referred to as superslow diffusion.33

In comparison, Ref. 10 found that for the corresponding normal
phase of a single resistively shunted Josephson junction, the
MSD follows the power law (7) with the exponent decreasing
continuously with dissipation strength (from H = 1/2 for
α � 0 to H ≈ 0 for α = αc).
As we show in Fig. 5, W�θ as well as the action

susceptibility χS and the helicity modulus ϒx all feature
nonanalytic behavior at the critical value α(2)c . Figure 5
therefore supports the notion that the transition at α(2)c is indeed
a genuine dissipation-induced quantum phase transition. Since
we have shown that the system for α > α(2)c has both spatial
phase coherence and temporal localization of �θ , we can
identify this region as a fully bond-ordered superconducting
(FSC) phase. However, ϒx > 0 even for α < α(2)c , indicating
that also the weak-dissipation CSC phase features spatial
phase coherence. The kink in the helicity modulus shown
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FIG. 5. (Color online) The spatial helicity modulus ϒx , Eq. (4),
action susceptibility χS , Eq. (10), and mean fluctuationW�θ , Eq. (6),
as a function of dissipation strength α for a system in the strong
Josephson-coupling regime with Kτ = 0.002, K = 1.5, N = 20,
and Nτ = 250. (Inset) A blow-up of the helicity modulus around
the α(2)c transition. For α > α(2)c , the dissipation renormalizes the
spatial coupling strength so that a kink in ϒx is visible at the
localization transition. However, this renormalization is miniscule.
Proliferation of instantons across the line α(2)c in Fig. 1 does not
trigger a proliferation of vortices.

in the inset in Fig. 5 may be attributed to the (slightly)
reduced spatial rigidity as the bond variables delocalize in
imaginary time when leaving the FSC phase. An important
conclusion to be drawn from this is that in the regime of strong
Josephson coupling, proliferation of instantons does not trigger
a proliferation of vortices at α(2)c in Fig. 1.
A possible physical interpretation of the behavior at strong

Josephson coupling and weak dissipation is a phase where
there are fluctuations of voltage (and thus also of normal
currents through the shunts) even though a finite superfluid
density allows the system as a whole to sustain an unimpeded
supercurrent. For reasons that will be apparent in the next
section, we have chosen to refer to this state as a critical
superconducting (CSC) phase. Similar conclusions have been
made earlier for (1+ 1)D systems (e.g., in Refs. 4, 7,
and 12), where the authors claimed to have found an additional
superconducting state characterized by spatial coherence but
large local fluctuations. An experimental signature of the
FSC-CSC phase transition would be to measure an abrupt
increase in voltage fluctuations across each junction while the
system maintains a Josephson current across the system as
the dissipation strength is reduced. The phase CSC therefore
represents a locally metallic (on each junction) and globally
superconducting (throughout the system) state.

V. THE NOR-CSC TRANSITION

We next consider the phase transition separating the CSC
phase from the fully disordered state NOR. First, we note that
the region at weak dissipation and low Josephson coupling
in the phase diagram of Fig. 1 is spatially phase incoherent,
ϒx = 0. This is therefore identified as the normal, metallic
phase (NOR) of the dissipative JJA. To verify that theCSC state
identified in the previous section by its finite spatial coherence
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FIG. 6. (Color online) The spatial correlation functions
Gθ (x; q = 1), Eq. (8), calculated for α = 0.005, Kτ = 0.002, Nτ =
20, and for two values of the Josephson coupling and two values of the
spatial extent N . Both coupling values correspond to the CSC phase.
The dotted lines show the power-law fit of the correlation functions.

is a distinct phase, we next show that it is separated from
the NOR phase by a genuine phase transition and not just a
crossover caused by the limited spatial extent of the systems.
In Fig. 6, we show algebraically decaying correlation

functions in the spatial direction in the CSC phase, indicating
QLRO within each Trotter slice. In combination with the
observation of vanishing order in the temporal direction (as
measured by W 2

�θ ), this motivates an interpretation of the
CSC phase as a dimensionally reduced critical phase in which
the Trotter slices are decoupled from each other. We verified
that varying Nτ had no impact on the results for any of the
observables probing spatial behavior. Thus, the extent of the
systems is fixed at Nτ = 20 in the following.
We anticipate the phase transition separating theNORphase

from the CSC phase to be in the BKT universality class. At
the transition point, the helicity modulus is expected to scale
according to the finite-size scaling function34

ϒx(N ) = ϒx(∞)
(
1+ 1

2

1

lnN + C

)
, (13)

where ϒx(∞) is the value of the helicity modulus as N → ∞
and C is an undetermined constant. The critical value Kc may
be extracted by varying K until an optimal fit is achieved. In
addition, at a BKT transition, the value of ϒx(∞) obtained at
optimal fit should satisfy the universal relation ϒx(∞)Kc =
2/π .
By treating both parameters as variables in the fitting

procedure, no a priori assumption on the value of the jump is
made. This value may consequently be used as an additional
check on the validity of the conjecture of identifying the
transition as a BKT transition.
In Fig. 7 we presentϒx for various spatial system sizes and

the corresponding fit with Eq. (13). Figure 7(a) shows results
for the dissipationless limit, α = 0,35 while Fig. 7(b) gives
the corresponding results for α = 0.005. At both dissipation
strengths we observe optimal fit at K ≈ 1.12. The insets
presented in both figures show ϒx(∞)K , which should be
compared to the broken line indicating the expected 2/π
universal jump of a BKT transition. These results demonstrate
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FIG. 7. Comparison of calculated values of the spatial helicity
modulus ϒx with the scaling function (13) for two different dissipa-
tion strengths. For both values ofα, a good fit is observed atK ≈ 1.12.
(a) The spatial helicity modulus ϒx as a function of spatial system
sizes N for α = 0.0, Kτ = 0.002, and various Josephson coupling
values. (b) Spatial helicity modulusϒx as a function of spatial system
sizes N for α = 0.005,Kτ = 0.002, and various Josephson coupling
values. (Inset) The universal jump of the helicity modulus is expected
to be 2/π for a BKT transition. This value is indicated by a broken
line in the insets. The universal jump as calculated from the fitting
procedure is shown to be in good correspondence with the BKT
scenario.

that the NOR-CSC transition is a BKT transition. The
temporal interaction terms are evidently completely incapable
of establishing temporal order at this transition. In particular,
when comparing Figs. 7(a) and 7(b) corresponding to no
dissipation and weak dissipation, respectively, no significant
difference is visible. Even though the dissipation term has a
major impact on the temporal fluctuations,36 the spatial helicity
modulus appears completely unaffected by the presence of
dissipation in the CSC phase.
The classification of the NOR-CSC transition is important

in two respects. First, the finite-size analysis shows that the
existence of a finite helicity modulus in the CSC phase is
not a mere finite-size effect. Secondly, the analysis places the
transition in the BKT universality class. This would not have
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been possible if there were a divergent correlation length in the
temporal direction. Such an effect would have been likely to
show up as a breakdown of the scaling procedure. In this way
the analysis gives an indirect verification that the transition is
of a purely spatial nature, and that the CSC phase is temporally
disordered and spatially quasiordered.

VI. THE NOR-FSC TRANSITION α(1)
c

The transition line α(1)c is the only transition line in the
phase diagram that exhibits a simultaneous temporal and
spatial order-disorder transition.Hence, it involves an interplay
between instantons (or instantonlike objects) and vortices, but
in a complicated way that is not easy to disentangle.
In this section, the Josephson coupling strength will be

fixed at an intermediate value ofK = 0.4, for which a classical
counterpart of our model would be well inside the disordered
phase (ϒx = 0). The quantum coupling is set to Kτ = 0.1.
Note that this differs from the value ofKτ used to compute the
phase diagram in Fig. 1.
Figure 8 shows typical configurations of the bond variable

�θ as a function of τ for two dissipation strengths corre-
sponding to regimes where the model behaves quantitatively
different. The topmost curve corresponds to weak dissipation,
with anomalous diffusive behavior of the value of �θ . The
lowest curve represents the regime of strong dissipation, where
the imaginary-time history of �θ is qualitatively less rough
and where we can therefore show below that the bond variable
is localized.
We see from Fig. 9 that the amplitude of the temporal bond

fluctuations are rapidly decreasing with increasing α. At a
critical value of the dissipation strength α = α(1)c , the MSD
features a steep drop marking the localization transition where
the tunneling of�θ is suppressed sufficiently to give the bond
variables awell-defined value in imaginary time.37 We are once
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FIG. 8. The bond variable �θ as a function of imaginary time τ

for two different values of the dissipation strength, α = 0.011 and
α = 0.021, in the weak and intermediate Josephson coupling regime.
These values correspond to the normal phase and the ordered phase,
respectively. The quantum paths of�θ in the normal phase (relatively
low values of K) exhibit fairly slow variations in time, and are not
necessarily well described in terms of instantons. Note the contrast to
the quantum paths in the topmost curve above and the topmost curve
in Fig. 2.
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FIG. 9. (Color online) W 2
�θ , Eq. (6), as a function of dissipation

strength α for a systemwithKτ = 0.1,K = 0.4,N = 20, and various
values ofNτ . Note the kink in the curves at α = α(1)c and the saturation
ofW 2

�θ (Nτ ) at a finite value for α > α(1)c . Error bars are smaller than
the data points. (Inset) Blow-up of the region around α(1)c .

again able to distinguish between two separate states based on
the scaling properties of theMSD. In Fig. 10, we present a plot
of the MSD as a function of lnNτ for several values of α. The
lowermost curve in the figure again represents the FSC phase,
α > α(1)c , where the MSD is independent of Nτ . All other
curves represent dissipation strengths below the localization
transition, and for these a clear logarithmic scaling is observed.
In this way, there are distinct delocalized and localized regimes
for the bond variable also at weak Josephson coupling, and the
temporal fluctuations in each of them behave in exactly the
same way as for strong Josephson coupling.38

To confirm that the temporal transition at α = α(1)c also
marks the onset of spatial ordering, we show in Fig. 11 the
helicity modulus ϒx . Note the abrupt manner in which the
phase stiffness attains a finite value at α = α(1)c . Even though
the spatial extent of the system is relatively small, there is no
weak-dissipation tail which would have been visible for too
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FIG. 10. W 2
�θ , Eq. (6), as a function of lnNτ for various values of

α ranging from the weak-dissipation limit to the ordered state at the
top and bottom, respectively. The logarithmic behavior found at large
Nτ is indicated by dotted lines. Error bars are much smaller than the
data points.
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FIG. 11. (Color online) Spatial helicity modulus ϒx , Eq. (4),
action susceptibility χS , Eq. (10), and mean fluctuationW�θ , Eq. (6),
as a function of dissipation strengths for a system with Kτ = 0.1,
K = 0.4,N = 20, andNτ = 250.Note thatϒx vanishes continuously
at α(1)c (no jump).

small system sizes. In the same figure we also show the root
mean square displacement,W�θ , and the action susceptibility,
χS . It is clear that all observables feature a nonanalyticity at the
samepoint.We can therefore conclude that the transitionNOR-
FSC is a quantum phase transition involving simultaneous
onset of spatial and temporal order.
In Fig. 11, we note that the nonanalyticity in ϒx on the line

α(1)c is brought out very sharply at the system sizes we consider
in this case, namely 20 × 20 × 250. Assuming hyperscaling
and two diverging length scales ξ (spatial) and ξτ (temporal),
we may write

ϒx ∼ ξ 2−d−z ∼ ξ 2−dξ−1
τ ∼ N−1

τ . (14)

Here we have introduced the dynamical critical exponent z

defined by ξτ ∼ ξz. The sharpness can thus be explained by the
large system size and diverging length scale in the τ direction.
Very little finite-size effects may then be expected due to the
limited spatial extent of the system, since d = 2 and the spatial
correlation length drops out of the scaling.
Ordinarily, it would have been natural to attempt a scaling

analysis of this phase transition based on the Binder ratio,

Q = 〈|m|4〉
〈|m|2〉2 , (15)

in order to extract the dynamical critical exponent of the
system z. Here m is the magnetization order parameter of
the superconducting phases defined in Eq. (5). An ordinary
quantum critical point is characterized by diverging lengths in
space and time, ξ and ξτ , respectively. The Binder ratio is then
expected to scale according to

Q = Q

(
N

ξ
,
Nτ

ξτ

)
. (16)

The correlation lengths entering here are correlation lengths of
the phase-correlation function, measuring θ correlations in the
spatial and τ directions. Thus, it should be possible to collapse
the Binder ratio curves, at criticality, as a function of Nτ/N

z

for the correct value of z.
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FIG. 12. (Color online) Double-logarithmic plot of the spatial
correlation functions Gθ (x; q = 1) at values of α corresponding
to above, close to, and below the NOR-FSC phase transition. The
relevant coupling values are K = 0.4 and Kτ = 0.1, and the system
size is given by N = 100 and Nτ = 30. At α ∼ α(1)c the correlation
function appears to be linear at long distances, indicating scale-
invariant spatial fluctuations. The dotted line indicates this linear
behavior. Thus, ξ → ∞, or at the very least ξ > N/2.

We have attempted such an analysis in this case, and failed.
In our computations, we have been able to identify a diverging
length scale ξ based on the above scaling approach, but not
a diverging length scale ξτ . The reason is that in our model,
the coupling in spatial directions is effective in ordering the
phases θ , while the coupling in the τ direction is only effective
in ordering bond variables �θ , while the θ variables never
order in the τ direction. One may therefore define a diverging
length ξ entering Eq. (16), but not a diverging length ξτ . A
diverging length scale in the τ direction may very well exist
for the bond variables �θ , but not for the phase variables θ .
The onset of long-range order in the θ variables in the spatial

directions may be described by the spatial correlation function
Gθ (x; q = 1), Eq. (8). In Fig. 12we present spatial correlations
corresponding to dissipation strengths slightly below the
NOR-FSC transition (α < α(1)c ), close to the transition (α ≈
α(1)c ), and slightly above the transition (α > α(1)c ). The spatial
correlation length appears to behave as expected for a second-
order phase transition into a phase with long-range (spatial)
order, implying that the NOR-FSC transition is associatedwith
a diverging length scale in the spatial directions.

VII. DISCUSSION

Since the work of Hertz,39 quantum critical points are
commonly characterized by their dynamical critical exponent
z. Underlying Hertz’ scaling theory is Landau’s notion that
all relevant fluctuations of a system may be ascribed to
fluctuations of an order parameter.40 This is evident when
considering that the exponent z is defined from a divergence
of a length scale of the order parameter correlation function.
Such a characterization may therefore be insufficient when
the critical point cannot be well described by one single order
parameter, a problem which has been pointed out in different
cases in recent theoretical works.41,42
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The model studied in this paper may be related to a problem
of this kind in the sense that we are unable to find one single
order parameter adequately describing the spatial, temporal,
and spatio-temporal phase transitions separating the NOR,
FSC, and CSC phases in Fig. 1. To substantiate this, we show
in Appendix A that the noncompact θ variables may instead
be formulated by a combination of a compact phase field
θ̃ ∈ [−π,π〉 and an additional integer-valued field k containing
information on what 2π interval the original variable belongs
to. Using the reformulation of the θ variables described in
Appendix A, it is clear that the magnetization order parameter
m only probes the order of the compactified part of the phase,
θ̃ , but is completely oblivious to the state of the integer-valued
field k. Since the state of this field describes whether or not
the phase differences �θ are localized, m is fundamentally
incapable of describing the localization transition concurring
with the onset of coherence of θ̃ . As a result, we are unable to
define a dynamical critical exponent z.
The phase transition from CSC to FSC is primarily

temporal in the sense that it only involves condensation of
instantons from a state where the spatial topological defects
are already tightly bound.However, this localization of�θ also
contributes to spatial ordering by coupling the Trotter slices
along imaginary time, thereby reducing spatial fluctuations
sufficiently to render the system behavior 3D. Accordingly,
CSC-FSC is also of a mixed character, as the transition
separates a phase with spatial QLRO (CSC) from a phase
where spatial long-range order is established (FSC).
The phase transition from NOR to CSC is of a purely

spatial nature. As one increases the Josephson coupling for
weak dissipation, this transition involves only the binding of
the (spatial) vortex degrees of freedom while the (temporal)
instantons remain proliferated. This conclusion is supported
by the signatures of a BKT-type transition found in Sec. V.
In this way, the system behaves as a stack of decoupled
two-dimensional layers in the CSC phase, each exhibiting
critical fluctuations in the θ̃ field.
The phase transition from FSC to NOR is much more

complicated than the ones from FSC to CSC and from CSC to
NOR, and appears to be of a type not previously considered
in connection with superconductor-metal phase transitions.
Since one cannot characterize the anisotropy of the phase
transitions quantitatively in terms of an exponent z, we resort
to more qualitative considerations of the spatial and temporal
degrees of freedom. In the case of intermediate coupling,
one has a concomitant binding of vortices and localization
of�θ upon entering the FSC phase from the NOR phase. This
corresponds to the ordering of the degrees of freedom relevant
to space (θ̃) and time (k), respectively. Due to this simultaneity,
we characterize the NOR-FSC phase transition as a mixed
spatio-temporal phase transition. It is an interplay between
two distinct types of topological defects (point vortices and
temporal fluctuations in �θ) that determines the character
of the phase transition. This phase transition is therefore
neither of the BKT type, nor in the 3D XY universality
class. The former is characterized by proliferation of pointlike
vortices in two dimensions, while the latter is characterized
by the proliferation of (2+ 1)-dimensional vortex loops.43–45
Dissipation, and the associated decompactification of the θ

variables, leads to a disordering of the θ variables in the

imaginary-time direction in all regions of the phase diagram.
Decompactification essentially chops up the vortex loops
into spatial point vortices and instantonlike objects in �θ ,
thereby destroying the Lorentz-invariant physics of vortex-
loop proliferation at the quantum phase transition.
In order to exhaust all combinations of spatial and tem-

poral order/disorder, one could also imagine a fourth phase
exhibiting temporal order without accompanying spatial phase
coherence. This would correspond toW 2

�θ = const. and ϒx =
0 (i.e., a phase with localized bond variables and proliferated
vortices). The most probable location of such a phase would
be at weak spatial coupling and large dissipation strength,
corresponding to the lower right corner of Fig. 1. This scenario
opens the possibility of a purely temporal ordering coinciding
with exponentially decaying spatial correlations upon entering
this hypothetical phase from the NOR phase. Due to this
locality, such a transition could be a possible realization of a
local quantum critical point (“z = ∞”) in a spatially extended
system. In order to emphasize that the existence of this local
phase is only a possibility that we have not actually found in
our computations, we have drawn a box of solid lines around
the specific region in Fig. 1 and indicated possible realizations
of the phase transitions by dotted lines. Although the existence
of such a phase has been conjectured by analytical work2,5,9

and there is numerical work supporting this view,12 we find
no signatures pointing to the existence of such a local phase
in any of the parameter sets considered. Rather, our results
strongly indicate that a spatial coupling is always rendered
relevant by a large enough dissipation parameter α.19 In this
way, the localization of �θ will always induce an onset of
spatial phase coherence. This is equivalent to saying that
instantonlike excitations will always proliferate prior to, or
simultaneously with, the unbinding of vortices as the strength
of dissipation α is reduced. Local quantum criticality (in the
sense of having temporal critical fluctuations coinciding with
spatial disorder) would follow from vortices proliferating prior
to instantons as the disordered state (NOR) is approached
from the fully bond-ordered superconducting state (FSC) by
reducing α.
Finally, we compare the phase diagram found in this paper

with the phase diagram calculated for amodel similar to Eq. (3)
using compact variables.16 Figure 13 shows two schematic
phase diagrams, and the following discussion pertains to their
topology. The topmost diagram summarizes the results found
in this paper, while the lowermost diagram is the phase diagram
for the (2+ 1)D dissipative quantum rotor model. In the
latter case, the diagram features one single phase transition
line separating a completely ordered state from a disordered
state. The phase transition separating them is driven by a
proliferation of vortex loops. This transition line is isotropic in
space time (z = 1) meaning that the entire line is in the 3DXY

universality class. From the lowermost phase diagram it is clear
that ifwe start in the limit of no dissipation,α = 0, and increase
α for K > K3DXY , the dissipation term only contributes to
further dampening the innocuous three-dimensional spin-wave
excitations. This can only increase the superfluid density in the
ordered phase. However, in the noncompact model the regime
K > KBKT, andweak dissipation, represents a phase involving
both two-dimensional spatial spin waves and a proliferated
instanton gas. Increasing α from this regime may therefore
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FIG. 13. Comparison of the phase diagrams of the noncompact
(topmost) and compact (lowermost) models. (Topmost diagram) The
phase diagram found in this work. All phases feature disordered
θ variables in the imaginary-time direction. A notable feature is
the phase CSC where bound vortex antivortex pairs coexist with
disordered bond variables�θ in the τ direction. This is a consequence
of the θ variables being defined with noncompact support. This is
only true for finite α as the quadratic form of the dissipation term
is the origin of the decompactification. Consequently, the physics
found at finite α cannot be analytically connected to the limit α = 0.
The description at α = 0 would require compact phases and thereby
a loss of the instanton degrees of freedom. For α = 0 there is a
phase transition at a critical value of K , but this phase transition
is in the 3D XY universality class, as in the lowermost diagram.
α = 0 is therefore a singular endpoint of the horizontal line in the
topmost diagram. (Lowermost diagram) The phase diagram found
for a (2+ 1)D bond-dissipative quantum rotor model with compact
variables. In this case the diagram features only a single transition
linewhere the system undergoes a spatio-temporally isotropic (z = 1)
phase transition in the 3D XY universality class. See Ref. 16 for
details.

drive a phase transition because the dissipation term is effective
in binding these temporal defects. Therefore, the feature of
the phase diagram of the noncompact model that really sets
it apart from the phase diagram of the dissipative 3D XY

model (i.e., the compact case) is the existence of a phase at
weak dissipation involving spatial ordering concomitant with
temporal disorder. The resulting phase CSC has no counterpart
in the dissipative 3D XY model, since in the latter model
the phases θ are compact. Compact phases θ promote vortex
loops as the critical fluctuations, while noncompact phases θ

promote vortices and instantons as relevant fluctuations driving
the phase transitions.
The phase CSC corresponds to a resistively shunted

Josephson junction array which may sustain a finite Josephson
current through the array, but nonetheless features finite
voltage fluctuations across each junction of the junction array.
This may be viewed locally (at a single junction) as a metallic
state, but globally (throughout the system) as a superconductor.
The most complicated aspect of the phase diagram of the
noncompact model is the direct phase transition between the
NOR phase and the FSC phase, which is considerably more
difficult to characterize than the z = 1 order-disorder transition
in the dissipative 3D XY model.
A (2+ 1)-dimensional model with bond dissipation has

recently been considered as an effective theory of quantum
criticality at optimal doping in high-Tc cuprates.17 The claim
of this work is that the phase correlators of the model at the
critical point decay algebraically as 1/τ while they are short
ranged in space. Such a phase transition would be an example
of local quantum criticality. Monte Carlo simulations on the
(2+ 1)-dimensional quantum rotor model gives an order-
disorder transition in the 3D XY universality class, which is
quite different from local quantum criticality. From the results
of the present paper, it appears to be important to specify
whether the phase variables are compact or noncompact (cf.
Fig. 13). The phase transitions separating the CSC phase from
the FSC phase, or the CSC phase from the NOR phase, are
not of the type described in Ref. 17. To verify whether or not
the remaining phase transition separating the FSC phase from
the NOR phase is an example of local quantum criticality one
would ideally need a single order parameter measuring spatial
and temporal correlations in phases, θ . Since we do not have
this at our disposal, we have not been able to determine what
sort of universality class the critical line separating FSC and
NOR belongs to, apart form concluding that it is not in the
2D XY or 3D XY universality class. However, the spatial
correlation functions presented in Fig. 12 suggest that the
NOR-FSC transition line is not a line with local spatial phase
correlations.
We end with an important remark on the temporal phase

fluctuations we have focused on in this paper. The quantity
W 2

�θ in Eq. (6) measures temporal fluctuation in phase
gradients �θ , defined on a spatial bond of the lattice.
One could also study a corresponding measure of temporal
fluctuations of the phases θ themselves. We have done this,
and find the following. In all parts of the phase diagram in
Fig. 1, the quantity

W 2
θ (Nτ ) = 1

Nτ

〈
Nτ∑
τ

(θτ − θ )2
〉

, (17)

diverges with Nτ . This underlines that the instantons or
instantonlike objects we have discussed in this paper are
temporal fluctuations in phase gradients �θ , not instantons
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in phases θ . On the other hand, the helicity modulus Eq. (4)
measures long-range or quasi-long-range spatial ordering of
phases θ , and we find such orderings in the FSC and CSC
phases. Thus, the FSC phase does not exhibit 3DXY ordering.
It features spatial ordering of θ and�θ , but temporal ordering
only of �θ . This supports the statement made above, that the
NOR-FSC transition is not in the 3D XY universality class.
It is a new type of phase transition involving a complicated
interplay between spatial point vortices and instantonlike
excitations in �θ .

VIII. CONCLUSIONS

The model discussed in this paper describes a two-
dimensional array of quantum dissipative Josephson junctions.
By extensive Monte Carlo simulations we have shown that
the model features three distinct phases (see Fig. 1) featuring
different behaviors of spatio-temporal fluctuations. We have
quantified these fluctuations by the mean square fluctuation
W 2

�θ , Eq. (6), and the spatial helicity modulus ϒx , Eq. (4).
The normal phase (NOR) is found at weak dissipation and

weak Josephson coupling strength. In this phase, the spatial
helicity modulus is zero, signaling a vanishing stiffness to
infinitesimal phase twists on each Trotter slice. The phase
differences of the individual junctions are highly fluctuating
in imaginary time and the system therefore exhibits metallic
behavior. Increasing the dissipation strength drives the system
to a phase transition where the phase differences �θ are
localized into one of the minima of the Josephson potential.
This localization of bond variables in imaginary time occurs
simultaneously with an onset of rigidity towards phase twists
across the spatially extended system. We identify this phase
with a fully bond-ordered superconducting state (FSC).
At strong coupling and weak dissipation we identify an

intriguing phase exhibiting finite phase stiffness and alge-
braically decaying spatial correlations. The imaginary-time
direction remains disordered with wildly fluctuating bond
differences. This dimensionally reduced phase is referred to
as a critical superconducting (CSC) phase. The finite helicity
modulus in this phase indicates that the system may sustain
a dissipationless current going through the entire JJA. There
are, however, voltage fluctuations present which in principle
should make it experimentally distinguishable from a fully
bond-ordered superconducting phase, and also distinct from
the more standard 3D XY ordered fully superconducting state
where even the phases θ are ordered in all directions.
We have found no signs of a phase which is temporally

ordered (in the sense of having a bounded W 2
�θ ) and prolif-

erated vortices. Such a phase would naturally facilitate the
observation of local quantum criticality in which a spatially
disordered and temporally (quasi)ordered system disorders in
the imaginary-time direction.
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APPENDIX A: REFORMULATING THE NONCOMPACT
DEGREES OF FREEDOM

To gain further insight into the three phases reported in
this work and the transitions between them, we consider the
following decomposition of the phase degrees of freedom:

θx,τ → θ̃x,τ + 2πkx,τ . (A1)

The noncompact starting point θ is thereby exchanged for a
compact phase field, θ̃ ∈ [−π,π〉, plus an integer-valued field
k, keeping track of the specific 2π interval the original variable
belonged to. In the partition function, this reformulation
amounts to

Z =
∫

Dθe−S =
∫ ∞

−∞

∏
x,τ

(dθx,τ )e
−S

→
∑
{k}

∫
Dθ̃ e−S =

∑
{k}

∫ π

−π

∏
x,τ

(dθ̃x,τ )e
−S. (A2)

Note that k is defined on every point in space time and
has nothing to do with the winding number found in some
realizations of quantum rotor models with compact phases.
It should also be noted that the 2π -periodic spatial inter-

action is only sensitive to the θ̃ field. Also, the compactness
of θ̃ enables the identification of vortices in this field in a
similar way as discussed in connection with the classical 2D
XY model, Eq. (1). The finite ϒx observed in the CSC and
FSC phases may thereby be attributed to phase coherence in
θ̃ . In addition to the vortex degrees of freedom found in the
classical version of the system, the noncompactness of the
quantum version introduces an additional degree of freedom
(k) associated with the tunneling of bond variables from one
minimum of the extended Josephson potential to another.
In the NOR phase, we found ϒx = 0, which may be

understood as a phase featuring proliferated vortices of the
θ̃ field, as well as proliferated instantons in �θ . Increasing
the Josephson coupling (for small α) drives the system into
the CSC phase with ϒx �= 0, which corresponds to a binding
of vortices into dipoles.Nonetheless, the bond variables remain
anomalously diffusive,W 2

�θ ∝ lnNτ , in both the NOR and the
CSC phase. At strong coupling, the bond variables tend to
stay in the vicinity of the minima of the potential wells,�θ ≈
2π�k. From the viewpoint of the reformulated variables, the
delocalized bond variables in the CSC phase is an expression
of an unbroken symmetry �k → �k + �, where � is an
integer.Moreover, the integer field kmay be directly connected
with the instanton charges in the strong-coupling limit by
�kτ+1 − �kτ = nI. The delocalization of �θ manifests itself
as proliferated instanton/anti-instanton configurations in this
regime, and the CSC phase may therefore be described as an
instanton gas. This is illustrated in the topmost curve of Fig. 2,
illustrating the quantumpaths of�θ in theCSCphase of Fig. 1.
For weak Josephson coupling, the excitations in the

imaginary-time path of �θ are strictly speaking not well
described by topological instanton defects. This is quite
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evident from the topmost curve of Fig. 8, describing the
quantum paths of�θ in theNORphase of Fig. 1. Nevertheless,
as the quantum fluctuations still respect the same symmetry
�k → �k + �, we choose to refer to such excitations as
instantons also in the NOR phase. In the FSC phase, on
the other hand, localization of bond variables implies that
the symmetry is broken for both weak and strong coupling.
Starting at large K and large α, the picture is therefore as
follows: In the FSC phase, both the defects associated with θ̃

(vortices) and with k (instantons) are absent or tightly bound.
Lowering α into the CSC phase, instantons are proliferated
while the vortices remain bound. Lowering K from the CSC
phase into the NOR phase, the vortices proliferate as well.

APPENDIX B: CORRELATION FUNCTIONS
IN THE NOR PHASE

It has recently been proposed19,25 that the metallic state of
Josephson junction arrays might exhibit nontrivial behavior.
Here, it was argued that the (0+ 1)-dimensional constituents
of the array may slide past each other in what was denoted
a “floating phase.”25 Similar dimensionally decoupled phases
are also believed to be relevant to other physical systems such
as layered superconductors46 and stacks of two-dimensional
arrays of membrane proteins.
These papers employed a renormalization group analysis

to show that the spatial coupling between the superconducting
islands is perturbatively irrelevant on the disordered side of
the transition. They also calculated the correlation functions
Eq. (8) and (9) in this regime and found that they had a form
that indicated unconventional, purely local fluctuations.Monte
Carlo studies11 of a single resistively shunted Josephson junc-
tion also indicated that a similar form of correlation functions
could be found in (0+ 1)D systems as well. The correlation
functions employed in these analyses featured a noninteger
parameter q that was introduced to probe fluctuations with
another periodicity than the underlying Josephson potential.
In the presence of a finite Josephson potential, expectation
values such as 〈exp (i�θx,x′,τ )〉 will generally not be equal to
zero in any phase. This is, however, due to the corresponding
symmetry being explicitly—and not spontaneously—broken,
and has consequently nothing to dowith a phase transition. The
parameter q was therefore introduced to assure correlation
functions decaying to zero in the disordered phase. Similar
correlation functions have also been considered before in
investigations of roughening transitions of crystal surfaces
with quenched bulk disorder.47 We will refer to them as
fractional correlation functions.
Figure 14 shows both spatial and temporal correlation

functions, Eq. (8), at a dissipation strength deep in the
NOR phase where the Josephson potential is expected to be
irrelevant25 and we are far away from the phase transition
at α = α(1)c . The correlation functions in the bottom row
include a noninteger factor q = 1/3; the top row shows the
correlation functions without (q = 1) this noninteger factor.
Comparing the correlation function of the temporal direction
with the spatial direction for q = 1/3, it is clear that the spatial
and temporal behaviors of the system appear completely
decoupled.48 As we discuss below, this local behavior of the
fractional correlation functions is misleading.
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FIG. 14. (Color online) Correlation functions, Eq. (8), in both
space (left column) and imaginary time (right column) in the normal
phase. The relevant coupling parameters areα = 0.012,K = 0.4, and
Kτ = 0.1. There is a pronounced difference between the correlations
along the spatial and temporal directions for q = 1/3.

Appendix A introduced a reformulation of the phase
variables that clarifies the difficulties concerning the con-
struction of a globally defined order parameter describing
our system. The reformulation of the phase variables also
offers an alternative viewpoint on the fractional correlation
functions. For example, imagine a 2D XY model, Eq. (1),
being formulated with noncompact phase variables instead of
the standard compact variables. In the partition function, the
summation over k is trivial, yielding only a renormalization
of the ground-state energy, because there is no coupling
between different k sectors in the action. The remaining
integration over θ̃ is the partition function of the ordinary
2D XY model. When performing Monte Carlo simulations
on the 2D XY model with a noncompact formulation of the
phases, we find the usual QLRO phase at strong Josephson
coupling, in which the correlation function Gθ (x; q = 1) of
Eq. (8) decays algebraically. However, consider probing the
QLRO phase with a fractional correlation function, q < 1.
This correlation function involves contributions from several
k sectors, ultimately averaging the correlator to zero for all
distances. The same result holds for the disordered phase,
and so, although the QLRO phase is phase coherent and the
disordered phase is not, the fractional correlation function
essentially cannot tell them apart.
Applying exactly the same arguments as above to our

CSC phase with spatial QLRO, one realizes that the spatial
fractional correlation functionwill vanish also here. In analogy
with the classical 2D XY model, we argue that this should not
be regarded as a signature of completely spatial decoupling
in neither the CSC phase nor the NOR phase. The apparent
locality of the normal phase, and by extension the correspond-
ing floating phase of Ref. 25, is consequently not a result
of the dissipative interaction per se. Rather, a floating phase
with such vanishing spatial fractional correlations follows as
a direct result of the noncompactness of the phase variables,
which in turn is caused by their coupling to a dissipative bath.
In the following we provide supplementary details re-

garding the fractional correlation functions. To be specific,
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FIG. 15. The distribution of �θτ − �θ0, P (�θ,τ = 125), in
arbitrary units for a system with Kτ = 0.1, K = 0.4, and dissipation
strength α = 0.011. The distribution is extracted from the Monte
Carlo simulations and is conjectured to follow Eq. (B1).

we will investigate the fractional bond correlation functions
G�θ (τ ; q) more carefully, and prove that a power-law tail is
expected in the weak dissipation regime. We first consider
the distribution function P (�θ,τ ), as was also the starting
point of Ref. 19. This function describes the diffusion of the
phase difference �θτ with respect to its value at τ = 0. The
distribution broadens for increasing τ and is illustrated for
a fixed imaginary-time distance in Fig. 15. We find that the
distribution function can be very well fitted by the functional
form,

P (�θ,τ ) = P0e
− �θ2

2σ2
G

∑
n

e
− (�θ−2πn)2

2σ2 , (B1)

where P0 is a normalization constant. The distribution is
made up of a sequence of sub-Gaussians with standard
deviation σ centered around the minima of the Josephson
potential. In addition, there is an overall Gaussian convolution
characterized by a standard deviation σG. We find empirically
that whereas σ is dependent on K , it is independent of the
distance τ in imaginary time. The overall variance G(τ ) of the
distribution, as defined by

G(τ ) = 〈(�θτ − �θ0)
2〉, (B2)

grows logarithmically with τ . This variance can furthermore
to a very good approximation be identified with the variance
σ 2G of the convolution function.
The calculations in Ref. 19 were based on a strong-

coupling limit for the distribution function, with an additional
assumption that the spatial coupling will renormalize to
zero regardless of its bare value. For large values of K ,
we have demonstrated that the system will eventually reach
a superconducting state (i.e., the CSC phase or the FSC
phase) for all α > 0. It is also clear from Fig. 15 that there
is an appreciable broadening of the sub-Gaussians (σ > 0)
compared to the delta function distribution implicit in the
strong-coupling limit (σ → 0).
We next consider the implications of a finite σ on the

correlation function G�θ (τ ; q). Assuming Eq. (B1), we

10
0

10
1

10
2

10
−4

10
−2

τ

G
Δ

θ
(τ

;q
)

s = 0
s = 1
GΔθ(τ ; q = 3/4)

FIG. 16. (Color online) The unequal-time bond correlation func-
tion, G�θ (τ ; q = 3/4), for a system with K = 0.4, Kτ = 0.1, α =
0.011, N = 20, and Nτ = 250. The black curve is the correlation
function Eq. (9) sampled directly from the Monte Carlo simulations.
The red (lowermost gray) and blue (uppermost gray) curve are the
s = 0 and s = 1 terms of Eq. (B3), respectively, and are calculated
as explained in the text.

calculate

〈eiq(�θτ −�θ0)〉 = e− 1
2 σ

2κq2
∞∑

s=−∞
e− 1

2 σ
2
G(q−s/κ)2 , (B3)

where κ = σ 2G/(σ 2G + σ 2). The sum over n has been traded for
an integral at the cost of introducing an integer Poisson sum-
mation variable s. The n variable is subsequently integrated
out. Comparing with Eq. (12) in Ref. 19, the broadening of
the sub-Gaussians has introduced an overall prefactor and a
multiplicative adjustment of the Poisson summation variable.
The strong-coupling result is easily recovered in the limit
σ → 0. In the limit τ → ∞, the term with the slowest decay
is dominant, hence the sum may be substituted by the term
with the smallest (q − s/κ)2. For a logarithmically diverging
σG, we also have κ → 1, meaning that Eq. (B3) is a scale-free
power law in this limit.
In Fig. 16, we show a plot of G�θ (τ ; q = 3/4) and the two

terms from Eq. (B3) corresponding to s = 0 and s = 1. We
have set σ 2G equal to G(τ ) as measured from the Monte Carlo
simulations in order to compare the analytical result Eq. (B3)
with the fractional correlation function found numerically.
σ is specified from fitting Eq. (B1) to data from Monte
Carlo simulations. At short distances the s = 0 term is still
contributing, but a clear crossover to the dominant s = 1 term
is visible for larger values of τ . The excellent fit between the
curves validates the functional form of the distribution (B1).
It is interesting to compare the behavior presented above

with available numerical results for a single resistively shunted
Josephson junction. Ref. 11 reports temporal fractional corre-
lation functions in a (0+ 1)D system that are power law in
much the same way as those in Ref. 19. They also report
a logarithmically diverging MSD, but only at the phase
boundary. This is in contrast to the results presented in
Secs. VI and IV, where we find logarithmic growth as a generic
feature of the weak-dissipation phases. Following Ref. 11, it
is natural to consider the possibility that a logarithmically
diverging MSD is the signature of critical behavior for models
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describing Josephson junctions. A logarithmically diverging
MSD follows from a logarithmically diverging G(τ ), and we
have shown that the latter generates fractional bond correlators
that are algebraically decaying in imaginary time. A possible
scenario could be that the increased dimensionality of the
problem has damped the fluctuations such that, in contrast
to the single junction, the entire weak-dissipation regime

features critical temporal correlations of the bond variables.
However, we expect such a critical phase to produce divergent
susceptibilities of the action. The simulations do not support
this scenario and we find nonanalytic χS only at the points
α = α(1),(2)c . Thus, a power-law form of the temporal fractional
bond correlators can not necessarily be ascribed to critical
behavior of the system.
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We investigate the critical behavior of a spin chain coupled to bosonic baths characterized by a spectral density
proportional to ωs , with s > 1. Varying s changes the effective dimension deff = d + z of the system, where z is
the dynamical critical exponent and the number of spatial dimensions d is set to one. We consider two extreme
cases of clock models, namely Ising-like and U(1)-symmetric ones, and find the critical exponents using Monte
Carlo methods. The dynamical critical exponent and the anomalous scaling dimension η are independent of the
order parameter symmetry for all values of s. The dynamical critical exponent varies continuously from z ≈ 2 for
s = 1 to z = 1 for s = 2, and the anomalous scaling dimension evolves correspondingly from η � 0 to η = 1/4.
The latter exponent values are readily understood from the effective dimensionality of the system, being deff ≈ 3
for s = 1, while for s = 2 the anomalous dimension takes the well-known exact value for the two-dimensional
Ising and XY models, since then deff = 2. However, a noteworthy feature is that z approaches unity and η

approaches 1/4 for values of s < 2, while naive scaling would predict the dissipation to become irrelevant for
s = 2. Instead, we find that z = 1,η = 1/4 for s ≈ 1.75 for both Ising-like and U(1) order parameter symmetry.
These results lead us to conjecture that for all site-dissipative Zq chains, these two exponents are related by the
scaling relation z = max{(2− η)/s,1}. We also connect our results to quantum criticality in nondissipative spin
chains with long-range spatial interactions.
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I. INTRODUCTION

The spin-boson model1,2 (SBM) represents one of the
most well-established frameworks for describing the effect of
dissipation on a quantum system. In its simplest incarnation,
it describes a two-level system coupled to an infinite number
of harmonic oscillators with low-frequency spectral density
J (ω) ∝ ωs , with ohmic damping (s = 1) being the most
commonly studied case. Generalizations of this model include
extensions to finite (spatial) dimensions d > 03,4 and models
where the Z2 (Ising) spin symmetry has been replaced by
a higher symmetry.5,6 Extended versions of such systems
may also find applications in the study of quantum critical
points in quantummagnets and strongly correlated systems,6–9

and hence they are of considerable interest in contemporary
condensed-matter physics.
Another generalization is to consider non-Ohmic spectral

densities (s �= 1), which may be relevant in the description
of several different physical phenomena.10–17 From a more
fundamental physics point of view, the sub-Ohmic (s < 1)
SBM and related models have been studied intensively in
recent years18–20 following claims that the so-called quantum-
to-classical mapping may be violated in even the simplest
variant of SBM for s < 1/2.21 Its super-Ohmic counterpart
s > 1 has, on the other hand, received relatively little attention.
This may be due to the fact that the (0 + 1)-dimensional
[(0+ 1)D] SBM exhibits a (quantum) phase transition only
for values of s � 1. For d � 1, however, the possibility of a
phase transition arises for all s.
The SBM is generally described, via the quantum-to-

classical mapping, by a classical (d + 1)D spin model with
long-range interactions that decay as 1/τ 1+s in imaginary time
τ . Long-range interactions are interesting, as they allow one to
increase the effective dimensionality continuously by tuning
s to lower values. In classical spin glasses, for instance, low-
dimensional models with long-range interactions have been
studied to infer properties of higher-dimensional realizations

of the same systems with purely short-range interactions.22–24

In quantum models, the effective dimensionality is expressed
by deff = d + z, with z being the dynamical critical exponent
defined from the divergence of the correlation time ξτ ∼ ξz,
where ξ is the spatial correlation length. At a second-order
phase transition, we have in standard notation ξ ∼ |K − Kc|−ν

as the coupling parameter K approaches its critical value Kc.
The presence of dissipation in general causes z to deviate from
the value z = 1, with a naive scaling estimate z0 = 2/s.25

Although this result is exact in mean-field theory (deff � 4),
deviations may appear when decreasing deff . For the Ohmic
case, it is known26 that z obeys the scaling law z = z0 − η,
where η in general denotes the anomalous scaling dimension
at the transition point to a disordered state. Below deff = 4
one has η > 0, and previous work3 on s = 1 for d = 1 found
η ≈ 0.015 and z ≈ 1.985.
One issue we address in this paper is how the exponents z

and η evolve as one varies the dissipation parameter s > 1.
For the Ohmic case considered previously, the deviations
from naive scaling (i.e., from z = z0) are barely significant
due to the small value of η when deff ≈ 3. This deviation
should becomemore noticeable as the effective dimensionality
decreases, although one cannot expect the relation z = z0 − η,
valid for s = 1, to hold also for larger s. In the limit d + z → 2,
the anomalous dimension might be expected to approach the
relatively large value η = 1/4, which it takes for both the
two-dimensional (2D) Ising and 2D XY model. A related
issue is the value of s beyond which the dissipation term is
irrelevant in the renormalization group sense, giving z = 1.
Naive scaling indicates that z = 1 for s � 2, but as z is likely
to decrease faster than z0 = 2/s as s increases, dissipation
might turn irrelevant for a value of s smaller than 2.
Another issue which we address is how the critical

exponents, in particular z and η, depend on the symmetry of
the order parameter. In the limit s = 1, there is no significant
difference between the values of η (and thereby z) for
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discrete and continuous order parameter fields,3,5 but it is not
inconceivable that such a difference becomes noticeable for
lower effective dimensions, that is, as s is increased.
In order to answer these questions and to study a class

of dissipative models for which relatively little is known
precisely, we present results from Monte Carlo simulations
on both XY and Ising-like spin chains with non-Ohmic dis-
sipation. In both cases, we consider super-Ohmic dissipation,
which for the XY case allows us to interpolate between the
universality class describing the three-dimensional (3D) XY

model and the very different Berezinskii-Kosterlitz-Thouless
(BKT) criticality of the 2D XY model. The models are
presented in the next section, where we also describe the
finite-size scaling procedure used to find the critical exponents.
The dependence of these exponents on s are presented and
discussed in Sec. III, before we give a summary of our findings
in Sec. IV.

II. MODEL AND FINITE-SIZE SCALING METHODS

The starting point of the models we consider may be
taken as a general (1+ 1)D φ4-type quantum field theory of
an O(N ) order parameter field φ. Including dissipation, the
Fourier transform of its inverse bare propagator is of the form
q2 + ω2 + |ω|s , where the damping term∝|ω|s arises from the
coupling of the field to baths of harmonic oscillators27 with
a low-frequency power-law spectral density characterized by
the exponent s.
Parameterizing the order parameter field of such a N = 2

quantum rotor model by an angle variable θ , wemay formulate
the discretized action as

S = −K

L∑
x=1

Lτ∑
τ=1
cos(θx,τ − θx+1,τ )

−Kτ

L∑
x=1

Lτ∑
τ=1
cos(θx,τ − θx,τ+1)

− α

2

L∑
x=1

Lτ∑
τ �=τ ′

(
π

Lτ

)1+s cos (θx,τ − θx,τ ′ )

sin1+s
(

π
Lτ

|τ − τ ′|) (1)

on a quadraticL × Lτ lattice. Above,K is the spatial coupling
constant to be varied, whereas the quantum coupling constant
Kτ and the dissipation strength α are taken as fixed values
during the simulations.
In order to study both continuous and discrete symmetry of

the order parameter field, we consider two possible domains
of the angle variables: U(1) symmetry is equivalent with
θ ∈ [0,2π〉, and for a discrete symmetry (Z4), we choose to
enforce the restriction θ ∈ {0, π

2 ,π, 3π2 }. We refer to the former
as the XY model and to the latter as the Z4 model. Such a Z4
model will be in the same universality class as a corresponding
Z2 (Ising) model, which is why we refer to this model as Ising-
like. This equivalence is easily shown using the substitution
cos θx,τ = (σx,τ + μx,τ )/2 and sin θx,τ = (σx,τ − μx,τ )/2 to
rewrite the action as that of two Ising models in terms of
decoupled Ising spins σ and μ. The order parameter for both
symmetry variants is defined asm = (LLτ )−1

∑
x,τ exp (iθx,τ )

in the standard manner.

When determining critical exponents of a quantum system
using finite-size scaling (FSS), the system dimensions L, Lτ

used have to be chosen such that they respect the system
anisotropy reflected by the dynamical critical exponent, Lτ ∝
Lz. This is a problem when we do not know dynamical critical
exponents a priori, and one usually has to first determine
z by simulating several values of Lτ for each L, before
running new simulations with L/Lz

τ fixed. We circumvent
this problem by using the same data to determine z and
to evaluate the FSS observables, by interpolating data for
multiple Lτ values to Lτ = L∗

τ (L). Here, L
∗
τ is a characteristic

temporal system size found for each spatial system size L, as
explained below, and it is assumed that L∗

τ ∝ Lz. This has the
advantage that one (along with z) can find all other critical
exponents simultaneously, utilizing all (or most of) the data
generated. Furthermore, we are also able to appropriately take
the uncertainty in z into account when finding the uncertainty
in the other exponents, by repeating the entire procedure for a
number of jackknife bins based on the original data.
The procedure to find z is explained in more detail in, for

example, Ref. 4, and is based on the Binder ratio

Q = 〈m4〉
〈m2〉2 = Q(|K − Kc|L1/ν,Lτ /L

z), (2)

where brackets 〈· · ·〉 indicate ensemble averages and Q is a
universal scaling function. The characteristic values L∗

τ (L) are
found from the minima of Q as a function of Lτ for a given
L, and the critical coupling Kc is found from the crossing
points of these minima as a function of K . The correlation
length exponent ν is determined through finite-size scaling of
the related quantity

(∂〈m2〉/∂K)2

∂〈m4〉/∂K
∝ L1/ν, (3)

where the derivatives are calculated by ∂〈mn〉/∂K =
〈Ex〉〈mn〉 − 〈Exm

n〉, with Ex = −∑
x,τ cos(θx,τ − θx+1,τ ).

To extract critical exponents β and γ , we use the usual FSS
forms for the magnetization

〈|m|〉 ∝ L−β/ν (4)

and the magnetic susceptibility

χ = LLτ 〈m2〉 ∝ Lγ/ν, (5)

respectively. The anomalous dimension η is then found from
the scaling relation η = 2− γ /ν. We have also checked that
the value of η obtained from the susceptibility data is in
correspondence with that obtained (through z + η) from the
critical two-point correlation function of the order parameter
field, G(L/2) ∝ L2−d−z−η. All of the above observables are
evaluated at Lτ = L∗

τ , and we are careful to only use system
sizes Lτ relatively close to L∗

τ in the interpolation. Using a
polynomial fit of as low order as 3 works very well in most
cases, although more care must be taken when extracting ν.
The error estimates we report are jackknife estimates of

statistical errors only, but include contributions from the
uncertainty in L∗

τ and the critical coupling Kc. The value of
Kc is in general extrapolated from the scaling form K∗

c (L) =
Kc + cL−ω′

for the crossing points K∗
c (L) of Q(K,Lτ = L∗

τ )
for adjacent system sizesL. For regions of s where the crossing
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points coincide and the extrapolation procedure breaks down,
we base the estimate of Kc on the largest values of L. When
extracting critical exponents, we make sure to use system sizes
large enough for the above mentioned FSS forms to be valid.
Possible corrections to scaling are discussed below. We note
in particular that we initially assume a second-order phase
transition for all values of s we use, so critical exponents
obtained in the case of a BKT transition should be regarded
as effective exponents only. The special case of s ≈ 2 for the
XY model is therefore re-examined separately in Sec. III B.
Corrections to the scaling form L∗

τ ∝ Lz are discussed for a
special case in Sec. III C.
The Monte Carlo simulations are performed using a Wolff

cluster algorithm28 for long-range interactions.29 The results
are obtained using an implementation of the MERSENNE

TWISTER30 random number generator, but other random
number generators produce consistent results. Ferrenberg-
Swendsen reweighting techniques31 were applied to the data.
For the simulations of the XY case, we use a model with Z32
symmetry to emulate the continuous U(1) symmetry.

III. RESULTS AND DISCUSSION

When extracting critical exponents for the model we
consider in this paper, we anticipate that the only parameter
in Eq. (1) relevant in determining the universality class is
the interaction decay exponent s. (The values we present
Monte Carlo results for are s =1, 1.25, 1.5, 1.625, 1.75,
1.875, and 2.) Nevertheless, we also find that the corrections to
scaling are strongly affected by the strength of the dissipation
term as quantified by α, for finite systems. In order to
minimize finite-size effects and ensure a relatively fast onset of
asymptotic values of the exponents, a specific value of α could
in principle be tailored to each value of s.32 Instead of adjusting
α for each individual value of the decay exponent s, we have
divided the span of s values into two regions where we have
applied different sets of coupling constants. For s > 1.625,
where we expect the dissipation term to be weakly relevant (in
the sense of a small correction-to-scaling exponent) or even
irrelevant, we set the coupling values according to α = 0.1
and Kτ = − ln (tanh 12 ) ≈ 0.7719. For s � 1.5 we find that
it is more appropriate to choose a larger value of α while
reducing Kτ in order to observe a rapid finite-size crossover
to the asymptotic exponents. In this region we use α = 0.5
and Kτ = 0.4. For the intermediate value s = 1.625, we use
α = 0.3 andKτ = 0.4. We can easily confirm for the smallest
values of s that the universality class does not depend on the
value of α, but corrections to scaling makes this harder for
larger s, as discussed in Sec. III C.

A. Results for the critical exponents

In Fig. 1 we present the dynamical critical exponent z as a
function of s. A notable feature of the results is the similarity
between the two order parameter symmetries. To the accuracy
of our simulations, there is essentially no difference between
the continuous U(1) symmetry and the discrete Z4 symmetry.
Also, the calculated z values do not conform to the scaling
estimate z0 = 2/s, but instead fall off faster for increasing s

than expected from naive scaling.

1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

2

s

z

Z4
XY
z0 = 2/s

FIG. 1. (Color online)Dynamical critical exponent z as a function
of s for the Z4 and the XY model. The naive scaling estimate z0 (the
solid curve) does not coincide with the calculated z for values of s

other than the integer-valued end points of our span of s values.

We present the evolution of η as a function of s in
Fig. 2. Again, we find coinciding values for the two order
parameter symmetries. For both Z4 and U(1), η increases
steadily with decreasing effective dimension of the system.
Also shown in Fig. 2 is the quantity η0 = 2/s − z, which
quantifies the difference between the naive scaling estimate
z0 and the calculated z. For s � 1.25 the evolution of η0
closely follows the calculated values of η, making the scaling
relation z = 2/s − η a fair approximation also for s � 1. For
larger values of s, however, this scaling relation has clearly
broken down, as the values of z again approach the naive
estimate as s → 2. In this limit, η approaches the value
η = 1/4, which is expected for both the 2D Ising model at the

1 1.2 1.4 1.6 1.8 2
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

s

η

Z4
XY
η0 = 2/s − z

FIG. 2. (Color online) Anomalous scaling dimension η as a
function of s for the Z4 and the XY model. η0 indicates the
discrepancy between the naive scaling estimate z0 = 2/s and the
actually calculated value of the dynamical critical exponent z (based
on the mean for the Z4 and XY model).
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FIG. 3. (Color online) Critical exponent ratio β/ν as a function of
s. This ratio appears to be independent of order parameter symmetry
and is also well defined in the limit of large s. The dashed line
represents β/ν = 1/8.

critical point, as well as for the 2D XY model at the critical
end point.
Next, we turn to the remaining critical exponents. Figure 3

shows the results for the ratio β/ν as obtained from the
magnetization. We do not show the ratio γ /ν, although its
behavior is easily inferred from Fig. 2 and the relation γ /ν =
2− η. Again, the FSS exponent seems to take essentially the
same values for the XY model as for the Z4 model. This is
also the case for s → 2, where we expect the dissipation to
be irrelevant so that the effective dimensionality is reduced
to deff = 2. For the XY model, the U(1) symmetry of the
variables then cannot be spontaneously broken, and the strong-
coupling phase of the model features only quasi-long-range
order (QLRO). Nonetheless, the system develops a finite
magnetization m as a finite-size effect, with a well-defined
FSS exponent. The value β/ν ≈ 0.125 = 1/8 of this exponent
when s = 2 (as well as the corresponding susceptibility ratio
γ /ν ≈ 7/4) is also found for the classical 2D XY model
and is, incidentally, the same as the corresponding ratio in
the 2D Ising model. We discuss this issue in more detail
in Sec. III E.
The correlation length exponent ν is shown in Fig. 4, while

the critical exponent β is shown in Fig. 5. We do not show the
results for the exponent γ here, but its behavior is qualitatively
very similar to that of the exponent ν. In the Z4 case, both
exponents start out close to the 3D Ising limit for s = 1
and approach the 2D Ising limit indicated by the dashed line
when s → 2. Consider now the XY case. When s = 1, these
exponents take on values close to those of the 3D XY model.
However, the exponents β, ν, and γ are not well defined
when deff = d + z = 2, as their values are formally infinite
at a transition separating a disordered phase and a QLRO
phase. This is the case when s = 2. Our FSS analysis for these
exponents, which presupposes a second-order phase transition,
is strictly speaking not applicable to the BKT transition. The
resulting (effective) exponents β, ν, and γ appear to diverge as
L → ∞ close to s = 2. Note that although ξ is exponentially

1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

2

2.5

3

3.5

s

ν

Z4
XY

FIG. 4. (Color online) Correlation length exponent ν as a function
of s. As the dissipation term becomes more short ranged with
larger s, the exponent for the Z4 model approaches the 2D Ising
value ν = 1. In the XY case, ν is expected to diverge in the
limit deff → 2. The results (obtained for finite L) presented for the
largest values of s should therefore be regarded only as effective
exponents.

divergent at a BKT transition, we may still define z through
the relation ξτ ∝ ξz.
Another observation in the U(1) case is that while the

combination β/ν is monotonically decreasing with increasing
s, β itself is exhibiting a nonmonotonic evolution as a function
of s. The value of β is at first decreasing as the increasing value
of s drives the system away from the 3D behavior, just as for
the Z4 case. However, as mentioned above, β is divergent in
the 2D XY limit, and the reduction of β is therefore reversed
at an intermediate value of s.
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FIG. 5. (Color online) Critical exponent β as a function of s. For
the Z4 model, β evolves smoothly from the 3D Ising to the 2D Ising
limit as s is increased from 1 to 2. The XY result, on the other hand,
starts out near the 3D XY value for s = 1 and features a nonmonotic
evolution of β with s, with a divergent β in the limit of large s;
cf. Fig. 4.
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B. Berezinskii-Kosterlitz-Thouless phase transition
and the helicity modulus

The helicity modulus

ϒ = 1

LLτ

〈
L∑

x=1

Lτ∑
τ=1
cos(θx,τ − θx+1,τ )

〉

− K

LLτ

〈(
L∑

x=1

Lτ∑
τ=1
sin(θx,τ − θx+1,τ )

)2〉
, (6)

is expected to scale as ϒ ∝ Lκ at a critical point where a U(1)
symmetry is spontaneously broken, with κ ≡ 2β/ν − η. For
a 2D XY model, however, the exponent κ is exactly zero,
reflecting the fact that at the BKT phase transition, the helicity
modulus jumps to a finite value with logarithmic finite-size
corrections. By direct comparison of the calculated values ofϒ
for s = 2 and the scaling form expected for a BKT transition,33

unambiguous conclusions regarding the universality class of
the phase transition at s = 2 could not be drawn. The presence
of the presumably irrelevant dissipation term is still effective in
driving the system away fromBKT-type criticality at all but the
very largest system sizes. In practice, the logarithmic scaling
analysis33 is usually best suited for small to moderate system
sizes. Consequently, instead of scaling the helicity modulus
directly, we resort to calculating κ via other observables and
find that 2β/ν − η = 0 within statistical uncertainty for s = 2.
Moreover, 2β/ν − η is very close to zero for all s � 1.75.
For even smaller values of s (where direct scaling of ϒ

is more reliable), we have confirmed that the scaling law
κ = 2β/ν − η is valid also in the presence of dissipation.
This scaling form is also equivalent to κ = deff − 2. Thus, the
helicitymodulus vanishes continuously asK → K+

c , provided
deff = d + z > 2. The above equivalence assumes that hyper-
scaling is valid, and we have confirmed this validity for all
values of s.

C. Boundary between long-range and short-range
critical behavior

From Figs. 1 to 5, it is evident that all critical exponents
are very close to their short-range values for s � 1.75. The
naive scaling estimate places the boundary at which the
dissipation term becomes irrelevant at s = 2. For classical
models with (isotropic) long-range interactions decaying with
distance r as 1/r1+s , it has long been debated34,35 whether the
models feature the exponents of the corresponding short-range
model already when s exceeds a value s∗ = 2− ηSR. Here,
ηSR denotes the anomalous dimension of the short-range
model. Using large-scale Monte Carlo simulations, it has been
shown36 that for the long-range 2D Isingmodel, the anomalous
dimension follows the conjectured exact34 relation η = 2− s

for s < 1.75, but that η = 0.25 = ηSR for s > s∗ = 1.75.
Although the long-range interaction of the dissipative quantum
models we consider is highly anisotropic, in contrast to the
isotropic classical long-ranged models, it is plausible that
also in these models the threshold value of s beyond which
dissipation is irrelevant is reduced from s = 2 to some lower
value.
In order to establish this boundary more accurately also

for the present case of anisotropic interactions, we have

performed a more careful analysis of the case s = 1.875
for the Z4 model. Including corrections to scaling, using the
ansatz L∗

τ = aLz(1+ bL−ω), we find z = 1.002(11). Hence,
the decay exponent s = 1.875 may serve as an upper bound
for the boundary value s∗ necessary to render the dissipation
term effectively short ranged. This, in turn, would render the
system effectively Lorentz invariant with z = 1. To get the
statistics required to include corrections to scaling in a stable
manner, we included three different values of the dissipation
strength α in a joint fit. This also provides an a posteriori
justification of the choice of lower values of α for higher values
of s.37 Probably due to logarithmic corrections expected at
the presumed boundary value s∗ = 1.75,36 we are not able to
acquire the same level of accuracy for this value of s. Therefore
we cannot rule out that the dissipation term is rendered
effectively short ranged at some other value s∗ ∈ (1.75,
1.875). An exceedingly slow crossover to asymptotic critical
exponents for values s ≈ s∗ can conceivably be understood
from the competition between the fixed point corresponding
to short-range (Lorentz-invariant) criticality and the fixed
point corresponding to long-range (dissipation-dominated)
criticality.
We close this section with a remark on the evolution of

the anomalous dimension. In the quantum dissipative model
we have studied, the anomalous dimension increases for
increasing s. This is a consequence of the effective dimen-
sionality deff = d + z decreasing with increasing s. Lowering
the dimensionality from the upper critical dimension, where
η = 0, tends to increase η. This is quite different from
the situation encountered in classical models with isotropic
long-range interactions. Classical models with short-range
interactions and an action of the form S ∼ q2φqφ−q (where
φq is an appropriate order-parameter field) have propagators
G(q) ∼ 1/|q|2−η. The corresponding long-range models with
an action of the form S ∼ |q|sφqφ−q have propagatorsG(q) ∼
1/|q|s , when s < 2− ηSR. One may now, as is customarily
done in the literature on long-range classical isotropic models,
define an effective anomalous scaling dimension for such
systems by comparing with the corresponding expression
for the short-range case, finding η = 2− s, which decreases
with increasing s. This relation is best viewed as a result of
somewhat artificially imposing the standard scaling form of
a propagator for short-range systems (1/|q|2−η) on the form
of the propagator for systems with long-range interactions,
1/|q|s .

D. Scaling relation between z and η

In Fig. 2, we demonstrated how the scaling relation
z = z0 − η cannot be valid except close to the Ohmic limit
s = 1 and that η ≈ 1/4 for all s � 1.75. Moreover, from our
numerics we think it is likely that z(s) = 1 for s � 1.75. A
scaling relation between z and η which would fit well with
these observations is

z = max

{
2− η

s
,1

}
. (7)

The scaling relation z = (2− η)/s has been suggested previ-
ously in Ref. 17 in the context of a damped nonlinear σ model.
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FIG. 6. (Color online) The dynamical critical exponent z as in
Fig. 1, but compared with the scaling estimate z′ = (2− η)/s. The
values of η used in the scaling estimates are the same as reported in
Fig. 2, with the left panel corresponding to theZ4 model and the right
panel to the XY model.

In Fig. 6, we show the same data for the dynamical exponent
z as in Fig. 1 but compared with the ansatz (7) instead of the
naive scaling estimate z0 = 2/s. Although there are probably
still some corrections to finite-size scaling, Eq. (7) seems to fit
the data far better than the alternatives.
We next provide a heuristic argument for why the scaling

relation (7) may be reasonable for s < 2− ηSR. Building
on the arguments in Sec. III C for classical isotropic long-
range-interacting systems, we take as a starting point that a
dissipative quantum model with action of the form S ∼ (q2 +
|ω|s)φq,ωφ−q,−ω can be viewed as an anisotropic long-range-
interacting system. Introducing the suitably chosen frequency
coordinate ω̃s = q2 + |ω|s , the propagator takes the isotropic
form G(ω̃) ∼ 1/|ω̃|s . Recall that in the quantum case, the
anomalous scaling dimension η is defined from the spatial
correlation function G(x) ∼ 1/xd+z−2+η ≡ 1/xθx . To find η,
we Fourier transform the propagator to obtain the imaginary-
time correlation function. In terms of the frequency coordinate
ω̃, the system effectively has d ′

eff = 1+ d/z dimensions.
Therefore, the correlation function decay exponent in terms of
the isotropic space-time coordinate τ̃ ≡ (τ 2 + x2z)1/2 would
be θτ̃ = (z + d)/z − s. Comparing with the imaginary-time
decay exponent θτ = θx/z = (d + z − 2+ η)/z, we find sz =
2− η, which is equivalent to Eq. (7).
Finally, we point out that our results for the scaling relation

(7) for dissipative models should also have relevance for
nondissipative quantum spin chains with long-range spatial
interactions.38,39 One arrives at exactly such a model by
simply interchanging the x and τ coordinates of the action
we have considered. The dynamical critical exponent of this
model is given by z′ = 1/z = s/(2− η), with the quantity
η(s) evolving as shown in Fig. 2. This quantity will, however,
not be identical to the anomalous scaling dimension of the
model, η′, which is given by the classical result η′ = 2− s.
Hence, there exists no independent scaling relation between the
dynamical critical exponent z′ and the anomalous dimension
η′ for a nondissipative quantum spin chain with long-range
interactions.

E. Dependence on symmetry

For s = 1, we have z ≈ 2, deff ≈ 3, while for s = 2, we
have z = 1, deff = 2. For these two cases, it is known either
analytically or numerically that the exponent η is very similar
for the Ising and XY models.40 There appears to be no
particular deep reason for this. For instance, the well-known
value η = 1/4 comes about for completely different reasons
in the 2D Ising and 2D XY models, and their similarity
thus appears to be accidental. Using the scaling relations
2β/ν − η = deff − 2 [assuming Eq. (7)] and γ /ν = 2− η, it
follows that the similarities in β/ν and γ /ν for the Ising and
XY models are as coincidental as they are for η, both in 2D and
3D. It appears that these coincidences persist in all dimensions
between 2 and 3. There is good reason to expect that the same
also holds in the sub-Ohmic regime s < 1. Such values of
s increase the effective dimensionality beyond 3, eventually
driving all exponents to their universal mean-field values at
the upper critical dimension.
We next comment on other values of q, and how our results

apply to those cases. The Ising and XY models represent
extreme cases of Zq clock models, with q = 2, q = ∞,
respectively. The partition function for the q = 4 case is simply
the square of the case q = 2, and hence they give identical
results. For larger q > 4, anisotropy is irrelevant,41 andwe thus
expect the results of U(1) to emerge. We therefore conjecture
that the results of this paper for z, η, β/ν, and γ /ν, are valid for
all Zq clock models. The only possible exception is the case
q = 3, also equivalent to the three-state Potts model, where the
anisotropy with respect to a U(1)-symmetric model is known
to be relevant. Although we have not checked this, it may still
be possible that Eq. (7) holds also for a dissipative Z3 clock
model, at least for s > 1.42

An alternative perspective on this, supporting the notion
that the scaling relation z = (2− η)/s is valid for all q,
may be provided by the following qualitative argument. The
variation of z with the parameter s determining the range of
the dissipation expresses a variation in the effective space-time
dimensionality of the system. This is determined by the
interaction of the spins at a given site in the imaginary-time
direction. Due to the long-range character of this interaction,
each spin interacts with a large number of fluctuating copies
of itself along a chain in the imaginary-time direction. Due
to the summation over many spins at different Trotter slices,
the discrete nature of the spins in a Zq clock model is washed
out, even in the case q = 2. Therefore, the manner in which
the dissipation affects the effective dimensionality does not
depend on whether the spins at each space-time lattice point
take on discrete or continuous values.

IV. SUMMARY

We have performed Monte Carlo simulations on a gener-
alized spin-boson model in one spatial dimension featuring
non-Ohmic site dissipation and two variants of order param-
eter symmetry, namely Ising-like and U(1). By tuning the
imaginary-time decay exponent of the dissipative interaction,
s ∈ [1,2], we are able to continuously vary the effective
dimensionality of the system. Apparently, the order parameter
symmetry has very little bearing on the evolution of the
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effective dimensionality, deff = d + z, as a function of the
decay parameter s. While naive scaling estimates a crossover
from criticality dominated by the dissipation term to an
irrelevant dissipation term at s = 2, we measure exponents
in relatively good correspondence with the underlying, short-
range interacting model at a somewhat lower value s ≈ 1.75.
Our results also suggest that for 1 � s � 2, the exponents
z and η to a good approximation obey the scaling relation
z = max{(2− η)/s,1}.
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