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Summary

This thesis presents different approaches for guidance and motion control of under-
water snake robots. The robots considered in this thesis are neutrally buoyant and
move slowly with a planar, biologically inspired sinusoidal gait. The proposed gui-
dance systems are designed such that they can reject environmental disturbances
by an ocean current or avoid collision with stationary obstacles. The control ap-
proaches developed in this thesis are model-based, which enables formal stability
analyses.

As a basis for the development of model-based control methods and in or-
der to create a fundamental understanding of underwater snake robot locomotion,
one chapter of this thesis deals with modelling and locomotion analysis of under-
water snake robots. More specifically, two models are presented for underwater
snake robots that move in a plane. The first one is based on first principles and
formalized using Newton-Euler equations. Based on this model, an analysis of pla-
nar sinusoidal locomotion is presented, revealing several fundamental properties.
These properties allow some simplifying assumptions, based on which the second,
control-oriented model is derived. The two models are compared in an extensive
simulation study, where the advantages and limitations of the simplified control-
oriented model become clear. The chapter is concluded by an averaging analysis of
the velocity dynamics of the control-oriented model during sinusoidal gaits.

In the subsequent chapters, two approaches for guidance and motion control
of underwater snake robots are developed. The first one is based on the control-
oriented model and employs a sinusoidal gait to achieve a positive velocity without
a velocity feedback controller in the inner control loop. As an outer control loop, a
model-based orientation controller is designed, which steers the robot towards and
along a straight path in the presence of unknown ocean currents. This is achieved
by employing an integral line-of-sight guidance law. The control system is experi-
mentally validated and the origin of the error dynamics is shown to be uniformly
semi-globally exponentially stable using cascaded systems theory. The second ap-
proach for guidance and motion control is based on the original, more complex
model and employs a manoeuvring controller that considers both heading and ve-
locity control, and enables the robot to follow a generic path. It is an extension of a
similar method for terrestrial snake robots, that was formally shown to practically
stabilize the states to their references. The proposed feedback control strategy en-
forces virtual constraints on the snake robot configuration. The constraints encode
biologically inspired gaits and are parametrized by states of dynamic compensators
that are used to regulate the heading and forward velocity of the snake robot. In
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Summary

order to adapt the control approach for underwater robots, a two-state ocean cur-
rent observer, based on relative velocity sensors, is proposed. It enables the robot to
achieve its path-following control objectives in the presence of ocean currents. The
efficacy of the proposed control algorithm is verified for several biologically inspired
gaits both in simulations for different path geometries, and in experiments.

The control approaches described above both rely on the availability of relative
velocity measurements. In an additional chapter, this thesis presents a method for
orientation and velocity control of a robot that has access to absolute velocity
measurements instead. This controller also utilizes virtual constraints in order to
impose a sinusoidal gait on the body shape of the robot and is based on an adaptive
backstepping design. A stability analysis is presented, where it is shown that joint
and velocity control objectives are guaranteed to be satisfied, and further analysis
challenges are outlined. The findings are illustrated with simulations.

Finally, a guidance strategy for path-following with obstacle avoidance for un-
derwater snake robots is presented. The guidance strategy is an adaptation of
a guidance system for surface vessels, that consists of two modes, path-following
mode and obstacle avoidance mode. The guidance scheme is made suitable for snake
robots by introducing a new, purely kinematic switching condition It is shown that
the guidance strategy guarantees obstacle avoidance for non-overlapping obstacles,
which is in addition validated experimentally.
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Chapter 1

Introduction

1.1 Motivation

There is a large potential for enhancing efficiency and reducing costs by increasing
the level of autonomy in technological solutions. This includes improving traditional
industrial robots as well as developing new robotic solutions for sectors that have so
far relied on conventional technology. Subsea inspection, maintenance, and repair
(IMR) operations is a field of technology with a large potential for autonomous
robotics to increase the efficiency, reduce operation costs, and provide safer and
more environmentally friendly solutions. Already today, remotely operated vehicles
(ROVs) are replacing divers in subsea IMR operations. Employing fully autonomous
underwater vehicles (AUVs) in addition to or instead of ROVs has the potential to
further improve the safety and cost-effectiveness of such operations. This requires
the development of new solutions for IMR operations that are more robust, agile,
and versatile than existing technology. When designing solutions with such proper-
ties, inspiration can be found in nature, where a variety of species has adapted to
subsea conditions over millions of years, and are thus specialized in propelling and
manoeuvring underwater. Underwater snake robots, a class of robots that propel
their slender bodies by mimicking the swimming motion of eels, can be considered
as self-propelled, hyperredundant manipulator arms and are therefore promising
candidates for autonomous IMR solutions in the future. In particular, they provide
a high transport range similar to survey AUVs, excellent access capabilities, similar
to observation ROVs, and light intervention capabilities, like standard ROVs.

Moreover, studying such robotic systems is interesting in itself. New insights
in the biology of snakes and eels are required and encouraged, and investigating
the locomotion of animals is supported by studying their robotic counterparts [35].
Furthermore, the development process of such robots is challenging both because of
the harsh environment and their high number of degrees of freedom. This drives the
advance of new methods and solutions, both in hardware and software development.
Better battery solutions and new communication and localization techniques for
underwater environments are just a few examples of technology that is required
for further advancement of autonomous subsea operations and will also benefit
the use of biologically inspired AUVs. Other aspects include mathematical models
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1. Introduction

and analyses, and the development of efficient and robust control algorithms for
such robots. Recently, the physical implementation [66, 87], the modelling and
analysis [38, 87], and control of underwater snake robots have received increased
attention. This thesis considers the development of guidance and motion control
approaches for slowly swimming underwater snake robots that propel themselves
with planar sinusoidal gaits. The proposed methods are obtained using model-based
nonlinear design methods and both mathematical analyses of the methods as well
as simulation studies and experimental results that demonstrate their performance
are presented.

1.2 Background and literature overview

This section gives an introduction to previous research that is relevant for this
thesis. An overview of the development, modelling, analysis, and locomotion of
biologically inspired robots is given in the first part. Guidance and control methods
that have originated mainly from marine control and can be applied for biologically
inspired robots are introduced in the second part. The purpose of this section is
not to give an exhaustive literature review, surveys and review papers on the single
fields are referred to in the respective paragraphs, but rather putting the results of
this thesis into a wider perspective.

1.2.1 Biologically inspired robots using sinusoidal gaits

The following paragraphs give an overview of the origins and development of (un-
derwater) snake robots, different modelling and analysis methods, and robotic si-
nusoidal gaits.

From biological snakes and fish to robots

A basis for the development of underwater snake robots was formed by Gray, who
studied the locomotion mechanisms of both fish, with a special focus on eels [27],
and terrestrial snakes [28]. Biological snakes demonstrate various gaits such as
concertina, serpentina, rectilinear, and sidewinding locomotion [65]. In aquatic en-
vironments, biological fish locomote with other types of gaits such as anguilliform,
thunniform, carangiform, and subcarangiform gaits (see [98] for a detailed study
of various fish locomotory gaits). The focus of this thesis is on the important type
of sinusoidal, undulating locomotion, namely serpentina and anguilliform gaits. It
is suitable for achieving amphibious forward propulsion, i. e. propulsion both on
land and in water. Indeed, the lateral undulatory gait demonstrated by terrestrial
snakes is the most similar to the underwater anguilliform gait, which is typical for
eels. It has been observed that eels use a gait similar to lateral undulation when
they are forced to perform terrestrial motion [26].

Research on snake robots was initiated in the 1970s by Hirose, who developed
the first terrestrial snake robot prototypes [31]. In the meantime, numerous different
robot designs have emerged (see [33, 64] and references therein). Several examples
can be seen in Figure 1.1. Some of these robots can even climb stairs [106] or trees
[121], as can be seen in Figure 1.1(b). Most importantly for the context of this
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1.2. Background and literature overview

(a) The AmphiBot III [87]. With permission by Prof. Auke Jan Ijspeert.

(b) The modular snake robot Uncle Sam. With permission by Prof. Howie Choset.

(c) The snake robot Mamba [66].

Figure 1.1: Different snake robot prototypes.

thesis, amphibious and underwater snake robots have been developed [18, 87, 123].
The amphibious snake robot Mamba (see Figure 1.1(c) and Appendix B) served
as an experimental platform for the control approaches developed in this thesis.

Underwater snake robots are closely related to robotic fish, see examples in
[3, 80, 112], and are sometimes even considered a special kind of fish robots [88].
Surveys on fish inspired robots and their control can be found in [17] and [88, 96].
Other related research fields include continuum robots [114] and soft robots [82,
110]. It was recently pointed out that studying biologically inspired robots such
as the ones described above can, in turn, contribute to a better understanding
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1. Introduction

of animal locomotion from a biological and physical perspective [2, 35]. From an
engineering point of view, snake robots are prospective candidates for solutions
within space inspection [84], fire fighting [60], search and rescue [119, 120], medical
surgeries [111], pipe inspection [93] and manipulation [89]. Very recently it was
proposed to employ underwater snake robots for subsea IMR operations [103].

Mathematical modelling and analysis of snake robot locomotion

Different models for terrestrial snake robots and underwater snake robots can be
found in the literature. Modelling approaches range from formulations based on
classical Newton-Euler equations to modelling the robot body as a continuous
curve [109], see also [64]. In [65], a model for two-dimensional terrestrial snake
robot locomotion is obtained using first principles, based on earlier derivations in
[68, 95]. From a control design perspective, it is often beneficial to use simplified
approaches in order to develop a model that facilitates control design and analysis.
On this note, using a virtual chassis for modelling terrestrial snake robot locomotion
is proposed in [21, 94]. This strategy employs a body frame that is aligned with
the principle moments of inertia and thus associates a clearly defined (virtual)
orientation with the snake robot. The model from [21, 94] is mainly used to study
different gaits and less for control design. A different simplified modelling approach
can be found in [62, 65], which relies on simplifying the equations of motion by
approximating the revolute link motion with prismatic joints. The control-oriented
model from [62, 65] is developed especially for snake robots that move with the
gait lateral undulation and is intended for control design and analysis.

For underwater snake robots and eel-like robots, several mathematical models
have been developed in the literature [10, 71, 116]. Most recently, analytical models
were developed in [87], based on improving Lighthill’s large amplitude elongated
body theory [59], and in [45], based on including fluid-dynamic effects into the
model for terrestrial snake robots from [65]. Because of the similarity to the model
in [65], the model in [45] has the advantage that it facilitates the advancement of
model-based control approaches from terrestrial to underwater snake robots. How-
ever, due to the high complexity of the fluid-dynamical model, the model equations
in [45] are still quite complicated and make an analysis from a control systems
theoretical point of view quite difficult. A simplified, control-oriented modelling
approach that captures the overall, qualitative behaviour of the robot is therefore
desirable. A first step towards such a simplified model was taken in [40], by relying
on the same simplifying assumptions as the model in [62, 65], and disregarding
ocean currents.

Due to the complexity of the dynamics of a snake robot, all these models have
in common that they are highly non-linear. Furthermore, it was shown in [65] that
a control law that stabilizes snake robot locomotion has to be time-varying. For
these reasons, an analysis of snake robot locomotion in general, and swimming
snake robot locomotion specifically, is very challenging to perform. Because of the
sinusoidal nature of snake locomotion, averaging is an appealing method for its
analysis. It has been applied for the analysis of biologically inspired robots several
times in the literature, for example for terrestrial snake robots [61, 65], fish robots
[79, 113], and for underwater snake robots [41, 70].
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Robotic implementation of snake locomotion gaits

The first mathematical representation of the snake body shape during lateral un-
dulation was given by Hirose [31], who defined the serpenoid curve

[
x(s)
y(s)

]
=

∫ s

0

[
cos

(
a cos(bσ) + cσ

)

sin
(
a cos(bσ) + cσ

)
]
dσ, (1.1)

where s is the arc length along the snake body and a, b, c are positive real constants.
A discrete approximation of the serpenoid curve is frequently used as a gait for
snake robots that consist of rigid links (see e.g. [65, 95]). This gait is called lateral
undulation and is achieved by making the single joints track the reference

φi,ref(t) = α sin
(
ωt+ (i− 1)δ

)
+ φ0(t), (1.2)

where i ∈ {1, . . . , N − 1} is an index that indicates which joint the reference signal
is used for, α is the amplitude of the joint angle motion, ω is the frequency of
the body oscillations, δ is the phase shift between the adjacent joints of the robot,
and φ0 is an offset that induces a turning motion of the robot. In [44], the robotic
lateral undulatory gait (1.2) was later generalized to

φi,ref(t) = αg(i) sin
(
ωt+ (i− 1)δ

)
+ φ0(t). (1.3)

The function g : Z 7→ [0, 1] scales the amplitude of the single joints φi, and can
therefore be used to vary the undulation amplitude along the body. This generalized
gait includes, but is not limited to, lateral undulation for terrestrial snake robots,
eel-like motion for underwater snake robots, and other sinusoidal forms of motion,
like the gaits proposed in [116]. More specifically, the gait lateral undulation in
(1.2) can be described by choosing g(i) = 1, and eel-like motion can for instance
be achieved by the choice g(i) = N−i

N+1 [42].
Different methods have been used to control the gait of bio-inspired snake and

eel-like robots. The control strategies fall into two general classes: open-loop and
closed-loop strategies.

• An open-loop strategy: Central pattern generators (CPGs) are a
popular method for the locomotion of snake robots, which is inspired by neu-
ral circuits found in animals. CPGs are biologically inspired neural networks
that generate rhythmic patterned outputs without sensory feedback. They
have been employed in terrestrial snake robot locomotion [36, 122] and un-
derwater snake robot locomotion [18] (see [34] for a detailed review of CPGs
in animal and robot locomotion). However, CPG-based control is essentially
an open-loop method capable of only local motion planning. As mentioned
in [34], there does not exist a theoretical foundation for analysing the stability
of the complete CPG-robot system.

• A closed-loop strategy: Time reference trajectory tracking. In this
family of control strategies, feedback controllers are employed to make the
joints of a snake robot track time-dependent reference signals. These reference
signals are typically generated by a motion planning algorithm [45, 65, 95].
This strategy is a popular choice for the implementation of physical robots
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[66, 70, 87, 95]. In particular, the joint offset φ0(t) in the generalized sinu-
soidal gait (1.3) is often designed in a way that makes the snake robot follow
a certain path. Introducing the time-varying reference signal φi,ref(t), i =
1, . . . , N − 1, however, complicates the motion planning and mathematical
analysis.

• A closed-loop strategy: Virtual holonomic constraints (VHCs) are
the basis of another closed-loop strategy that was developed for underac-
tuated mechanical system control [13, 69, 99]. A VHC is virtual because it
does not physically exist in the system, but is enforced via feedback. Un-
der the influence of a VHC, the controlled mechanical system behaves as
if there was a physical constraint on the configuration variables. Instead of
feeding a time-dependent reference signal to the controller, VHCs enforce
time-independent relations on the robot configuration. These relations en-
code the gait that propels the robot forward. Control methodologies based
on VHCs have been successfully employed in underactuated robotic biped lo-
comotion [15, 29, 115]. In the context of snake robotics, biologically inspired
VHCs come from adapting the reference signal for the single joints (1.2) in
the following way [77, 78, 92]:

φi,ref(λ, φ0) = α sin
(
λ+ (i − 1)δ

)
+ φ0, (1.4)

where λ and φ0 are states of dynamic compensators

λ̈ = uλ, φ̈0 = uφ0 , (1.5)

with the new control inputs uλ and uφ0 . The state-dependent relations φi =
φi,ref(λ, φ0), i = 1, . . . , N − 1 are the proposed VHCs. The new control state
φ0 is used to control the orientation, while the control state λ is used to
control the velocity of the snake robot. The reference joint angles in (1.4)
and thereby the VHCs can be enforced with any type of controller. Note that
in (1.4), the time signal t no longer appears explicitly. Instead, the dynamic
gait time evolution is governed by the state of the compensators in (1.5) and
the new inputs uλ and uφ0 .

1.2.2 Guidance and control of marine vehicles and robots

This section introduces methods from marine control that have served as a basis
for the developments in this thesis. Furthermore, these methods are linked to snake
robotics research by discussing previous applications for snake robot control.

Guidance, navigation, and control

A marine motion control system can be divided into three separate, interconnected
blocks, namely guidance, navigation, and control, which is illustrated in Figure 1.2.
The three components are categorized as follows [22]:

• Guidance is the action of continuously providing a reference position, ve-
locity, and acceleration to be used by the motion control system.
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Ocean currents

Estimated positions and velocities

Figure 1.2: Guidance, navigation, and control [22]

• Navigation is the art of determining the position and attitude, course, trav-
elled distance, velocity, and acceleration of a vehicle.

• Control is the action of determining necessary control inputs in order to
satisfy the control objective, which often involves following a reference signal
given by the guidance system.

This thesis is concerned with guidance and motion control of underwater snake
robots in the presence of unknown environmental disturbances. More specifically,
we present several approaches to tackle the manoeuvring problem for such robots.
According to [100], the manoeuvring problem can be approached by solving the
following two tasks:

• Geometric Task: converge to a desired path

• Dynamic Task: converge to a desired speed

The geometric task can be interpreted as a path-following control problem, and
the dynamic task as a velocity control problem. Environmental disturbances that
typically have to be taken into account when designing marine control systems arise
from waves, wind, and ocean current. For submerged vehicles that move far enough
underneath the surface, waves and wind do not play a role, but ocean currents will
still have a considerable effect on the robot.

The navigation block in Figure 1.2 presents a challenge in itself, in particular
because many sensors and navigation techniques that are used on the surface are
not available underwater. Position measurements underwater can for instance be
obtained using acoustic sensors [104] or from communicating with a unit on a
surface vessel that can determine its position using GPS [5]. Alternatively, vision-
based approaches have been proposed [57]. Velocity measurements with respect
to the earth can for instance be obtained with an acoustic Doppler velocity log
(DVL) with bottom lock [16] while velocity data with respect to the ocean current
is obtained from a DVL without bottom lock [16] or pressure sensors [3].

Path-following guidance of marine vehicles

One strategy for path-following is to apply the well-known line-of-sight (LOS)
guidance [22], to determine a reference heading for the control system of the robot.
The guidance scheme is visualized in Figure 1.3(a): the robot steers towards a point
that is located on the path, at the look-ahead distance ∆ ahead of the robot. For
straight line paths it is possible to prove that the robot will stay on the path once
it has reached it, if there is no ocean current. In the presence of ocean currents
that have a component transverse to the path, this strategy will result in a steady
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(a) Classical LOS guidance
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(b) LOS guidance with integral action

Figure 1.3: The line-of-sight guidance scheme. The tuning parameters are the look-
ahead distance ∆ and the integral gain σ.

state offset. This problem can be solved by augmenting the guidance law with
integral action, which makes the robot target a point at the look-ahead distance
∆ along a displaced path that lies upstream of the desired path, as illustrated in
Figure 1.3(b). A formulation of the integral LOS guidance scheme with a strategy
to prevent significant integral wind-up can be found in [11]. Based on the stability
analysis of LOS guidance in [23], integral LOS guidance was shown to render the
origin of the error coordinates uniformly semi-globally exponentially stable for
surface vessels in [117].

There exist more general approaches to handle unknown ocean currents that
can be combined with guidance strategies other than LOS. If both the absolute
velocity of the robot with respect to the earth frame and the relative velocity with
respect to the surrounding fluid is known, one can directly calculate the ocean
current components and compensate them in the guidance law. If less information
is available, other strategies exist. For instance, when position and relative velocity
measurements are available, one can employ techniques like observers [1, 83] or
filters [118] to estimate the unknown ocean current from the difference between the
expected change of position obtained from integrating the relative velocity and the
actual position change obtained from sensor data. Alternatively, when only absolute
velocity measurements are available, adaptive controllers (see e. g. [56]) have been
used to compensate for the unknown current effect in the dynamics [11, 76]. It
should be noted that adaptive control provides robustness against uncertainties in
general [24] and has recently been applied for underwater snake robots with model
uncertainties [124].

Path-following control of snake and fish robots

In the context of snake and fish robotics, research on path-following control sys-
tems is quite limited. In [79], a fish robot is controlled to follow a straight line, and
the averaged system is shown to stay on to the line. A motion planning strategy
that is similar to LOS guidance is presented for an eel-like robot in [70]. In [58],
a virtual-target guidance law is proposed for path-following of an eel-like robot.
Another approach is presented in [30], where a LOS guidance law is employed in
order to make a fish-like robot head towards predefined waypoints. However, none
of the above consider currents. In [3], trajectory tracking in the presence of cur-
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rents is performed with a fish robot with flow sensors, but no theoretical analysis is
provided. The LOS guidance scheme for path-following of snake robots according
to Figure 1.3 has been used both on land and in water. For terrestrial snake robots,
the guidance strategy is investigated in [65] in combination with two different con-
trollers. First, the strategy is implemented in combination with a proportional
controller that steers the robot towards the path. Secondly, the orientation is con-
trolled by a model-based strategy, which enables an analysis that formally shows
stability. It has been proved to κ-exponentially stabilize the robot to a straight
path in [63, 65]. This work was extended to include velocity control in [91], based
on a similar strategy like an earlier velocity controller for snake robots in [95]. A
manoeuvring control approach for terrestrial snake robots based on a different gui-
dance strategy is proposed in [78]. The control system is based on a first-principle
model, it considers both velocity and path-following control for generic paths, and
is formally shown to practically stabilize the system states to their references. For
swimming snake robots, the LOS guidance scheme in combination with a propor-
tional orientation controller is experimentally investigated in [45]. The augmented
integral LOS strategy with the same orientation controller is successfully tested in
[46]. However, a formal stability analysis of the closed-loop system based on this
orientation controller is not presented for the general case.

Obstacle avoidance of snake and fish robots

Another important guidance problem besides path-following is collision or obstacle
avoidance. When following a path through an underwater installation, the snake
robot has to be able to avoid obstacles that might interfere with its planned path.
Examples of obstacles are other vehicles or stationary installed constructions that
block the shortest path between the robot and its goal. There is a lot of literature on
obstacle avoidance that is not specific for snake robots, as can be seen for instance
in the reviews on mobile robots [37], unmanned aerial vehicles [4], or autonomous
ships [102].

For underwater snake robots and fish robots, obstacle avoidance strategies have
been presented in [39, 81, 86]. The work in [81] presents experimental results for
obstacle recognition and avoidance for a fish-like robot using neural networks. The
focus of the work in [81] lies mostly on obstacle recognition and avoidance and
less on following a predefined path. Similarly, another study in [86] uses an elec-
tric exteroceptive feedback loop in a fish-like robot to detect and avoid obstacles.
Again, also [86] focuses only on the obstacle avoidance rather than path-following.
Another approach is presented in [39] for underwater snake robots, where an arti-
ficial potential field is used to plan a safe path towards a target within a cluttered
environment. While [81, 86] consider mainly local obstacle detection, the study in
[39] requires a global map of the obstacle locations a priori.

For terrestrial snake robots, obstacle avoidance strategies have been considered
in [32, 72, 105]. In [32], a control strategy for a snake robot with passive wheels
is presented, where obstacles in the way of the robot are avoided by altering the
sinusoidal shape that the robot adapts to. This approach considers local avoidance
of obstacles, but no path-following strategy is proposed. A similar strategy for
moving obstacles is proposed and experimentally validated in [105], where a robot
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is remotely controlled to move forward and avoids obstacles on the way by lifting
links that are about to collide sideways. In [72], a method for both trajectory
planning and obstacle avoidance is proposed. However, the method in [72] is for
snake robots with active wheels, and thus not applicable for underwater snake
robots. In contrast to these approaches, it has been shown that instead of avoiding
obstacles, terrestrial snake robots can actually use them for forward propulsion, a
strategy called obstacle-aided locomotion [65, 108]. This concept is, however, only
applicable when there are sufficiently many obstacles to use as push points, and
less suitable if the robot needs to travel through an environment with only a few
obstacles.

1.3 Contributions and organization of this thesis

1.3.1 Scope

The scope of this thesis entitled “Guidance and Control of Underwater Snake
Robots Using Planar Sinusoidal Gaits” can be narrowed down within the two cat-
egories “Guidance and Control” and “Planar Sinusoidal Gaits”.

Guidance and control

This thesis is concerned with the theoretical development of guidance and motion
control methods for underwater snake robots. More specifically, guidance laws for
path-following and manoeuvring in the presence of unknown environmental distur-
bances and obstacle avoidance are proposed, as well as model-based control laws
that ensure that the robot achieves the desired tasks. The stability of the pro-
posed control systems is analysed theoretically and the performance is tested in
simulations and/or experiments. The thesis does not focus on challenges related to
aspects like the use of sensor data or limited availability of energy or communica-
tion range. For the development of feedback laws in this thesis it will therefore be
assumed that sufficiently accurate measurements are available. We do furthermore
not consider the energy efficiency of the proposed approaches.

The mathematical models that are used in this thesis are intended for control
design, which requires a model structure that is easy to implement and analyse.
The fluid effects that act on the robot are therefore modelled in a simplified way. In
particular, the robot is assumed to be neutrally buoyant, the environmental forces
are described by a fluid drag model, and environmental disturbances are repre-
sented by constant, irrotational currents. Furthermore, we only consider scenarios
where effects like waves, lift forces, boundary layer effects close to the sea bottom,
or vortices and turbulence do not need to be taken into account.

Planar sinusoidal gaits

This thesis considers underwater snake robots that propel themselves with peri-
odic, planar bio-inspired gaits of a sinusoidal shape. There are alternative and
complementary ways of achieving propulsion, like thrusters or biologically inspired
features like fins, that can be attached to the robot in order to achieve faster or
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more efficient propulsion. Control algorithms for robots with attributes of this sort
are not taken into account in this thesis, although the proposed controllers may
still be able to steer such robots to a certain degree, as long as they move slowly
and use sinusoidal gaits. However, for faster motion with thrusters, fins, or alter-
native gaits like flapping gaits, added mass effects and lift forces should be taken
into account in the models. Another alternative are three-dimensional gaits, which
are achieved by adding a vertical motion component to the horizontal one that
is already contained in the planar gait. Such three-dimensional gaits are not fun-
damentally different from the planar ones we consider in this thesis, since they
are simply a superposition of two planar waves. We believe that the fundamental
principles of such locomotion can be understood by using a planar perspective.

1.3.2 Contributions and outline

In this thesis, different approaches are developed for guidance and motion control
of underwater snake robots. As a basis for this, underwater snake robot locomotion
based on sinusoidal gaits is analysed, and a control-oriented model that captures
the most important effects is developed. The proposed approaches include con-
trol systems for heading or orientation control and velocity control, path-following
controllers based on closed-loop heading control and open-loop velocity control by
using a predefined biologically inspired gait, manoeuvring control for path-following
with a desired velocity, and a guidance strategy for path-following with obstacle
avoidance. The stability properties of the proposed control systems are analysed
theoretically and their performance is tested in simulations and/or experiments.
The particular topics, contributions and methods of the single chapters are sum-
marized in Figure 1.4 and outlined in the following.

Chapter
Modelling and

locomotion
analysis

Guidance
Model-based

control
Theoretical

analysis
Simulation

study
Experimental

study

2 X X X X

3 X X X X X

4 X X X X

5 X X X

6 X X X

Figure 1.4: Topics and methods of the single chapters.

Chapter 2

This chapter lays a foundation for the control design in the following chapters by
introducing two models for underwater snake robots. In addition, the type of snake
robot locomotion that this thesis focusses on is analysed, revealing some funda-
mental properties and insights. While the chapter is used to prepare the reader
for the remainder of this thesis by introducing the basic notation and reviewing a
model from the literature, it also contains several new contributions.

At first, a simplified version of the complex model for underwater snake robots
in [45] is introduced. The propulsive forces acting on the complex model during
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sinusoidal locomotion in the presence of ocean currents are analysed and some
fundamental locomotion properties are presented. These properties validate the
simplification in the complex model and serve as a basis for the derivation of the
second model. As a second contribution, a hydrodynamic model is derived to be
used in combination with the simplified control-oriented modelling approach from
[65]. As opposed to a similar, previous model for underwater snake robots from
[40], the new model takes into account ocean currents. The comparison of the two
different modelling approaches from [40, 65] is extended in this chapter by deriving
mathematical relations for mapping the joint amplitudes of the different models.
These relations enable a simulation study, in which the two models are compared
a lot more extensively than the previous models for terrestrial robots and under-
water robots that are not exposed to currents. Finally, the velocity dynamics of
an underwater snake robot exposed to ocean currents are analysed using averaging
theory, which gives relationships between the gait parameters and the steady-state
velocity.

Chapter 3

This chapter presents a model-based control approach for straight line path-follow-
ing of underwater snake robots. We develop a control system based on a cascaded
design, that enables the robot to converge to and follow a planar straight path in
the presence of ocean currents.

A LOS guidance law is employed in the outer control loop in order to provide an
orientation reference for the robot. Ocean currents are accounted for in the guidance
scheme by augmenting it with integral action in order to compensate for the steady
state error. An orientation controller is designed that exponentially stabilizes the
orientation of the robot towards the reference angle given by the integral LOS
guidance law. The inner control loop is closed with a feedback-linearizing joint
controller, which enforces a sinusoidal gait and thus guarantees forward propulsion
of the robot. Unlike previous model-based methods for terrestrial snake robots
[63, 65], this control approach is able to handle the disturbance produced by an
ocean current. The second contribution of this chapter compared to previous work
[43] is the stability analysis. Using cascaded systems theory, it is formally proved
that under the assumption of a constant positive forward velocity, the cross-track
error between the robot and the desired path is guaranteed to converge to zero. The
control system will thus fulfil the control objective. Finally, we present simulations
and an experimental study that validate the theoretical findings.

Chapter 4

This chapter investigates the problem of planar manoeuvring control for biologi-
cally inspired underwater snake robots that are exposed to unknown ocean currents.
The control objective is to make a snake robot converge to a desired planar path
and traverse the path with a desired velocity.

We propose a feedback control strategy that enforces VHCs, which encode bio-
logically inspired gaits, on the snake robot configuration. The virtual constraints,
parametrized by the states of two dynamic compensators, are used to regulate the
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heading and forward velocity of the snake robot. The control framework is an ex-
tension of the work that was developed for terrestrial snake robots in [77, 78] to
underwater snake robots under the influence of hydrodynamic forces and ocean
currents. The analysis shows that the control scheme works for the underwater
snakes as it is, without significantly changing the controllers, as long as the ocean
currents are compensated for. To this end, we design a two-state ocean current
observer based on relative velocity sensors. It enables the robot to follow the path
in the presence of unknown constant ocean currents. In addition to the lateral un-
dulatory gait that was investigated in [77, 78], it is shown in this chapter that the
control framework can also be used along with a more general class of biologically
inspired gaits. The efficacy of the proposed control algorithm for several biologi-
cally inspired gaits is verified both in simulations for different path geometries and
in experiments.

Chapter 5

In this chapter, we take a first step towards the control of underwater snake robots
with absolute velocity measurements as feedback. We present a control system
for velocity and orientation control of underwater snake robots exposed to ocean
currents. The VHC approach has the advantage that it makes the control design
amenable to a hierarchical synthesis, where the gait is enforced at the lowest level
and velocity and orientation control are done at a higher level. To this end, we
employ the hierarchical control design methodology from [20], that was used for
control design for ships in [9] and terrestrial snake robots in [78]. In order to make
the feedback independent of the unknown relative velocities that enter the dynamic
equations via the fluid drag forces, we make use of adaptive backstepping control
[56].

More specifically, we propose a joint controller that asymptotically stabilizes the
VHCs with absolute velocity measurements available for feedback, as opposed to
the joint controller design based on relative velocity measurements in Chapter 3.
The gait that is encoded in the VHCs is modified in this chapter to take into
account actuator constraints. The velocity controller and the orientation controller
are designed subsequently. In doing so, we prioritize the velocity control higher
than in previous approaches for terrestrial snake robots, a change of paradigm
that removes a singularity from the orientation controller that was an issue in the
design for terrestrial robots [90, 91]. The velocity controller is designed along the
lines of adaptive backstepping. The design is not a straightforward application of
the method, because the system is non-autonomous and unknown terms enter the
equations at every stage of the backstepping procedure. By postponing the design
of the adaptive update law until the last step, we are able to compensate for the
effect of these signals in the closed-loop system, and show asymptotic stability of
the origin of the velocity error dynamics. In the last step, the orientation controller
is designed as a feedback-linearizing controller utilizing the adaptive term of the
velocity controller as a current estimate. We show that the zero dynamics of the
closed-loop system is bounded for the proposed controller. Simulation results of a
snake robot that is exposed to an unknown ocean current are presented.
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Chapter 6

The set-based path-following and obstacle avoidance guidance that we propose in
this chapter is motivated by the set-based guidance strategy for autonomous ships
that was recently proposed in [73]. The strategy is based on the results for set-
based control in [75], which facilitate a theoretical stability analysis. It is shown
in [73] that the strategy guarantees obstacle avoidance, which is illustrated with
simulations, but has not been tested experimentally yet. The main idea is to make
the robot converge to and follow a straight path and only leave it in order to
circumvent an obstacle that is in the way. In that case, the guidance switches into
obstacle avoidance mode, and the robot follows a circle around the obstacle. As
soon as the obstacle is passed, the robot converges to the original straight path
again.

In this chapter, the switching conditions are reformulated in a more general,
purely kinematic manner. This makes the switching strategy independent of the
dynamic model, and thus applicable to a more general class of systems, including
snake robots. Furthermore, the new switching strategy is combined with a gen-
eral guidance law for snake robots from [78]. This guidance controller is suitable
for generic paths, and can thus be applied both for the straight line path-following
mode, and the obstacle avoidance mode, which requires a circular reference path. In
[78], the guidance law is shown to practically stabilize the robot to the path. In this
chapter, the guidance law is modified in order to allow for circular path-following
in both directions, thus enabling the robot to choose the shortest way around the
obstacles blocking its path. We show that the modifications to the guidance law
still preserve the stability properties. Finally, the obstacle avoidance strategy is
experimentally tested with a swimming snake robot for different stationary obsta-
cles. The results show the efficacy of the proposed set-based path-following and
obstacle avoidance guidance scheme, and are the first experimental validation of
the set-based control strategy with a floating-base robot.

Chapter 7

This chapter presents concluding remarks and suggestions for future research.

1.3.3 Underlying publications

The underlying studies of this thesis have resulted in the following list of publica-
tions. It contains publications in journals, a book chapter, and several peer-reviewed
conference papers. Some publications that are related to this thesis, but not a part
of it, are also included in the list.

Journal papers and book chapter

• A. M. Kohl, K. Y. Pettersen, E. Kelasidi, and J. T. Gravdahl. Planar path
following of underwater snake robots in the presence of ocean currents. IEEE
Robotics and Automation Letters, 1(1):383–390, 2016.
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• A. M. Kohl, E. Kelasidi, A. Mohammadi, M. Maggiore, and K. Y. Pettersen.
Planar maneuvering control of underwater snake robots using virtual holo-
nomic constraints. Bioinspiration & Biomimetics, 11(6):065005, 2016.

• A. M. Kohl, E. Kelasidi, K. Y. Pettersen, and J. T. Gravdahl. Model-Based
LOS Path-Following Control of Planar Underwater Snake Robots. In Sensing
and Control for Autonomous Vehicles – Applications to Land, Water and Air
Vehicles, Lecture Notes in Control and Information Sciences 474, eds. Thor
I. Fossen, Kristin Y. Pettersen, and Henk Nijmeijer, pp. 43–363, Springer
International Publishing 2017.

Peer-reviewed conference papers

• A. M. Kohl, E. Kelasidi, K. Y. Pettersen, and J. T. Gravdahl. A control-
oriented model of underwater snake robots exposed to currents. In Proceed-
ings of the 2015 IEEE Conference on Control Applications (CCA), Sydney,
Australia, September 2015.

• A. M. Kohl, K. Y. Pettersen, E. Kelasidi, and J. T. Gravdahl. Analysis of
underwater snake robot locomotion based on a control-oriented model. In
Proceedings of the 2015 IEEE International Conference on Robotics and Bio-
mimetics (ROBIO), Zhuhai, China, December 2015.

• A. M. Kohl, K. Y. Pettersen, and J. T. Gravdahl. Velocity and orientation
control of underwater snake robots using absolute velocity feedback. Proceed-
ings of the 2017 IEEE Conference on Control Applications (CCTA), Kohala
Coast, Hawaii, USA, August 2017.

• A. M. Kohl, S. Moe, E. Kelasidi, K. Y. Pettersen, and J. T. Gravdahl. Set-
based path following and obstacle avoidance for underwater snake robots.
Accepted for the 2017 IEEE International Conference on Robotics and Bio-
mimetics (ROBIO), Macau, China, December 2017.

Publications not part of this thesis

• E. Kelasidi, A. M. Kohl, K. Y. Pettersen, and J. T. Gravdahl. Waypoint
guidance control for underwater snake robots exposed to ocean currents. In
Proceedings of the 24th Mediterranean Conference on Control and Automa-
tion (MED), Athens, Greece, June 2016.

• E. Kelasidi, K. Y. Pettersen, A. M. Kohl, and J. T. Gravdahl. An Experimen-
tal Investigation of Path Following for an Underwater Snake Robot with a
Caudal Fin. Proceedings of the 20st IFAC World Congress, Toulouse, France,
July 2017.
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Chapter 2

Modelling and Analysis of

Underwater Snake Robot

Locomotion

This chapter presents two models that are used for control design in this thesis. The
first model is based on first principles and analytical fluid-dynamics. This model
will be referred to as the complex model in the following. Based on this model,
fundamental properties of locomotion with planar sinusoidal gaits are derived. The
second model is derived from the complex model by utilizing an observation about
snake robot locomotion to make a simplifying assumption regarding the joint mo-
tion. This model will be denoted the simplified or control-oriented model. Based
on this model, the velocity dynamics of snake robot locomotion is analysed using
averaging theory.

Contributions of this chapter The first contribution of this chapter is to re-
view the complex model for underwater snake robots in [45], and an adaptation of
the notation to be consistent with the notation used in [65] for terrestrial snake
robots. In addition, the model is analysed during sinusoidal motion in the presence
of ocean currents and some fundamental locomotion properties are summarized. As
a second contribution, a hydrodynamic model is derived to be used in combination
with the simplified control-oriented modelling approach from [65]. As opposed to
a previous model for underwater snake robots from [40], which used the same ap-
proach, the model in this chapter takes into account ocean currents. Furthermore,
the comparison of the two different modelling approaches from [40, 65] is extended
in this chapter by deriving mathematical relations for mapping the joint amplitudes
of the different models. To this end, an extensive simulation study is performed,
in which the two models are compared. As a last contribution, the velocity dyna-
mics of an underwater snake robot exposed to ocean currents are analysed using
averaging theory, which gives relationships between the gait parameters and the
steady-state velocity.
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Organization of this chapter This chapter is structured as follows. Some ba-
sic notation that will be used throughout this thesis is introduced in Section 2.1.
Section 2.2 presents the complex model for underwater snake robots. Some funda-
mental properties of locomotion with sinusoidal gaits are given in Section 2.3. The
control-oriented model is derived in Section 2.4. Finally, the averaging analysis of
the velocity dynamics during sinusoidal gaits is presented in Section 2.5 and the
chapter is summarized in Section 2.6.

Publications This chapter is based on [49, 50].

2.1 Basic notation

Throughout this thesis, the following vectors and matrices are used:

A =




1 1 0 . . . 0
0 1 1 . . . 0

. . .
0 0 . . . 1 1


∈ R

(N−1)×N , ē =
[
1 . . . 1

]T∈ R
N−1,

D =




1 −1 . . . 0 0
0 1 −1 . . . 0

. . .
0 0 . . . 1 −1


∈ R

(N−1)×N , e =
[
1 . . . 1

]T∈ R
N ,

IN =




1 0
1

. . .
0 1


∈ R

N×N , E =

[
e 0N×1

0N×1 e

]
∈ R

2N×2,

V = AT (DDT )−1A ∈ R
N×N , K = AT (DDT )−1D ∈ R

N×N .

The matrices A and D add and subtract adjacent elements of a vector, respectively.
The matrix IN is the unity matrix and the vectors e and ē as well as the matrix
E are summation operators. We will also make use of the pseudo-inverse D̄ =

DT
(
DDT

)−1 ∈ R
N×(N−1). Furthermore, attributes of the single robot joints and

links, like for example the link orientation, will often be assembled into a vector
like θ = [θ1, . . . , θN ]T ∈ R

N . The following operators are defined for the vector
θ ∈ R

N with the operator diag(·) spanning a diagonal matrix:

sin(θ) =
[
sin θ1 . . . sin θN

]T ∈ R
N , Sθ = diag(sin(θ)) ∈ R

N×N ,

cos(θ) =
[
cos θ1 . . . cos θN

]T ∈ R
N , Cθ = diag(cos(θ)) ∈ R

N×N ,

sgn(θ) =
[
sgn(θ1) . . . sgn(θN )

]T ∈ R
N , θ2 =

[
θ21 . . . θ2N

]T ∈ R
N .

Finally, we define the rotation matrix Rθ =

[
cos θ − sin θ
sin θ cos θ

]
∈ R

2×2.
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Figure 2.1: The kinematics of the underwater snake robot.

2.2 Modelling of underwater snake robots

This section presents a first-principle model of a neutrally buoyant underwater
snake robot. The topic of this thesis are underwater snake robots that employ
planar sinusoidal gaits for propulsion. This type of locomotion, together with the
neutral buoyancy of the robot, makes it possible to capture the behaviour of the
robot by considering a purely two-dimensional model similar to the model of a
terrestrial snake robot presented in [65]. The only thing that differs in the under-
water model is the model of the external forces, which are now obtained from a
hydrodynamic model instead of a friction model.

The complex model that is presented in this section is not a novel contribution
of this work, but included for completeness. The two-dimensional kinematics of
the snake robot are based on [65], where a new notation of an earlier model from
[95] was introduced. The hydrodynamic model used in this thesis is a simplified
version of the model presented in [45]. In this thesis, however, the notation for the
hydrodynamic model is changed with respect to [45] in order to be consistent with
the notation in [65]. In the remainder of this thesis, the model presented here will
be referred to as the complex model, as opposed to the simplified or control-oriented
model that will be derived in Section 2.4.

2.2.1 The parameters and kinematics of the robot

The robot consists of N identical rigid links that are serially connected by N − 1
revolute, motorized joints. All links have the same length 2l, uniformly distributed
mass m, and moment of inertia J . The total mass of the robot adds up to Nm,
and it is assumed that the robot is neutrally buoyant. The joints are motorized
and frictionless. The robot is furthermore exposed to a constant ocean current
vc = [Vx, Vy ]

T .
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2. Modelling and Analysis of Underwater Snake Robot Locomotion

A snake robot is a kinematic chain without a fixed base. Figure 2.1 illustrates
the following kinematic definitions.

Definition 1: The orientation of each individual link i is denoted by θi, i = 1, . . . , N
and is defined as the angle between the global axis and link i with counter-clockwise
positive direction. The link angles are assembled into the vector θ = [θ1, . . . , θN ]T ∈
R
N .

Definition 2: The joint angles between adjacent links are denoted by φi and are
defined as

φi = θi+1 − θi, i = 1, . . .N − 1. (2.1)

The joint angles are assembled into the vector φ = [φ1, . . . , φN−1]
T ∈ R

N−1.

Remark 2.1. Note that in this thesis we follow the joint angle convention from
[68] instead of the convention from [95] that was used in [65]. This choice makes
sure that all angles are defined with counter-clockwise positive direction.

Furthermore, the position of the CM of link i is given by (xi, yi), which are
assembled into the vectors X = [x1, . . . , xN ]T ∈ R

N and Y = [y1, . . . , yN ]T ∈ R
N .

The position of the CM of the robot is then obtained by

p =

[
px
py

]
=

1

N

[
eTX

eTY

]
. (2.2)

The vector e is a summation operator and was defined in Section 2.1.
A snake robot has no clearly defined heading or orientation, since each link may

have a different orientation at all time. There are different ways of circumventing
this problem, for instance the virtual chassis approach in [94], where the orientation
is defined based on the singular value decomposition of the positions of the links
with respect to the CM of the robot. Throughout this thesis, we will make use of
two different ways to obtain a measure of the heading or orientation of the robot.
The first way is motivated by [65], where the average of all link angles is used as a
measure of the robot orientation.

Definition 3: The (average) orientation of the snake robot is given by θ̄ ∈ R and
is defined as the average of all link angles:

θ̄ =
1

N

N∑

i=1

θi. (2.3)

The second way follows the approach in [78], where the angle of the head link, θN ,
is considered as the defining angle.

Definition 4: The heading of the robot is defined as the angle of the head link, θN .

In order to avoid ambiguity in this thesis, the angle θN is referred to as heading of
the robot, whereas θ̄ is referred to as (average) orientation of the robot.
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2.2. Modelling of underwater snake robots

Remark 2.2. The approaches in Definition 3 and Definition 4 have different pur-
poses. Using the average orientation of the robot considers the system as a whole
vehicle, whereas the heading according to Definition 4 facilitates control design
where the robot head is of special importance, for instance if it is equipped with
sensors or tools.

The velocity of the CM of the robot in the inertial frame is given by ṗ =
[ṗx, ṗy]

T . In accordance with Definitions 3 and 4 and making use of the rotation
matrix

Rθ =

[
cos θ − sin θ
sin θ cos θ

]
∈ R

2 (2.4)

for some θ ∈ R, we define the following velocities:

Definition 5: The velocity components of the CM that are tangential and normal
with respect to the heading of the robot are denoted by vt and vn, respectively, and
are defined as [

vt
vn

]
= RT

θN
ṗ. (2.5)

Finally, the velocities of the single links are given by [65]:

Ẋ = lKTSθθ̇ + eṗx,

Ẏ = −lKTCθθ̇ + eṗy.
(2.6)

The hydrodynamic effects that will be described in the next section depend
on the velocity of the robot with respect to the surrounding fluid, i. e. the relative
velocity, as opposed to the absolute velocity given by ṗ and the velocities defined in
(2.5). The relative velocity of the CM of the robot in the inertial frame is denoted
by vr and obtained by

vr = ṗ− vc =

[
ṗx − Vx
ṗy − Vy

]
, (2.7)

and the relative velocity components of the CM that are tangential and normal
with respect to the heading of the robot are denoted by vrel = RT

θN
(ṗ− vc).

2.2.2 The hydrodynamic model

In analogy with the assumptions in [45], the following assumptions are made with
regards to the fluid effects on the robot:

Assumption 1: The fluid is viscid, incompressible, and irrotational in the inertial
frame.

Assumption 2: The ocean current, vc = [Vx, Vy]
T , is constant in the inertial frame

and irrotational. Its magnitude Vc =
√
V 2
x + V 2

y is bounded by Vc,max ≥ Vc.

According to [45], we can represent the hydrodynamic model by fluid drag
forces, added mass forces, resistive torques, and added inertia torques. The drag
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2. Modelling and Analysis of Underwater Snake Robot Locomotion

forces acting on link i depend on the relative velocity of the CM of the link and
are given by

f I
D,i = −Rθi

[
ct 0
0 cn

]
RT
θi

[
ẋi − Vx
ẏi − Vy

]
, (2.8a)

f II
D,i = −Rθi

[
ct 0
0 cn

]
diag

(
sgn

(
RT
θi

[
ẋi − Vx
ẏi − Vy

]))(
RT
θi

[
ẋi − Vx
ẏi − Vy

])2

. (2.8b)

The added mass forces that act on link i depend on the relative acceleration of the
CM of the link [47] and are obtained as

fA,i = −Rθi

[
0 0
0 µn

]
d

dt

(
RT
θi

[
ẋi − Vx
ẏi − Vy

])
. (2.9)

The hydrodynamic torques acting on link i are

τR,i = −cIθθ̇i − cIIθ sgn(θ̇i)θ̇
2
i (2.10)

and
τA,i = −µθθ̈i. (2.11)

In (2.8) and (2.10), ct and cn are the drag parameters of the links in tangential and
normal direction, respectively, and cIθ and cIIθ are rotational damping parameters.
The added mass parameters are µn in (2.9) and µθ in (2.11). Their numerical
values depend on the fluid properties and the link geometry. For details on their
derivation, the reader is referred to [45]. An important property for snake robot
locomotion is to have a higher resistive force normal to the links than along the
links [65]. This property can be expressed by the equation

cn > ct (2.12)

and is an important prerequisite for propulsion with sinusoidal gaits [65]. At lower
velocities, the linear drag forces f I

D,i in (2.8a) are the dominant forces, while the

nonlinear drag forces f II
D,i in (2.8b) become dominant at higher velocities. The

single forces and torques can be assembled into matrix form:

fD =

[
fD,x
fD,y

]
= f ID + f IID ∈ R

2N , (2.13a)

f ID = −
[
ct(Cθ)

2 + cn(Sθ)
2 (ct − cn)SθCθ

(ct − cn)SθCθ ct(Sθ)
2 + cn(Cθ)

2

] [
Ẋ− eVx
Ẏ − eVy

]
, (2.13b)

f IID = −
[
ctCθ −cnSθ

ctSθ cnCθ

]
diag

(
sgn

([
Cθ Sθ

−Sθ Cθ

] [
Ẋ− eVx
Ẏ − eVy

]))

([
Cθ Sθ

−Sθ Cθ

] [
Ẋ− eVx
Ẏ − eVy

])2

,

(2.13c)

fA =

[
fA,x
fA,y

]
= −

[
0 −µnSθ

0 µnCθ

]
d

dt

([
Cθ Sθ

−Sθ Cθ

] [
Ẋ− eVx
Ẏ − eVy

])
∈ R

2N , (2.14)

22



2.2. Modelling of underwater snake robots

Table 2.1: The parameters of the underwater snake robot.

Symbol Description
N Number of links
l Half the length of a link
m Mass of a link
J Moment of inertia of a link
ct Tangential drag parameter
cn Normal drag parameter
cIθ Linear rotational damping parameter
cIIθ Nonlinear rotational damping parameter
Vx x-component of the ocean current
Vy y-component of the ocean current

with

d

dt

([
Cθ Sθ

−Sθ Cθ

] [
Ẋ− eVx
Ẏ − eVy

])

=

[
Cθ Sθ

−Sθ Cθ

] [
Ẍ

Ÿ

]
+

[
−Sθ Cθ

−Cθ −Sθ

] [
diag(θ̇)(Ẋ− eVx)

diag(θ̇)(Ẏ − eVy)

]
,

(2.15)

and
τR = −cIθθ̇ − cIIθ diag

(
sgn

(
θ̇
))
θ̇
2 ∈ R

N , (2.16)

τA = −µθθ̈ ∈ R
N . (2.17)

For the control design in this thesis, we will consider only slowly moving un-
derwater snake robots, where hydrodynamic damping dominates [22]. The primary
motivation for the models presented in this chapter is to serve as a basis for con-
trol design. It is therefore considered less important to model the hydrodynamic
effects quantitatively accurately, but rather to capture the qualitative behaviour
of the system. We therefore make an additional simplifying assumption regarding
the hydrodynamic effects:

Assumption 3: Added mass effects can be disregarded such that the effect of the
fluid on a robot link is completely described by the linear and nonlinear drag forces on
the CM of the link (2.13) and the resistive fluid torque (2.16).

Remark 2.3. As was pointed out in [17], simplifications of this kind are often
made in models of bio-inspired robots that may be used for motion planning and
real-time control, see for instance [10, 70]. In Section 2.3 we will see an analysis
of the propulsive forces that provides additional reasons to disregard added mass
effects during sinusoidal locomotion.

2.2.3 The dynamic model

Table 2.1 summarizes the parameters of the robot and the surrounding fluid. The
robot has N + 2 degrees of freedom, that are defined by the link angles θ ∈ R

N
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2. Modelling and Analysis of Underwater Snake Robot Locomotion

and the CM position p ∈ R
2. The equations of motion of the robot are formulated

in terms of the angular acceleration of the links, θ̈, and the acceleration of the CM,
p̈. They can be found by using first principles, formulating the force and torque
balance for each link, assembling the expressions into matrix form, and solving for
θ̈ and p̈. With Assumption 3, the derivation of the dynamic equations is identical
to the derivation in [65], except that the ground friction forces are replaced by the
fluid drag forces in (2.13), and the resistive fluid torque (2.16) has to be taken into
account additionally. The dynamic model of the underwater snake robot is then
obtained by

Mθθ̈ +Wθθ̇
2 − τR − lSθKfD,x + lCθKfD,y = −DTu, (2.18a)

Nmp̈ = ET fD, (2.18b)

where Mθ = JIN + ml2SθVSθ + ml2CθVCθ is the rotational inertia matrix,
Wθ = ml2SθVCθ − ml2CθVSθ is a generalized Coriolis and centripetal force
matrix, τR are the resistive fluid torques given in (2.16), fD are the fluid drag
forces defined in (2.13), and u ∈ R

N−1 is a vector that contains the motor torques
of the single joints.

Remark 2.4. The model of the underwater snake robot simplifies to the model of
a terrestrial snake robot when the resistive fluid torques and non-linear fluid drag
forces are neglected, and the drag parameters in the linear drag forces are replaced
by viscous friction coefficients. In this case, the ocean current will be zero, and the
relative velocities will be equal to the absolute velocities.

2.3 Locomotion analysis during sinusoidal gaits

The linear drag forces f ID given in (2.13b) are the dominating drag effect for slow
motion, whereas the nonlinear drag forces only have a strong effect for faster mo-
tion. As a basis for deriving the control-oriented model in Section 2.4, this section
investigates how a snake robot can achieve forward propulsion with slow undula-
tory swimming according to (1.3) in the presence of a constant, irrotational current
based on an analysis of the linear drag force (2.13b) and the added mass force
(2.14). The analysis of the added mass effects (2.14) during sinusoidal locomotion
is included in order to provide additional backup for Assumption 3. In addition,
some other important properties of snake robot locomotion according to (1.3) will
be summarized.

A similar analysis of the forces that propel a terrestrial snake robot was already
introduced in [62] and extended to an underwater robot that is not exposed to
currents in [40]. In this section, the analysis is generalized to robots that are under
the influence of ocean currents, and we obtain new properties regarding the added
mass effects. For the analysis, it is assumed without loss of generality that the
forward direction of the robot is aligned with the global x-axis. The propulsive
force is then the sum of all external forces in x-direction. It is obtained by the sum
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2.3. Locomotion analysis during sinusoidal gaits

of the x-components in (2.13b) and (2.14):

Nmp̈x =−
N∑

i=1

(ct cos
2 θi + cn sin

2 θi)ẋi︸ ︷︷ ︸
I

−
N∑

i=1

(ct − cn) sin θi cos θiẏi︸ ︷︷ ︸
II

+

N∑

i=1

(ct cos
2 θi + cn sin

2 θi)Vx︸ ︷︷ ︸
III

+

N∑

i=1

(ct − cn) sin θi cos θiVy︸ ︷︷ ︸
IV

−
N∑

i=1

µn sin
2 θiẍi︸ ︷︷ ︸

V

+

N∑

i=1

µn sin θi cos θiÿi︸ ︷︷ ︸
VI

−
N∑

i=1

µn sin θi cos θiθ̇iẋi︸ ︷︷ ︸
VII

−
N∑

i=1

µn sin
2 θiθ̇iẏ︸ ︷︷ ︸

VIII

+

N∑

i=1

µn sin θi cos θiθ̇iVx︸ ︷︷ ︸
IX

+

N∑

i=1

µn sin
2 θiθ̇iVy︸ ︷︷ ︸
X

(2.19)

Terms I and II in (2.19) have already been analysed in [65] and the results will
be summarized briefly here. Both terms contribute to the forward propulsion when
they are negative. Under the assumption that the parameters ct and cn are positive,
their properties are:

• Term I: The expression (ct cos
2 θi + cn sin

2 θi) is always positive, i. e. under
the assumption that all links move with a positive velocity ẋi > 0, Term I is
positive.

• Term II: Under the assumption that all link angles are |θi| ≤ 90◦ and with
(2.12), Term II is negative when sgn(θi) = sgn(ẏi).

Compared to previous studies, Terms III-X have to be considered additionally when
a current and added mass effects are taken into account:

• Term III: The sign of this term is always determined by Vx, since (ct cos
2 θi+

cn sin
2 θi) > 0.

• Term IV: Under the assumption that all link angles are |θi| ≤ 90◦ and with
(2.12), this term has the same sign as Vy if θi < 0 and the opposite sign if
θi > 0.

• Term V: This term always opposes the acceleration of the link. It contributes
to the propulsion when the link is slowing down, ẍi < 0, and vice versa.

• Term VI: Under the assumption that all link angles are |θi| ≤ 90◦, this term
contributes to propulsion if sgn(θi) = sgn(ÿi) and opposes it otherwise.

• Term VII: Under the assumption that all link angles are |θi| ≤ 90◦ and
that all links move with a positive velocity, ẋi > 0, this term contributes to
propulsion if sgn(θi) 6= sgn(θ̇i) and opposes it otherwise.

• Term VIII: This term contributes to propulsion if sgn(θ̇i) 6= sgn(ẏi), and
opposes it otherwise.
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Figure 2.2: The effect of the single terms during lateral undulation.

• Term IX: Under the assumption that all link angles are |θi| ≤ 90◦ this term
has the same sign as Vx if sgn(θi) = sgn(θ̇i).

• Term X: This term has the same sign as Vy if θ̇i > 0 and the opposite sign

if θ̇i < 0.

So far, these properties are general and not dependent on the gait. It turns out
that for lateral undulation according to (1.2), some simplifications are possible.

Assumption 4: An underwater snake robot is assumed to move forwards with lateral
undulation according to (1.2). The phase offset between the links is chosen as δ = 2π

N−1 ,
such that the period of the gait equals the body length of the robot.

It was pointed out in [97] that this choice of period is beneficial for the efficiency
of the propulsion for robots moving in corridor-like environments.

The influence of the single terms on the forward propulsion of the robot under
Assumption 4 is visualized in Figure 2.2 and summarized in the following. The
arrows in Figure 2.2 indicate in which direction the resulting force points for each
term of (2.19), under the assumption that both Vx, Vy > 0. Due to the symmetry
of the sinusoidal shape, the effects of Terms IV and VI-X are cancelled when the
sum

∑N
i=1 is computed. This means that these terms do not have a considerable

effect on forward locomotion. In the case that Vx < 0 (resp. Vy < 0), the arrows
in Terms III and IX (resp. Terms IV and X) point in the opposite direction than
in Figure 2.2. The resulting forces in Terms IV, IX, X still cancel each other when
summed up, which means that the current component Vy does not have an effect on
the propulsion in the x-direction. On the other hand, Term III, whose sign depends
on the current component Vx, has an effect in the negative direction, i. e. the same
direction as the current in x. The remaining terms in Figure 2.2 are Term I, which
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2.3. Locomotion analysis during sinusoidal gaits

represents the fluid drag force, and Term II. We see from Figure 2.2 that because of
the geometry of lateral undulation, Term II constitutes the main propulsive force.
Term V is not depicted in Figure 2.2 because its sign depends on the acceleration
ẍi. The sign of ẍi cannot be determined as straightforward from analysing the
body shape during sinusoidal locomotion. However, during steady forward motion,
ẍi will in general be small and vary about zero, because the acceleration in the
x-direction is small and the robot neither accelerates or breaks down significantly.
The result of the previous analysis is summarized in the following property.

Property 1 (Main propulsive forces): For an underwater snake robot with the
anisotropic drag property cn > ct, which moves with lateral undulation according to
Assumption 4, Term II is the only term that causes forward propulsion independently
of the current. Term I represents the fluid drag force on the robot, always opposing
the forward motion, and the effect of the current is captured in Term III, acting in the
same direction as Vx. Terms IV and VI-X are cancelled when summing up all forces
along the body and Term V is small and varies about zero, which means that the effect
of Vy and added mass effects can be disregarded.

Remark 2.5. When Assumption 4 is relaxed to allow other phase shifts δ and a
more general sinusoidal gait that does not necessarily have a constant amplitude
along the body, Property 1 will still hold. The effect of Terms IV and VI-X will
not be cancelled completely, but the remaining effect can be interpreted as a small
disturbance.

From [40, 65] we obtain a second and third important property:

Property 2 (Forward propulsion): For a snake robot with cn > ct, forward propul-
sion is mainly achieved by the transversal motion of the link.

Property 3 (Link motion): The link motion of a snake robot moving with a sinu-
soidal gait according to (1.3) consists mainly of a normal displacement of the CM of
each link with respect to the direction of motion.

Property 2 was formulated for terrestrial snake robots in [65]. Property 2 also holds
in the case of a slowly swimming snake robots since the model of the dominating
linear hydrodynamic forces has the same structure as the ground friction model in
[65] and added mass effects can be disregarded according to Property 1. Property 3
holds because it is an observation that depends only on the kinematics of the
robot, which is identical for terrestrial and planar underwater snake robots. Finally,
from [40], we get the following property regarding the turning locomotion of an
underwater snake robot:

Property 4 (Turning locomotion): During lateral undulation of a robot described
by (2.18), the direction of motion is constant when the average joint angle is zero. The
robot will turn (counter-)clockwise when the average joint angle is (positive) negative.
The turning rate will increase with an increase of the average joint angle and/or the
forward velocity.

The analysis in [40] disregards ocean currents. In the presence of such currents, the
relative velocity, i. e. the velocity of the robot with respect to the surrounding fluid
has to be taken into account.
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2.4 A control-oriented model for sinusoidal gaits

In this section, we derive a simplified or control-oriented model for underwater
snake robots using planar sinusoidal gaits with a small amplitude. The model is
derived from the complex model that was presented in Section 2.2, and based on the
simplifying assumption that the link motion can be approximated with prismatic
joints. This idea has originally been employed for a terrestrial snake robot in [62],
and later an underwater snake robot that is not exposed to currents in [40]. In
this work, unlike in [40], we take ocean currents into account and we present an
extensive simulation study for an accurate comparison of the control-oriented model
with the original, complex model. The simulation study also adds new insights to
the results for the model of terrestrial robots in [65], which falls out as a special
case of the presented model when ocean current effects are disregarded.

At first, we will introduce some basic assumptions and the kinematics of the
model. Secondly, the hydrodynamic model is presented, and the dynamic equations
are derived. Afterwards, a method is proposed, which allows to approximate the
sinusoidal gait with the control-oriented model. The section is concluded with a
simulation study and a discussion of the model.

2.4.1 Modelling approach and kinematics

In order to derive the control-oriented model, the revolute joints of the robot are
modelled as prismatic joints, with their degree of freedom normal to the direction
of motion of the robot, as visualized in Figure 2.3(a). This is a strong simplifi-
cation, but still a valid approximation for sinusoidal gaits, keeping in mind that
according to Properties 2 and 3, the links move mainly in normal direction, which
is responsible for obtaining forward propulsion. Just like the complex model pre-
sented in Section 2.2, it consists of N links of length L = 2l and mass m, that
are connected by N − 1 joints. The joints are prismatic, with the joint coordinates
φi, i = 1, . . . , N−1 that are assembled into the vector φ = [φ1, . . . , φN−1]

T ∈ R
N−1.

The joints are actuated with the control input u ∈ R
N−1. The position of the robot

in the plane is defined by the position of its CM, (px, py). The robot thus has N+2
degrees of freedom, two corresponding to the position in the plane, N − 1 corre-
sponding to the joint coordinates φi, and one to the orientation θ. Since the single
links do not rotate with respect to each other, they all have the same orientation
θ, which also defines the orientation of the robot.

Definition 6: The orientation of a snake robot described by the control-oriented
model is denoted by θ ∈ R.

For the description of the robot, two coordinate frames are introduced: the
global x-y-frame, and the body-aligned t-n-frame. The origins of both frames co-
incide, as can be seen in Figure 2.3(b). Furthermore, the velocity of the robot is
described by the forward velocity component, vt, and the sideways velocity com-
ponent, vn.

Definition 7: The velocity components of the CM of a snake robot described by the
control-oriented model that are tangential and normal in the body-aligned t-n-frame
are denoted by vt and vn, respectively.
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Figure 2.3: The control-oriented model.

The external forces depend on the relative velocity, i. e. the velocity of the robot
with respect to the surrounding fluid

[
vt,rel
vn,rel

]
=

[
vt
vn

]
−RT

θ vc. (2.20)

The following relationships are derived in [65] and are included here for complete-
ness. The velocities in the x-y-frame can be obtained from the t-n-frame velocities
by

ṗx = vt cos θ − vn sin θ,

ṗy = vt sin θ + vn cos θ.
(2.21)

The positions of the CM of link i are given in the t-n-frame by (ti, ni). They can
be obtained in vector form by

t =
[
t1 . . . tN

]T
= pte− lD̄ē,

n =
[
n1 . . . nN

]T
= pne− D̄φ,

(2.22)

where pt and pn are the position of the CM in the body-aligned frame. The link
velocities are given by

ṫ = (υt + pnθ̇)e,

ṅ = (υn − ptθ̇)e− D̄φ̇.
(2.23)
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2. Modelling and Analysis of Underwater Snake Robot Locomotion

2.4.2 Dynamics of the control-oriented model

In this section, the fluid forces that act on the control-oriented model are pre-
sented, Afterwards, the translational dynamic equations are derived. Furthermore,
a simplified model for the rotational dynamics is proposed. Finally, the dynamic
equations are combined with the kinematics and the control-oriented model is de-
rived.

Hydrodynamic modelling

For the derivation of the external forces, we will once more, without loss of gen-
erality, assume that the orientation of the robot is aligned with the global x-axis.
Two basic assumptions are made in [40] and [65]:

Assumption 5: The link angles θi are assumed to be small. Furthermore, the fol-
lowing approximations are made: sin θi cos θi ≈ θi, sin

2 θi ≈ 0, cos2 θi ≈ 1.

It is shown in [65] that Assumption 5 is a very good approximation for |θi| < 20◦,
which gradually becomes less accurate as |θi| approaches 30◦ and increases further
up to 45◦.

Assumption 6: The effect of the angular velocity θ̇ on the link velocity is disre-
garded.

As pointed out in [65], this is a valid assumption because the dynamics of the angu-
lar rotation of the snake robot will generally be much slower than the body shape
dynamics. Furthermore, since a sinusoidal gait with limited link angles according
to Assumption 5 will result in slow motion, we disregard nonlinear drag effects.

Assumption 7: The effect of the fluid on a link is described by a linear drag force.

Equipped with Assumptions 5 and 7, the fluid forces (2.8) simplify to

[
fx,i
fy,i

]
= −

[
ct (ct − cn)θi

(ct − cn)θi cn

] [
ẋi − Vx
ẏi − Vy

]
. (2.24)

Since the orientation of the single links θi is not captured by the control-oriented
model, it has to be approximated. It is shown in [65] that the link angles can be
estimated by

θi ≈
yi+1 − yi−1

2L
=
φi−1 + φi

2L
. (2.25)

Because the robot is assumed to be aligned with the global x-axis and in accordance
with Assumption 6, (2.22) and (2.23) can be inserted into (2.24). Together with
(2.25), the forces simplify to

[
ft,i
fn,i

]
= −

[
ct −cp(φi−1 + φi)

−cp(φi−1 + φi) cn

] [
ṫi − Vt
ṅi − Vn

]
(2.26)

in the t-n frame. The new parameters in (2.26) are the propulsion coefficient

cp =
cn − ct
2L

(2.27)
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2.4. A control-oriented model for sinusoidal gaits

and [Vt, Vn]
T = RT

θ vc, the ocean current in the body-aligned frame. After assem-
bling the equations for each of the links together in matrix form and inserting
(2.23), the final form is

f t = −ctvt,rele+ cpdiag(A
Tφ)(vn,rele− D̄φ̇),

fn = −cn(vn,rele− D̄φ̇) + cpdiag(A
Tφ)vt,rele.

(2.28)

Remark 2.6. In the above derivation, the effect of the resistive fluid torque has not
been discussed. This results from disregarding the angular link velocity θ̇i, which
means that the fluid torque is assumed to be zero and that all links have the same
orientation θ. The issue will be addressed in the following, where a simplified model
for the angular dynamics of the robot will be derived.

Translational dynamics

Following the derivations in [65], the dynamic equations for the translational dy-
namics of the control-oriented model are given as

φ̈ = − 1

m
Dfn +

1

m
DDTu,

v̇t =
1

Nm
eT f t,

v̇n =
1

Nm
eT fn.

(2.29)

In order to find the closed form, the fluid dynamical forces f t and fn in (2.28)
are inserted into (2.29). The following relations from [65] are used to simplify the
equations: De = 0, DD̄ = IN−1, Ddiag(ATφ)e = −ADTφ, eTdiag(ATφ)e =
2ēTφ, eT D̄ = 0, and eTdiag(ATφ)D̄ = φTAD̄. The equations of motion are then

φ̈ = −cn
m

φ̇+
cp
m
vt,relADTφ+

1

m
DDTu,

v̇t = − ct
m
vt,rel +

2cp
Nm

ēTφvn,rel −
cp
Nm

φTAD̄φ̇,

v̇n = −cn
m
vn,rel +

2cp
Nm

ēTφvt,rel.

(2.30)

Rotational dynamics

The control-oriented model is based on the assumption that the overall model
behaviour can be captured by approximating the motion of revolute joints by pris-
matic joints. Based on this assumption, the translational dynamics of the links
and the robot were derived in the previous paragraph. A drawback of the control-
oriented modelling approach becomes obvious when considering the rotational dy-
namics of the robot, i. e. finding an expression for θ̈. In [65], it is recommended
to develop a simplified model of the rotational dynamics based on understanding
how the rotational dynamics qualitatively behave, instead of using first principles.
Following this line of thoughts, we introduce a simplified model based on a resistive
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2. Modelling and Analysis of Underwater Snake Robot Locomotion

fluid torque and, in accordance with Property 4, a term that induces turning based
on the average of the joint coordinates, ēTφ, and the forward velocity vt,rel.

The rotational dynamics of an underwater snake robot modelled with prismatic
joints has already been derived in [40] for the special case of zero current:

θ̈ = 1
1+λ̃3

(
− λ̃1θ̇ +

λ̃2

N−1vtē
Tφ

)
(2.31)

In order to take into account the current, the absolute velocity vt has to be replaced
by the relative velocity vt,rel [22]:

θ̈ = −λ1θ̇ + λ2

N−1vt,relē
Tφ (2.32)

In (2.32), the coefficients were redefined as λ1 := λ̃1/(1 + λ̃3) and λ2 := λ̃2/(1 + λ̃3)
in order to simplify the expression. The equation now has the same structure as the
formulation that is given for the control-oriented model of terrestrial snake robots
in [65], which it reduces to for the particular case of terrestrial snake robots. In
that case, the current velocities are set to zero and the drag forces are replaced by
viscous ground friction forces.

The control-oriented model

We define the state vector x = [φT , θ, px, py,vφ, vθ, vt, vn]
T ∈ R

2N+4. The control-
oriented model of the robot is then given by

φ̇ = vφ, (2.33a)

θ̇ = vθ, (2.33b)

ṗx = vt cos θ − vn sin θ, (2.33c)

ṗy = vt sin θ + vn cos θ, (2.33d)

v̇φ = − cn
m
vφ +

cp
m
vt,relADTφ+ 1

m
DDTu, (2.33e)

v̇θ = −λ1vθ + λ2

N−1vt,relē
Tφ, (2.33f)

v̇t = − ct
m
vt,rel +

2cp
Nm

ēTφvn,rel − cp
Nm

φ
T
AD̄vφ, (2.33g)

v̇n = − cn
m
vn,rel +

2cp
Nm

ēTφvt,rel. (2.33h)

The model parameters are summarized in Table 2.2.

2.4.3 Approximating snake-like sinusoidal gaits

This section explains how sinusoidal gaits with rotational joints can be approxi-
mated by the control-oriented model derived in the previous section. In order to
achieve a sinusoidal motion for the simplified model, a joint controller has to be
designed, where the translational joints are controlled to oscillate with an ampli-
tude a that is usually given in cm. In the complex model on the other hand, the
joints are revolute and controlled to move with an amplitude α, which is an angle.
In order for the control-oriented model to represent the behaviour of the complex
model, a mapping α 7→ a has to be found. In previous studies [40, 41, 62, 65],
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2.4. A control-oriented model for sinusoidal gaits

Table 2.2: The parameters of the control-oriented model.

Symbol Description
N Number of links
L Length of a link
m Mass of a link
ct Tangential drag parameter
cn Normal drag parameter
cp Propulsion coefficient
λ1 Rotational damping coefficient
λ2 Rotational coupling coefficient

this mapping has been found by trial and error. This section presents a mathe-
matical description of the mapping α 7→ a. This is achieved by analysing both
α = α(θi,max) and a = a(θi,max), i.e. the geometric relations between the maximal
link orientation angle, and the joint angle and the normal distance between the
single links, respectively. The analysis is simplified by assuming that without loss
of generality, the average orientation of the robot is zero, i. e. the orientation θ̄ of
the robot is aligned with the global x-axis. At first the case of lateral undulation
with the complex model is investigated and secondly the case of lateral undulation
with the control-oriented model.

Lateral undulation with revolute joints

The gait lateral undulation is mathematically described by the serpenoid curve
[31]. In [65], it is pointed out that this curve can be discretely approximated by

θi(t) = θmax sin (Ωt+ (i− 1)∆) , (2.34)

where each link angle, θi, oscillates with the amplitude θmax, angular frequency Ω,
and a constant offset ∆ to the previous link. It is furthermore shown that this gait
is achieved by controlling the joints to follow the sinusoidal part of the reference
signal in (1.2):

φi,ref = α sin (ωt+ (i− 1)δ) . (2.35)

By inserting (2.34) and (2.35) into (2.1), the desired function α = α(θi,max) is
obtained:

φi = θi+1 − θi

= θmax sin (Ωt+ i∆)− θmax sin (Ωt+ (i− 1)∆)

= 2θmax cos
(

2Ωt+i∆+(i−1)∆
2

)
sin

(
Ωt+i∆−Ωt−(i−1)∆

2

)

= 2θmax cos
(
Ωt+ (i− 1)∆ + ∆

2

)
sin

(
∆
2

)

= 2θmax sin
∆
2︸ ︷︷ ︸

=φmax

sin

(
Ωt+ (i− 1)∆ + ∆

2 + π
2︸ ︷︷ ︸

=δ̂

)
. (2.36)
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l

Figure 2.4: The joint coordinates of the simplified model. The notation φs and
φc refers to the joint distance of the simplified model and the joint angle of the
complex model, respectively

This shows that the joint angles oscillate with the amplitude φmax and the same
angular frequency ω = Ω and the same constant offset δ = ∆ between each other
as the link orientation. There is just a constant shift δ̂ between the maximal joint
and link angle.

Proposition 2.1. Let a snake robot described by the complex model (2.18) move
with lateral undulation according to (2.34). Then, the amplitude of the joint angles
is given by

α = φmax = 2 sin
(
δ
2

)
θmax. (2.37)

Remark 2.7. The statement in Proposition 2.1 is not limited to underwater snake
robots. It also holds true for terrestrial robots when their kinematics can be de-
scribed as in Section 2.2.

Lateral undulation with translational joints

For the control-oriented model, the parameter that has to be found is the maximal
normal distance between the single oscillating links, referred to as the joint distance
φi. From the geometry of the robot, drawn in Figure 2.4, it can be seen that

φi = l sin θi+1 + l sin θi. (2.38)

When (2.34) is inserted into (2.38), the amplitude for the oscillation of the joint
coordinates, a, can be determined:

φi = l sin
(
θmax sin

(
Ωt+ i∆

))

+ l sin
(
θmax sin

(
Ωt+ (i− 1)∆

))
.

(2.39)

From (2.39) it is clear that the motion of the joint coordinates is not described
by a simple sine function, but by the composition of two sine functions. For small
angles, however, we can approximate sin θi ≈ θi according to Assumption 5, and
(2.39) simplifies to

φi ≈ lθmax

(
sin(Ωt+ i∆) + sin(Ωt+ (i − 1)∆)

)
. (2.40)
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Figure 2.5: The joint coordinates of link i over time

Since the parameter we are looking to find is the amplitude of the oscillation, the
approximation can be improved by taking into account the outer sine function in
that amplitude:

φi ≈ l sin θmax

(
sin

(
Ωt+ i∆

)
+ sin

(
Ωt+ (i − 1)∆

))
. (2.41)

This can be verified by simulations. The amplitude φi of the joint angle for link i
over time is plotted in Figure 2.5 for a maximal joint angle of θmax = 20◦. The plot
clearly shows that both (2.40) and (2.41) are good approximations of (2.39), but
that (2.41) represents the amplitude more accurately. The bracket term in (2.41)
can analogously to (2.36) be summarized as follows:

φi ≈ 2l sin θmax sin
(

2Ωt+(i−1)∆+i∆
2

)
cos

(
∆
2

)
(2.42)

= 2l sin θmax cos
(
∆
2

)
︸ ︷︷ ︸

=φmax

sin
(
Ωt+ (i− 1)∆ + ∆

2︸︷︷︸
=δ̂

)
.

Just like for the motion of the complex model we see that the angular frequency
Ω = ω and the offset between subsequent links ∆ = δ are the same, and a constant
shift δ̂ = δ

2 remains.

Proposition 2.2. Let a snake robot described by the simplified model (2.33) move
with lateral undulation according to (2.34) and with a maximal link angle |θi| < 20◦.
Then, the amplitude of the joint coordinates is given by

a = φmax ≈ 2l cos
(
δ
2

)
sin θmax. (2.43)

Remark 2.8. Note that the approximation of the joint amplitude in (2.43) will
not become invalid for larger link angles, it will just become less accurate. It will
still be a valid approximation for link angles up to |θi| = 45◦.

A generalized gait

In order to achieve forward propulsion, the joints of the robot are controlled such
that they track a sinusoidal wave propagating through the body from head to tail.
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For the derivation of the control-oriented model, the amplitude of that wave was so
far assumed to be constant, resulting in the well-known gait lateral undulation. This
assumption is restrictive, but it allowed to derive an analytical relation between
the translational and the revolute amplitude by interpreting the translational link
motion as a projection of the revolute link motion onto the subspace orthogonal to
the orientation θ̄ of the robot. For eel-like motion on the other hand, an analogue
relation cannot be found due to the lack of nose-tail symmetry in the gait. However,
in [40] it was shown that eel-like motion according to (1.3) of a complex model can
be approximated by the control-oriented model by simply mapping the amplitudes
heuristically. We therefore conjecture that the control-oriented model is able to
approximate the qualitative behaviour of the complex model also for the generalized
gait

φi,ref(t) = αg(i) sin (ωt+ (i − 1)δ) + φ0 (2.44)

by using the analytical mapping for the joint amplitudes. An extensive simulation
study, where both models are compared, will be presented in Section 2.4.4.

2.4.4 Simulation study and discussion

In order to compare the two models used in this thesis, and to be able to discuss
the limitations of the control-oriented model, an extensive simulation study has
been carried out. To this end, both models were simulated conducting sinusoidal
gaits in open loop in different scenarios, while varying the gait parameters. In the
following, we will first introduce the feedback-linearizing controllers that were used
in order to achieve locomotion with sinusoidal gaits for both models. Afterwards,
the simulation results are presented, and the performance of the control-oriented
model will be discussed.

The joint controllers for sinusoidal gaits

In order to stabilize the gait given in (1.3), feedback-linearizing controllers can be
implemented. For the control-oriented model (2.33), it is straightforward to apply
the following controller to the joint dynamics (2.33e):

u = (DDT )−1
[
mū+ cnφ̇− cpvt,relADTφ

]
(2.45)

It transforms the joint dynamics (2.33e) to v̇φ = ū such that the new input ū=

[ū1 · · · ūN−1]
T ∈ R

N−1 directly controls the joint coordinates. For the complex
model (2.18), where the dynamics is given in terms of the link angles, not the
joints, we propose the following controller that implicitly imposes the new control
input ū on the joints (see similar controllers for terrestrial snake robots in [65] and
[78]):

u = (DM−1
θ DT )−1

(
−DM−1

θ Wθθ̇
2
+DM−1

θ τR + lDM−1
θ SθKfD,x

− lDM−1
θ CθKfD,y + ū

) (2.46)

The new control input ū is then chosen as

ū = φ̈ref − kd(φ̇− φ̇ref)− kp(φ− φref), (2.47)
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Table 2.3: The simulation parameters.

Symbol Description Numerical values
N Number of links 10

L = 2l Length of a link 0.18 m
m Mass of a link 1.56 kg
J Moment of inertia of a link 0.0042 kgm2

ct Tangential drag parameter 4.45
cn Normal drag parameter 17.3
cIθ Linear rotational damping parameter 0.0120
cIIθ Nonlinear rotational damping parameter 8.1160e-04
cp Propulsion coefficient control-oriented model 35.7
λ1 Rotational damping control-oriented model 6
λ2 Rotational coupling control-oriented model 120

where kd and kp are positive control gains, the single entries of φref are given by

φi,ref(t) = αg(i) sin
(
ωt− (i− 1)δ

)
+ φ0 (2.48)

and the entries of φ̇ref , φ̈ref are given by

φ̇i,ref(t) = αg(i)ω cos (ωt+ (i− 1)δ) ,

φ̈i,ref(t) = −αg(i)ω2 sin (ωt+ (i − 1)δ) ,
(2.49)

under the assumption that φ0 is constant. With the control law (2.45)/(2.46) and

(2.47), the dynamics of the joint errors φ̃ = φ − φref is uniformly globally expo-
nentially stable.

Simulation set-up

Both the complex model (2.18) and the control-oriented (2.33) model were im-
plemented in Matlab R2014b. The simulations were carried out using the ode15s

solver with a relative and absolute error tolerance of 1e-5. The numerical values
of the model parameters are given in Table 2.3. These values correspond to the
parameters of the snake robot Mamba [66] and were experimentally validated in
[45]. Note that the mass of a single link was assumed to exactly fulfil the neutral
buoyancy assumption. The control laws (2.45)/(2.46) and (2.47) were applied to
the models, and the control gains in (2.47) were chosen as kp = 20 and kd = 5. All
initial conditions were set to zero.

In order to investigate the accuracy of the control-oriented model for sinusoidal
gaits, several different combinations of gait parameters were considered, they are
listed in Table 2.4. The amplitude α was derived from the maximal link angle θmax

by the relations in Propositions 2.1 and 2.2. They are presented in Table 2.4 as
αcomp for the complex model and αsimp for the control-oriented one. Each case was
simulated both for lateral undulation and eel-like motion, for which the scaling
function in (2.48) was set to g(i) = 1 and g(i) = N−i

N+1 , respectively. The rotational
model parameters of the control-oriented model, λ1 and λ2, were set to the values
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Table 2.4: Combinations of gait parameters

Case # 1 2 3 4 5 6 7
θmax [deg] 10 20 30 20 20 20 20
αcomp [deg] 6.84 13.7 20.5 13.7 13.7 10.35 16.9
αsimp [cm] 2.94 5.79 8.46 5.79 5.79 5.95 5.58
ω [deg/s] 120 120 120 80 100 120 120
δ [deg] 40 40 40 40 40 30 50

Table 2.5: Simulation results for lateral undulation

Case # 1 2 3 2 6 7
θmax [deg] 10 20 30 δ [deg] 40 30 50
v̄comp [cm/s] 1.84 6.25 10.87 6.25 5.36 5.56
v̄simp [cm/s] 1.79 6.95 14.85 6.95 9.46 4.83

Table 2.6: Simulation results for eel-like motion

Case # 1 2 3 2 6 7
θmax [deg] 10 20 30 δ [deg] 40 30 50
v̄comp [cm/s] 0.44 1.73 3.65 1.73 1.27 1.74
v̄simp [cm/s] 0.44 1.72 3.69 1.72 2.10 1.28

in Table 2.3. These were tuned in simulations with lateral undulation according
to Case 2 in Table 2.4 in a way that the turning behaviour of the control-oriented
model would match the behaviour of the complex model.

In order to evaluate the model behaviour both for straight motion and turning
motion, the following scenario was simulated for each case. The robot was moving
according to (2.48) for 200 s, while the joint offset φ0 was set to α

6 in the time
interval t ∈ [40 s, 70s], to −α

6 in t ∈ [130s, 160s], and to zero elsewhere. At first all
simulations were carried out without any ocean currents. From these simulations,
the average speed v̄ of both models was calculated during the time interval t ∈
[10 s, 40 s], i. e. after the joint controllers were converged but before turning motion
was induced. In a second step, the simulations were repeated under the influence
of an ocean current. The current magnitude was chosen as 0.7 times the speed of
the complex model for each case in Table 2.4. The angle of attack was set to 30◦.
By this choice, the robot was experiencing a significant disturbance, but still able
to compensate for it with the forward velocity.

Simulation results and discussion

From the simulation results it turned out that a variation of ω and if there was
an ocean current did not influence the approximation quality, so we will disregard
these aspects in the following discussion of the results. This was expected, since
none of the simplifying assumptions of the control-oriented model are related to
the oscillation frequency or the ocean current.

The average speed v̄ of both models for the scenarios with different maximal
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Figure 2.6: Simulation results for lateral undulation according to Case 1.
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Figure 2.7: Simulation results for eel-like motion according to Case 1.
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Figure 2.8: Simulation results for lateral undulation according to Case 2.
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ṗ
x

[c
m

/
s]

0 50 100 150 200
−1

−0.5

0

0.5

1

1.5

(c) Velocity in x-direction

t [s]

ṗ
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Figure 2.9: Simulation results for eel-like motion according to Case 2.
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Figure 2.10: Simulation results for lateral undulation according to Case 3.
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Figure 2.11: Simulation results for eel-like motion according to Case 3.
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Figure 2.12: Simulation results for lateral undulation according to Case 6.
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Figure 2.13: Simulation results for eel-like motion according to Case 7.
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amplitudes θmax and phase shifts δ is summarized in Tables 2.5 and 2.6. The simu-
lations show that the qualitative behaviour of the control-oriented model is in good
accordance with the complex model in the sense that the control-oriented model
moves faster when the complex model does, and vice versa. The quantitative simi-
larity between the models, however, strongly depends on Assumption 5 concerning
the link angles, |θi| < 20◦, and Assumption 4 concerning the phase shift, δ = 2π

N−1 .
For lateral undulation, the control-oriented model tends to overestimate the veloc-
ity for an increasing θmax. This agrees with Assumption 5 of small link angles. For
eel-like motion, this effect was not observed, as can be seen in Table 2.6., where
a good quantitative similarity between the models is achieved even for a relatively
large α. This can be explained by the fact that for eel-like motion, only the tail link
is oscillating with the full amplitude, whereas for lateral undulation, every single
link contributes with a higher amplitude than assumed. Changing the offset δ has
the largest influence on the similarity between the models for both gaits. The tables
show that the assumption δ = 2π

N−1 is important for a good quantitative approx-
imation. More specifically, the control-oriented model overestimates the velocity
when δ < 2π

N−1 and underestimates it when δ > 2π
N−1 . This is a drawback of the

control-oriented model that was not taken into account in previous studies [40, 65],
where the dependency of the model quality on δ was not investigated. However, in
[65] it was found that both the complex and the control-oriented model are in ex-
cellent accordance with regards to the δ that gives maximum forwards propulsion,
which indicates strongly that a good qualitative similarity between both models is
preserved for δ 6= 2π

N−1 . Assumption 4 additionally restricted the gait to lateral un-
dulation, but this is not a requirement for a good model approximation, as can be
seen from the results in Table 2.6. Furthermore, the simulation results indicate that
disregarding nonlinear effects according to Assumption 7 is a valid approximation.

The trajectories of the robot in some of the scenarios presented in Tables 2.5
and 2.6 are plotted in Figures 2.6 to 2.13. In these scenarios, the robot was exposed
to an ocean current and the orientation of the complex model in these figures was
obtained as the average of all link angles according to Definition 3. The figures
confirm the discussion above. Figures 2.6 to 2.11 show the trajectories of Cases 1-3
for an increasing amplitude. It can be seen that the turning behaviour of the control-
oriented model is in good accordance with that of the complex model in all cases,
even though the rotational model parameters λ1 and λ2 were only tuned for lateral
undulation according to Case 2. Furthermore, the velocities are captured well by
the control-oriented model, except in Case 3 for lateral undulation, displayed in
Figure 2.10, where the forward velocity is overestimated by the control-oriented
model. A scenario according to Case 6 and 7 is presented in Figure 2.12 for lateral
undulation and Figure 2.13 for eel-like motion, respectively. As discussed above, the
control-oriented model did not quantitatively capture the velocity of the complex
model. In addition, as can be seen from Figures 2.12(b) and 2.13(b), the turning
rate of the robot was overestimated by the control-oriented model in Case 6, and
underestimated in Case 7. This indicates that the rotational model parameters λ1
and λ2 should be tuned depending on the phase shift δ.

Remark 2.9. In [65], there was pointed out an additional issue with the control-
oriented model. Because of the simplification in the fluid-dynamic forces (2.24),
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where the term cn sin θi is disregarded, the accuracy of the control-oriented model
will decrease not only for large link angles, but also for a small ct/cn ratio. As can
be seen from the simulation results, this is not an issue in this work. For systems
with a smaller ct/cn ratio, a strategy can be found in [49], which solves this problem
by taking an additional term into account in the control-oriented model.

2.5 Analysis of the velocity during sinusoidal gaits

In this section, the velocity dynamics of the control-oriented model (2.33) is anal-
ysed using averaging theory. The joints of the robot are controlled to follow the
reference signal (2.44) with the exponentially stabilizing controller used in Sec-
tion 2.4.4. At first, the model is reduced to include only the relevant dynamics,
and then transformed to an averaged model. Using the new model of the averaged
velocities, the steady-state behaviour of the robot is analysed and relationships
between the gait parameters and the relative forward velocity are derived.

2.5.1 A model of the averaged velocity dynamics

Similar to the analyses in [41, 65], the state vector for the velocity dynamics is
defined as

v = [vt vn vθ]
T ∈ R

3. (2.50)

Furthermore, for simplicity, we will assume that the joint offset φ0 is constant and
that the ocean current is constant in the body-aligned frame and given by the
components Vt and Vn. The ocean current is in reality slowly varying in the body-
aligned frame as the robot turns, but it will always be bounded and the variation is
slow compared to the body oscillation, in particular for small φ0. Disregarding this
time variation is therefore a valid simplification. From (2.33f), (2.33g), and (2.33h)
the velocity dynamics is

v̇ =



− ct
m
vt,rel +

2cp
Nm

vn,relf1(ωt)− cp
Nm

f2(ωt)

− cn
m
vn,rel +

2cp
Nm

vt,relf1(ωt)

−λ1vθ + λ2

N−1vt,relf1(ωt)


 = f(t,v), (2.51)

with

f1(ωt) = (N − 1)φ0 +

N−1∑

i=1

αg(i) sin(ωt+ (i− 1)δ),

f2(ωt) =

N−1∑

i=1

N−1∑

j=1

aij
[
φ0αg(j)ω cos(ωt+ (j − 1)δ)

+α2g(i)g(j)ω sin(ωt+ (i− 1)δ) cos(ωt+ (j − 1)δ)
]
,

(2.52)

and aij denoting element (i, j) of the matrix AD̄.
In order to apply averaging to the model of the velocity dynamics, (2.51) needs

to be transformed to the standard form dv
dτ = ǫf(τ,v) (cf. Chap. 10.4 in [48]). This

is achieved by the choice τ = ωt, yielding d
dt = ω d

dτ and ǫ = 1
ω
. The resulting
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2.5. Analysis of the velocity during sinusoidal gaits

model is 2π-periodic in τ and the averaged system is

dvav

dτ = ǫ 1
2π

∫ 2π

0

f(τ,v)dτ. (2.53)

Solving the integrals of f1(τ) and f2(τ) gives

∫ 2π

0

f1(τ)dτ = 2π(N − 1)φ0,

∫ 2π

0

f2(τ)dτ = −π α2ω︸︷︷︸
kαω

N−1∑

i=1

N−1∑

j=1

aijg(i)g(j) sin((j − i)δ)

︸ ︷︷ ︸
kδ

,
(2.54)

and the averaged model is obtained:

dvav

dτ = ǫ



− ct
m
vt,rel +

2cp(N−1)
Nm

φ0vn,rel +
cp

2Nmkαωkδ
− cn
m
vn,rel +

2cp(N−1)
Nm

φ0vt,rel
−λ1vθ + λ2φ0vt,rel




= ǫ
(
Av +B

)
, (2.55)

with

A(φ0) =




− ct
m

2cp(N−1)
Nm

φ0 0
2cp(N−1)

Nm
φ0 − cn

m
0

λ2φ0 0 −λ1


,

B(φ0) =




cp
2Nmkαωkδ

0
0


−A(φ0)



Vt
Vn
0


. (2.56)

The final version of the averaged model of the velocity dynamics is obtained by
changing the time-scale back to t:

v̇av = dvav

dt = 1
ǫ
dvav

dτ = Av +B. (2.57)

The averaged model is a linear system that is characterised by the gait parameters
and the velocity of the ocean current.

Remark 2.10. Due to the similar structure of the systems, the dynamic matrix
of the averaged model (2.57) has the same structure as the one of terrestrial snake
robots in [65]. The constant offset B, however, now includes the velocity of the
current.

2.5.2 The averaged velocity dynamics in steady state

Similar to the procedure in [61, 65] and [41], the offset B is removed by the trans-
formation z = vav +A

−1
B in order to analyse the stability of the averaged model:

ż = v̇av = A(z−A
−1

B) +B = Az. (2.58)
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In order to determine the stability properties of this linear system, the eigenvalues
of A are computed as

eig(A) =




−λ1
− cn+ct

2m −
√

(cnN−ctN)2+(4(N−1)cpφ0)2

2Nm

− cn+ct
2m +

√
(cnN−ctN)2+(4(N−1)cpφ0)2

2Nm


. (2.59)

Note that, even though the snake robot is now exposed to ocean currents, the
eigenvalues are the same as for terrestrial snake robots (cf. Eq. (7.24) in [65]). It
can easily be verified that all eigenvalues in (2.59) are negative if

|φ0| < N
2(N−1)

√
cnct
cp

, (2.60)

a condition which implies that the equilibrium z = 0 is globally exponentially
stable. The constraint (2.60) on the offset φ0 indicates that modelling the joints as
translational rather than revolute is restricted to a limited displacement.

Under the assumption that φ0 is sufficiently small for (2.60) to hold, vav will
converge to the steady-state velocity

v∗ = −A
−1

B = −A
−1




cp
2Nmkαωkδ

0
0


+



Vt
Vn
0


,

= kαωkδ




Ncncp
2(cnctN2−4(N−1)2c2pφ

2
0)

c2pφ0(N−1)

cnctN2−4(N−1)2c2pφ
2
0

Ncncpλ2φ0

2λ1(cnctN2−4(N−1)2c2pφ
2
0)


+



Vt
Vn
0


.

(2.61)

From (2.61) we see that the steady-state velocity depends on the parameters of
the gait, the drag parameters, the number of links, and the current velocity. The
expression for the steady-state velocity (2.61) includes the same parameters as for
terrestrial snake robots [65], to which the current velocities in the body frame are
added. This was expected, since the averaged model was seen to have the same
structure, with the additional capability of taking into account currents.

After establishing global exponential stability for the averaged velocity dyna-
mics, the stability of the exact dynamics will be considered. According to Theo-
rem 10.4 in [48], it follows from the stability of the averaged dynamics that, for
sufficiently small ǫ, the average velocity given by (2.61) approximates the exact
velocity (2.51) for all time and with an error that is bounded. This means that, if
ω is sufficiently large, the periodic time-varying velocity will remain close to the
exponentially stable averaged velocity for all time.

Theorem 2.3. Consider an underwater snake robot described by (2.33) controlled
in accordance with a planar sinusoidal gait according to equations (2.44) and (2.49)
and the offset φ0 satisfying (2.60). Then there exist k > 0, ω∗ > 0 such that the
following holds for all ω > ω∗:

‖v(t)− vav(t)‖ ≤ k
ω

∀t > 0. (2.62)
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In addition, the averaged velocity vav(t) converges exponentially to the steady-state
velocity v∗ in (2.61).

Remark 2.11. Note that the presence of constant irrotational currents does not
influence the stability properties of the snake robot, since the eigenvalues (2.59)
do not depend on the current. The current only moves the equilibrium of the
velocity dynamics. Moreover, by subtracting the current velocities from both sides
of (2.61), it can be shown that the relative velocities converge to the same value
as the velocities of a terrestrial snake robot.

With the averaged steady-state velocity for an underwater snake robot moving
with a planar sinusoidal gait that was presented in the previous section, it becomes
possible to analyse a scenario that is particularly interesting with respect to motion
planning purposes: steady-state motion with zero offset φ0 = 0, which will be shown
to be motion in a straight line.

By inserting φ0 = 0 into (2.61) and subtracting the current velocities from both
sides, the expression 


v∗t,rel
v∗n,rel
v∗θ


 =



kαωkδ

cp
2ctN

0
0


 (2.63)

is obtained. It can easily be seen that the relative velocity normal to the robot’s
orientation is zero, as is the rotational velocity. This means that the robot moves
in a straight line, with its absolute normal velocity equal to the normal current
velocity. For the forward velocity, the following property can be derived from (2.63),
keeping in mind that kαω = α2ω:

Corollary 2.4. Consider an underwater snake robot described by (2.33) con-
trolled in accordance with a planar gait according to equations (2.44) and (2.49).
For ω > ω∗ and φ0 = 0, the averaged relative forward velocity of the robot will
converge exponentially to v∗t,rel, which is proportional to

• the squared amplitude of the joints, α2

• the frequency of the gait, ω

• a function of the phase shift δ, which is given by

kδ =

N−1∑

i=1

N−1∑

j=1

aijg(i)g(j) sin((j − i)δ). (2.64)

This result extends the findings of previous studies: In [70], it was shown that
the averaged forward dynamics of a three- and a five-link eel-like robot are captured
by a function proportional to the squared amplitude, the frequency, and a sum of
sinusoidal functions. In [65], the special case of lateral undulation, yielding both
g(i) = g(j) = 1, was investigated. As pointed out in [65], Corollary 2.4 provides
a powerful tool for motion planning: an increase/decrease of the relative forward
velocity can be invoked by using α or ω as a control input. Furthermore, the
controller can be optimized by finding the optimal phase shift δ that maximizes kδ
for the given number of links and choice of gait.
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Figure 2.14: The averaged and the exact velocity dynamics for eel-like motion.

2.5.3 Simulation study

The results of the averaging analysis in this section are confirmed in simulations. At
first, the original and the averaged velocity dynamics are compared, and afterwards
the relationship between the gait parameters and the relative forward velocity is
investigated.

Comparison of the original and the averaged velocity

In order to investigate the performance of the averaged velocity dynamics, the sce-
narios with ocean currents that are summarized in Table 2.4 were additionally sim-
ulated with the averaged model. The simulation results with the control-oriented
model (2.33) and with the averaged model (2.57) showed excellent accordance.
An example is presented in Figure 2.14, where the velocities of both the control-
oriented model and the averaged model are plotted for eel-like motion according
to Case 2 in Table 2.4.

Relationship between the gait parameters and vt,rel

The simulation results of an underwater snake robot moving with a sinusoidal
gait in the presence of ocean currents in Section 2.4.4 were evaluated for several
combinations of gait parameters in order to validate the relationships between
the relative forward velocity and the gait parameters α and ω, that were derived
in Section 2.5.2. The scenarios are Cases 1-3 in Table 2.4 in order to check the
dependency on α, and Cases 4,5, and 2 for ω.
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Figure 2.15: The relationship between vt,rel and α.
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ω [deg]

v̄
t
,r
e
l
[c

m
/
s]

80 100 120

1

1.5

2

(b) Eel-like motion, control-oriented model

ω [deg]

v̄
[c

m
/
s]

80 100 120

4

6

8

(c) Lateral undulation, complex model.

ω [deg]

v̄
[c

m
/
s]

80 100 120

1

1.5

2

(d) Eel-like motion, complex model

Figure 2.16: The relationship between vt,rel and ω.

Figure 2.15 shows the average of the relative forward velocity that was obtained
for the different choices of α in the time interval t ∈ [10 s, 40 s], i. e. for straight
motion (with φ0 ≡ 0). In the same manner, the average of the relative forward
velocities for the different choices of ω are plotted in Figure 2.16. For the control-
oriented model, the average of the relative forward velocity, v̄t,rel, was obtained as
the mean of vt,rel in the time interval t ∈ [10 s, 40 s]. For the complex model, the
definition of vt,rel is not the same as for the control-oriented model. The average
relative forward velocity of the complex model in Figures 2.15 and 2.16 is therefore
approximated by average of the relative speed v̄ =

√
(ṗx − Vx)2 + (ṗy − Vy)2 in

the time interval t ∈ [10 s, 40 s]. It can be seen that there is clearly a quadratic
relationship in Figure 2.15 and a linear relationship in Figure 2.16

2.6 Chapter summary

This chapter presented two models that will be used for control design in the re-
mainder of this thesis as well as some fundamental properties regarding sinusoidal
locomotion. The complex model, which was derived from first principles and ana-
lytical fluid-dynamics, will be the basis for the control design in Chapter 4. Based
on this model, fundamental properties of locomotion with planar sinusoidal gaits
were derived in this chapter. These properties were used to motivate some simpli-
fying assumptions, based on which the second, control-oriented model used in this
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thesis was derived. The control-oriented model will be used for control design in
Chapters 3 and 5. The two models were compared in an extensive simulation study,
which showed that the control-oriented model qualitatively captures the behaviour
of the complex model, and even quantitatively approximates the complex model
well for certain combinations of gait parameters. Based on the second model, the
velocity dynamics of snake robot locomotion during planar sinusoidal gaits were
analysed using averaging theory, revealing relationships between the forward ve-
locity and the gait parameters.
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Chapter 3

Integral Line-of-Sight Guidance and

Model-Based Control

This chapter presents a model-based control system for straight line path-following
of neutrally buoyant underwater snake robots that move with a planar sinusoidal
gait in the presence of an unknown, constant, and irrotational ocean current. The
control system is based on a cascaded design, where a LOS guidance law is employed
in the outer control loop in order to provide an orientation reference for the robot.
Ocean currents are accounted for in the guidance scheme by augmenting it with
integral action in order to compensate for the steady state error. The closed-loop
system is formally analysed using cascaded systems theory. A simulation exam-
ple and experimental test results with a swimming snake robot demonstrate the
concept of the control system and validate the theoretical analysis.

Contributions of this chapter The first contribution of this chapter is the
development of a control system that enables the robot to converge to and follow a
straight path in a virtual plane in the presence of constant irrotational currents. An
orientation controller is designed that exponentially stabilizes the orientation of the
robot towards the reference angle given by an integral LOS guidance law. Unlike
previous approaches for terrestrial snake robots [63, 65], this control system is able
to handle the disturbance produced by an ocean current. The second and main
contribution of this chapter compared to previous work [43] is the stability analysis.
Using cascaded systems theory, it is formally proved that under the assumption of
a constant positive forward velocity, the cross-track error between the robot and
the desired path is guaranteed to converge to zero. The control system will thus
fulfil the control objective, which is confirmed by an experimental study, the third
contribution of this chapter.

Organization of this chapter This chapter is structured as follows. Some ba-
sic assumptions are made in Section 3.1. In Section 3.2, a model transformation
facilitating the control design is proposed. The control objectives are formulated in
Section 3.3. The path-following control system and the stability analysis are pre-
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3. Integral Line-of-Sight Guidance and Model-Based Control

sented in Section 3.4. Finally, a simulation example is provided in Section 3.5, and
an experimental validation in Section 3.6. The chapter is summarized in Section 3.7.

Publications This chapter is based on [52, 53].

3.1 Assumptions

In this chapter, we consider a robot that is described by the control-oriented model
in 2.4. The robot is neutrally buoyant, exposed to an unknown ocean current vc

and conducts a planar sinusoidal gait with small joint angles, which results in a
positive relative forward velocity vt,rel. The following assumption holds regarding
the forward velocity:

Assumption 8: The robot is moving with some constant relative forward velocity
vt,rel ∈ [Vmin, Vmax] ∀t ≥ 0 with the bounds Vmax ≥ Vmin > 0.

Remark 3.1. Controlling the exact value of vt,rel is not within the scope of this
chapter. However, it has been shown in Section 2.5 that for a sinusoidal gait, the
averaged vt,rel converges to a constant value given by the design parameters of the
gait. If Assumption 8 would be relaxed to allow for a time-varying velocity vt,rel,
its dynamics would have to be taken into account in the analysis, which will not
be considered at this point of the thesis.

Assumption 9: The forward velocity is large enough to compensate for the ocean
current, i.e. vt,rel > Vmin > Vc,max.

3.2 Model transformation

In order to make the control-oriented model (2.33) more suitable for developing
the guidance system, a two-step model transformation is employed. In the first
step, the point that defines the position of the robot is moved in order to provide
a simpler reference. In the second step, the absolute velocities are eliminated from
the model equations such that only the relative velocities are considered. These
transformation steps simplify the controller design and are the basis for achieving
a closed-loop system with a cascaded structure.

In the dynamical equations (2.33f) and (2.33h) it can be seen that the joint
coordinates φ, and thus φ0, enter the dynamics of both vn and vθ:

v̇θ = −λ1vθ + λ2

N−1vt,relē
Tφ, (3.1a)

v̇n = − cn
m
vn,rel +

2cp
Nm

vt,rel, ē
Tφ. (3.1b)

As pointed out in [65], this complicates the controller design and analysis because
φ0 is used to control the orientation of the robot. Motivated by [19, 25], it is
suggested in [65] to solve the problem by moving the point that defines the position
of the snake robot by a distance ǫ in the tangential direction, from the CM to the
point where joint offset φ0 induces a purely rotational motion. The coordinate
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Figure 3.1: The model transformation.

transformation is visualized in Figure 3.1. Like in [65], the new coordinates are
then defined as

p̄x = px + ǫ cos θ, (3.2a)

p̄y = py + ǫ sin θ, (3.2b)

v̄n = vn + ǫvθ. (3.2c)

The coefficient ǫ is obtained by taking the time derivative of (3.2c), inserting (3.1a)
and (3.1b), and choosing ǫ such that the joint coordinates φ are eliminated from
the equation:

ǫ = − 2(N−1)cp
Nmλ2

. (3.3)

In addition, the absolute velocities are eliminated from the model by inserting the
relations

vt = vt,rel + Vx cos θ + Vy sin θ,

v̄n = v̄n,rel − Vx sin θ + Vy cos θ.
(3.4)

Using the transformation equations (3.2b) and (3.2c) and the relations in (3.4),
the model written in the new coordinates is

φ̇ = vφ, (3.5a)

θ̇ = vθ, (3.5b)

˙̄py = vt,rel sin θ + v̄n,rel cos θ + Vy , (3.5c)

v̇φ = − cn
m
vφ + cp

m
vt,relADTφ+ 1

m
DDTu, (3.5d)

v̇θ = −λ1vθ + λ2

N−1vt,relē
Tφ, (3.5e)

˙̄vn,rel = (X + Vx cos θ + Vy sin θ)vθ + Y v̄n,rel, (3.5f)

where X and Y are defined as X = ǫ( cn
m

− λ1) and Y = − cn
m

.

Remark 3.2. This model does not include the dynamics of the relative forward
velocity vt,rel. This is because the purpose of the model is to design a path-following
control system where the forward velocity is not feedback controlled. Instead, the
robot propels itself forward by using a biologically inspired gait. In the control de-
sign process, vt,rel is therefore treated as a positive model parameter in accordance
with Assumption 8 and the procedure in [65].
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Figure 3.2: The integral LOS guidance law.
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Figure 3.3: The structure of the control system.

Remark 3.3. The dynamics of v̄n,rel depends on the orientation θ. Compared to
the surface vessel model from [22], which the controllers in [8, 12] are based on, an
additional term has to be considered in the stability analysis.

3.3 Control objectives

In this section, the control problem that is solved in this chapter is formulated.
The control system is supposed to make the robot converge to and subsequently
follow a desired straight path P with some sufficiently large velocity vt,rel > 0. For
simplicity and without loss of generality, the inertial coordinate frame is defined
such that the desired path P is aligned with the global x-axis. The cross-track error
is then defined by the robot’s position p̄y, and the control objectives are

lim
t→∞

p̄y(t) = 0, (3.6a)

lim
t→∞

θ(t) = θeq. (3.6b)

The desired orientation θeq is constant and θeq ∈ (−π
2 ,

π
2 ). The equilibrium ori-

entation θeq is in general non-zero [43], thus providing a crab angle that allows
the robot to compensate for the transversal current component, as can be seen in
Figure 3.2. Its value will be defined later.
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3.4 The path-following control system

This section introduces the design of the control system. Subsequently, the stability
of the closed-loop system is analysed.

3.4.1 Control system design

The control law that is designed to meet the control objectives in (3.6) will be
presented in the following. Motivated by [65], it consists of two control loops,
the inner loop contains a gait controller for propulsion, and the outer loop an
orientation controller for path-following. The structure of the control system can
be seen in Figure 3.3.

Gait controller

As shown in Section 2.5, forward motion by a sinusoidal gait is achieved by con-
trolling each joint φi to track the reference

φi,ref = αg(i) sin (ωt+ (i − 1)δ) + φ0, i = 1, . . . , N − 1, (3.7)

where α is the maximum amplitude, ω is the frequency, δ is the phase shift, and
φ0 is a constant offset that induces turning motion. The function g : Z 7→ [0, 1]
scales the amplitude of the wave along the body. The reference signals for the single
joints are assembled into the vector φref ∈ R

N−1. The controller that enforces the
reference (3.7) closes the inner control loop of the cascaded control system and is
given by the feedback-linearizing control law

u = m(DDT )−1
[
ū+ cn

m
φ̇− cp

m
vt,relADTφ

]
, (3.8a)

ū = φ̈ref − kvφ(φ̇− φ̇ref)− kφ(φ− φref) (3.8b)

with the scalar control gains kvφ , kφ > 0. With the control law (3.8) and the model

equations (3.5a), (3.5d), the closed-loop dynamics of the joint error φ̃ = φ − φref

can be written as
¨̃
φ+ kvφ

˙̃
φ+ kφφ̃ = 0. (3.9)

After closing the inner control loop according to the above equations, φ0 can be
interpreted as a new control input that induces turning motion to the inner cascade.

Orientation controller

The integral LOS guidance method has first been proposed for marine surface
vessels in [11], where integral action was added to the traditional LOS guidance
law in order to compensate for the disturbance by the current. Based on [11], the
reference orientation for the robot is defined as

θref = − arctan
(
p̄y+σyint

∆

)
, (3.10a)

ẏint =
∆p̄y

(p̄y+σyint)2+∆2 , (3.10b)
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with the look-ahead distance ∆ > 0 and the integral gain σ > 0. Note that (3.10b)
includes an anti-wind-up effect as ẏint converges to zero when the cross track error
p̄y is large.

As proposed for terrestrial snake robots in [63], the joint offset φ0 in (3.7) will
be used to ensure that the orientation θ tracks the desired angle θref in (3.10a),

and the error θ̃ = θ − θref thus goes to zero. Along the lines of the derivation for
terrestrial snake robots in [65], from expanding (3.5e) and inserting the relation

φ = φ̃+ φref , we see that choosing

φ0 = 1
λ2vt,rel

[
θ̈ref + λ1θ̇ref − kθ(θ − θref)

]
− 1

N−1

N−1∑

i=1

αg(i) sin
(
ωt+ (i − 1)δ

)

(3.11)

yields the following error dynamics of the orientation angle:

¨̃
θ + λ1

˙̃
θ + kθ θ̃ =

λ2

N−1vt,relē
T φ̃. (3.12)

Remark 3.4. In (3.11), a singularity will occur when vt,rel = 0. Note, however, that
by Assumption 8, vt,rel > 0. When implementing the control system, the singularity
problem can be circumvented by only starting the orientation controller after the
robot has gained a sufficiently large forward velocity.

Remark 3.5. Note that, just like in [65], the first and second time derivatives of
φ0 and θref are required for the implementation of the gait controller (3.8) and
the orientation controller (3.11), respectively. In [65], the analytical expressions for
φ̇0, φ̈0 and θ̇ref , θ̈ref are omitted and instead it is proposed to obtain the required
time derivatives using a 3rd-order low-pass filtering reference model which satisfies
lim
t→∞

xref = r, with the commanded state reference r ∈ R:

d

dt



xref
ẋref
ẍref


 =




0 1 0
0 0 1

−ω3
f −(2ζf + 1)ω2

f −(2ζf + 1)ωf





xref
ẋref
ẍref


+



0
0
ω3
f


 r. (3.13)

Also in this thesis, the 3rd order low-pass filtering reference model is employed
for the required time derivatives of both φ0 and θref , analogously to the approach
in [65]. Incorporating these models into the analysis remains a theoretical gap.
However, in this thesis, we made the additional assumption (Assumption 8) that
the robot moves with a constant forward velocity. This assumption makes sure that
analytical expressions can indeed be found for the signals φ̇0, φ̈0 and θ̇ref , θ̈ref that
are required for the terrestrial robot in [65], thus completing the theoretical analysis
for terrestrial snake robots and underwater snake robots that are not exposed to
ocean currents.

The reason why the low-pass filtering reference models are still included in this
thesis has been pointed out in [7] for a similar control system for surface vessels:
In the presence of an ocean current and under the assumption that only relative
velocity measurements are available for feedback, the unknown ocean current will
enter the analytical expression for θ̇ref . This can be circumvented by using the
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3.4. The path-following control system

low-pass filtering reference model (3.13) instead of the analytical expressions for
the implementation of φ̇0, φ̈0 and θ̇ref , θ̈ref . This implementation method is also
beneficial from a practical perspective, since it makes sure that the signals sent to
the controller are sufficiently smooth. Another alternative is the use of an ocean
current observer to obtain the required derivatives of θref , which is the approach
taken in Chapter 4 of this thesis.

3.4.2 Analysis of the closed-loop system

This section presents the conditions under which the control system proposed in
Section 3.4.1 is guaranteed to achieve the control objectives formulated in Sec-
tion 3.3.

Theorem 3.1. Consider a fully submerged, neutrally buoyant underwater snake
robot described by (3.5) that moves with a planar sinusoidal gait, exposed to a
constant irrotational current. Suppose that Assumptions 2, 8 and 9 are fulfilled. If
the look-ahead distance ∆ and the integral gain σ are chosen such that

∆ >
|X|+2Vc,max

|Y |

[
5
4
Vmax+Vc,max+σ
Vmin−Vc,max−σ + 1

]
, (3.14a)

0 < σ < Vmin − Vc,max, (3.14b)

then the control system described in Section 3.4.1 guarantees that the control ob-
jectives (3.6a) and (3.6b) are achieved. Control objective (3.6b) is met with

θeq = − arctan
(

Vy√
v2t,rel−V 2

y

)
. (3.15)

Proof. The proof will be given in Section 3.4.3.

3.4.3 Proof of Theorem 3.1

The main theorem will be proved in three steps, applying cascaded systems theory
that has been presented in [67, 85]. For more details on the theorems that will be
used in the following proof, the reader is referred to the summary in Appendix A
and the theoretical background in [67, 85]. A definition of the stability notions can
be found in Definitions 12 and 13.

The first step of the proof is to transform the complete system to a cascaded
system. In the second step we consider the stability of the perturbing system. In the
third step the stability of the nominal perturbed system will be analysed. Finally,
a bound on the interconnection term will be derived, which concludes the stability
proof.

The dynamics of the cross-track error p̄y and the relative normal velocity vn,rel
are obtained from (3.10b), (3.5c), and (3.5f):

ẏint =
∆p̄y

(p̄y+σyint)2+∆2 ,

˙̄py = vt,rel sin θ + v̄n,rel cos θ + Vy ,

˙̄vn,rel = (X + Vx cos θ + Vy sin θ)vθ + Y v̄n,rel.

(3.16)
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The equilibrium of this system is

yeqint =
∆
σ

Vy√
v2t,rel−V 2

y

, p̄eqy = 0, v̄eqn,rel = 0. (3.17)

With θ = θref + θ̃ and vθ = θ̇ref +
˙̃
θ, the relations

sin θ = sin θ̃∆√
(p̄y+σyint)2+∆2

− cos θ̃(p̄y+σyint)√
(p̄y+σyint)2+∆2

,

cos θ = cos θ̃∆√
(p̄y+σyint)2+∆2

+
sin θ̃(p̄y+σyint)√
(p̄y+σyint)2+∆2

,

vθ = − ∆
(p̄y+σyint)2+∆2 ( ˙̄py + σẏint) +

˙̃
θ

(3.18)

can be derived. With (3.18) and the new set of variables e1 = yint − yeqint, e2 =

p̄y + σe1, e3 = v̄n,rel, η = [φ̃ T ,
˙̃
φ T ]T , and ξ = [θ̃,

˙̃
θ]T , the whole system can be

re-written as

[
ė1 ė2 ė3

]T
= Ae(e2)

[
e1 e2 e3

]T
+B(e2)f(e2) +Hξ(e, ξ)ξ, (3.19a)

ξ̇ =

[
0 1

−kθ −λ1

]
ξ +

[
01×(N−1) 01×(N−1)
λ2

N−1vt,relē
T 01×(N−1)

]
η, (3.19b)

η̇ =

[
0(N−1)×(N−1) I(N−1)

−kφI(N−1) −kvφI(N−1)

]
η (3.19c)

where Hξ(e, ξ) contains all terms that vanish at ξ = 0. For better readability,
the arguments of Ae,B, and Hξ will be omitted in the following. The expres-
sions for Ae,B, f(e2), and Hξ are given in Section 3.A. The closed-loop sys-
tem (3.19) is a cascaded system with (3.19a) as the perturbed system and equa-
tions (3.19b) and (3.19c) as the perturbing system. Furthermore, the perturbing
system (3.19b),(3.19c) is a cascaded system by itself. Note that it has the same
structure like the perturbing system for terrestrial snake robots in Chapter 8 of
[65].

Lemma 3.2. The origin of the system equations (3.19b) and (3.19c) is UGES.

Proof. Both system matrices in (3.19b), (3.19c) are Hurwitz, and the interconnec-
tion matrix is bounded. By Proposition A.2, the perturbing system is therefore
UGES.

Next we consider the unperturbed nominal system for (η, ξ) = 0,

[
ė1 ė2 ė3

]T
= Ae

[
e1 e2 e3

]T
+Bf(e2). (3.20)

The system (3.20) has a similar structure like the nominal system in [12].

Lemma 3.3. The nominal system (3.20) is USGES with a quadratic Lyapunov
function V = 1

2σ
2e21 +

1
2e

2
2 +

1
2µe

2
3, µ > 0.

Proof. The proof is given in Section 3.B.
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According to Theorem A.1, the cascaded system (3.19) is UGAS, when Lem-
mata 3.2 and 3.3 hold and the interconnection term Hξ is bounded by ‖Hξ‖ ≤
F1(ξ) + F2(ξ)‖e‖.

Lemma 3.4. The induced 2-norm of the interconnecting matrix Hξ in (3.19a) is
trivially bounded by ‖Hξ‖2 ≤ F1 + F2‖e‖2, where F1 and F2 are strictly positive
constants.

Proof. The proof is given in Section 3.C.

With these three lemmata we can now conclude that the complete system (3.19)
is UGAS. Since both nominal systems are in addition USGES, the system (3.19)
is by Proposition A.2 also USGES. Hence, the control objectives are achieved with
θeq defined in (3.15). �

Remark 3.6. Note that the exponential stability property of the control system
provides some robustness to disturbances and modelling errors, cf. Lemmata 9.1-9.2
in [48].

3.5 Simulation example

This section presents simulation results that demonstrate the performance of the
control system proposed in Section 3.4.1.

3.5.1 Simulation set-up

The model of the robot and the path-following control system were implemented
and simulated in Matlab R2014b. The dynamics was computed using the ode45

solver with both the relative and absolute error tolerance set to 10−4.

A snake robot with N = 10 links was considered. The simulation parameters
were chosen in accordance with the parameters of the physical snake robot Mamba
[45] and can be found in Table 2.3. From these values, the distance ǫ was computed
by (3.3) as ǫ = −34.3 cm. The robot was exposed to a constant irrotational ocean
current vc = [−5, 5]T cm/s. The parameters for the gait reference signal (3.7)
were set to α = 7 cm, ω = 120◦/s, δ = 40◦ and the scaling function to g(i) = 1.
The gains for the control system were chosen as follows: kφ = 20, kvφ = 5, kθ = 0.5.
The look-ahead distance for the guidance law was chosen as ∆ = 90 cm and the
integral gain as σ = 2 cm

s .

For the time derivatives of φ0 and θref that are required for the controller,
third-order low-pass filter reference models according to (3.13) were implemented.
More details on these reference models can be found in Appendix C.2 in [65]. The
parameters of the reference models were chosen as ωf =

π
2 , ζf = 1.

The initial position of the robot was set to p̄x = 0, p̄y = 1 m, the initial orienta-
tion was θ = 0◦, i.e. aligned with the desired path, and the initial joint coordinates
were φ = 0. All initial velocities were set to zero.

59



3. Integral Line-of-Sight Guidance and Model-Based Control

p̄x [m]

p̄
y

[m
]

0 2 4 6

−1

0

1

2

3

(a) The path of the robot

Time [s]

φ
0

[c
m

]

0 50 100 150 200

−6

−4

−2

0

2

(b) The reference joint offset φ0

θeq θref

Time [s]

θ
[d

eg
]

0 50 100 150 200

−60

−40

−20

0

20

(c) Orientation

Time [s]

v̄
n
,r
e
l
[c

m
/
s]

0 50 100 150 200

−5

0

5

(d) Relative velocity in normal direction

Figure 3.4: Simulation results: Straight line path-following for an underwater snake
robot with N = 10 links initially headed along the desired path and with an initial
distance to the path of p̄y = 1 m.

3.5.2 Simulation results

The results of the simulation are visualized in Figure 3.4. The position of the CM
can be seen in Figure 3.4(a). After being dragged away by the ocean current in the
beginning, the robot turns and converges nicely to the path. The control input φ0
is visualized in Figure 3.4(b). The orientation of the robot over time can be seen in
Figure 3.4(c). It converges fast towards θref provided by the integral LOS guidance
law, and subsequently towards the constant θeq, which was calculated from (3.15).
Figure 3.4(d) shows the relative velocity in the normal direction. It can be seen
that v̄n,rel converges to zero.
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x y

Vc

Figure 3.5: The coordinate transformation: the x-y-frame is rotated by 45◦ with
respect to the flow, such that the current has a negative x-component and a positive
y-component. The cameras of the motion capture system (displayed in grey) are
mounted on one end of the tank. The path is indicated in orange.

3.6 Experimental validation

In this section we present experimental results that demonstrate the performance
of the control system proposed in Section 3.4.1 and validate the theoretical analysis
in Section 3.4.2.

3.6.1 Experimental set-up

Experimental tests of the integral LOS control system proposed in Section 3.4.1
were performed in the North Sea Centre Flume Tank1. The flume tank is 30 m long,
8 m wide, and 6 m deep, and is equipped with four propellers that can generate a
circulating flow of up to 1 m/s. For our tests, nine cameras of the Qualisys motion
capture system were mounted on one end of the tank. During the experiments, the
global coordinate frame was rotated by 45◦ with respect to the basin, such that the
generated current, which is aligned with the long side of the tank, had both an x
and a y component. The coordinate transformation is sketched in Figure 3.5. The
snake robot Mamba [66] served as the test platform for the experiments. In order to
obtain the necessary measurements, reflective markers were attached to the robot
tail, and the angle and position measurements of these markers were obtained from
the external motion capture system. More details on the snake robot Mamba can
be found in Appendix B.

3.6.2 Implementation of the control system

The control system presented in Section 3.4.1 was implemented in LabVIEW 2013.
The built-in proportional controllers of the single servo motors in the robot replaced
the low level control law (3.8), because the theoretical feedback linearizing control
law (3.8a) requires torque control while the joints of Mamba are position controlled.

1The North Sea Centre Flume Tank – Managed and operated by SINTEF Fisheries and
Aquaculture in Hirtshals, Denmark.
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Table 3.1: The control gains of the integral LOS path-following control system.

α g(i) ω δ kθ λ1 λ2 ∆ σ
Lateral undulation 30◦ 1 110◦ 40◦ 0.8 0.5 0.2 2 m 0.5
Eel-like motion 50◦ N−i

N+1 130◦ 40◦ 0.9 0.5 0.2 2 m 0.3

This does not invalidate the theoretical control structure, because the cascaded
analysis just requires that the joint error dynamics are exponentially stabilized,
regardless which controller is used.

The control input φ0, which is used to induce turning motion, is modelled as a
linear displacement in the control-oriented model. In accordance with Section 2.4,
the control-oriented model that the control system is based on captures the quali-
tative behaviour of a robot with revolute joints. Therefore, (3.11) was implemented
as the orientation controller. The model parameters of the control-oriented model,
λ1 and λ2, that show up in the orientation controller (3.11) were treated as control
gains analogously to the implementation in [65], where a similar control system
was tested with a terrestrial snake robot. In order to implement the orientation
controller (3.11), the relative velocity vt,rel needed to be approximated from the
data of the external motion capture system. The absolute velocity vt was esti-
mated as the displacement of the CM divided by a sampling interval of 2 s. The
relative velocity was then approximated by subtracting the current speed from the
absolute velocity vt. This way of approximating vt,rel is only accurate when the
robot is heading against the current and will become less accurate when the robot
turns. However, this was a reasonable approximation since the current was mainly
opposing the forward motion of the robot, and the calculations were significantly
simplified. Note that the estimate of the relative velocity vt,rel is the only velocity
measurement that enters the control system, the knowledge of the current and the
absolute velocity were merely used to approximate the relative velocity. In order
to obtain smooth time derivatives of the orientation reference θref , the commanded
angle θref was passed through a 3rd-order low-pass filtering reference model. The
parameters of the reference model were T = 1

2π and ζ = 1. Finally, in order to avoid
self-collision and provide a smooth reference to the physical robot, the orientation
control input φ0 was saturated at φ0,max = ±20◦, and filtered with a first-order
low-pass filter with a cut-off frequency of 1.25 Hz. In order to avoid singularities
in the orientation control input φ0, the orientation controller was started after 2 s.

The guidance law (3.10) was included by numerically integrating (3.10b) in
LabVIEW. Since the exact model parameters that are required for calculating the
offset ǫ are unknown, it was assumed that the robot turns about its CM, i. e. the
parameter was set to ǫ = 0, and p̄y was approximated by the CM position py. In
order to close the feedback control loop, angle and position measurements of the
markers attached to the robot tail were obtained from the external motion capture
system. The angles of each single link and the position of the CM, px, py, were
obtained from the angle and position measurements of the markers in combination
with the single joint angles. The orientation of the robot was calculated according
to Definition 3, by the average of the link angles, θ̄.

The control gains of the system can be found in Table 3.1. Since a lower bound
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on the velocity of the robot was not known a priori, it was not feasible to use the
theoretical condition (3.14b) to determine a value for σ, and consequently (3.14a)
could not be employed to find a bound on ∆. In this light, we made sure to choose
a sufficiently large ∆, and a sufficiently small σ in order to converge to the path.

3.6.3 Experimental results

The control system was tested experimentally in four different scenarios. In the
first two scenarios, the robot was moving with the gait lateral undulation and was
exposed to a constant current of Vc = 7 cm/s. In the first case, it was initially
headed towards the path, in the second scenario it was initially headed approxi-
mately parallel to the path. Similarly, in the third and fourth scenario, the robot
was initially oriented towards the path and approximately parallel to the path re-
spectively, and propelled with eel-like motion against a current of Vc = 5 cm/s. In
all cases, the robot was initially straightened and kept in a fixed position.

The results of the four different test scenarios are presented in Figures 3.6, 3.7,
3.8, and 3.9. The path of the CM of the robot is presented in Figures 3.6(a),
3.7(a), 3.8(a), and 3.9(a), respectively. In the first and fourth scenario, there was a
small overshoot, but nevertheless, the robot approached the path and stayed on it
in all four scenarios. The CM did not stay constantly on the path after convergence,
but oscillated about it. This was expected, since the oscillations of the CM are a
consequence of the sinusoidal gait and merely not captured by the simplifications
due to the model assumptions. The same effect can also be observed for the orien-
tation of the robot, θ̄, that is plotted in Figures 3.6(b), 3.7(b), 3.8(b), and 3.9(b).
The small overshoots in the first and fourth scenario can also be seen in these
plots. After convergence, the reference signal θref oscillated about the steady-state
crab angle θeq. This allowed the robot to side-slip along the path and thus com-
pensate for the sideways component of the current. The oscillating nature of the
reference signal θref is a consequence of the deviations of the CM from the path.
The steady-state crab angle θeq that is depicted in Figures 3.6(b), 3.7(b), 3.8(b),
and 3.9(b) was determined from (3.15) a posteriori. To this end, we needed the
current component Vy and the relative velocity vt,rel. The current component Vy
was directly calculated as Vy = Vc cos(45

◦) since both the direction and magnitude
Vc of the current are known in the lab, and the relative velocity vt,rel was approxi-
mated by the average speed v̄rel. The average speed v̄rel was calculated a posteriori
from the norm of the relative velocity, and the relative velocity components in x
and y were obtained by subtracting the current components Vx and Vy from the
velocity components of the CM, ṗx and ṗy. These had been extracted from the
position measurements that were obtained during the experiments by using finite
differences with a time step of 0.2 s. In order to calculate the average speed for
lateral undulation, the measurements of the first scenario were evaluated, and for
the average speed for eel-like motion, those of the third scenario were used. It can
be seen from the figures that the theoretical result (3.15) predicted θeq correctly.
The control input for the turning motion, φ0, is shown in Figures 3.6(c), 3.7(c),
3.8(c), and 3.9(c), respectively. After convergence of the robot, φ0 was oscillating
about zero, because the robot stayed approximately at the constant orientation θeq.
The reference signal and the measured signal of joint number four are displayed
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Figure 3.6: Experimental results of the first scenario: Model-based integral LOS
path-following with a flow speed Vc = 7 cm/s, the gait lateral undulation, and the
robot initially headed towards the path.
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Figure 3.7: Experimental results of the second scenario: Model-based integral LOS
path-following with a flow speed Vc = 7 cm/s, the gait lateral undulation, and the
robot initially headed parallel to the path.
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Figure 3.8: Experimental results of the third scenario: Model-based integral LOS
path-following with a flow speed Vc = 5 cm/s, eel-like motion, and the robot
initially headed towards the path.
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Figure 3.9: Experimental results of the fourth scenario: Model-based integral LOS
path-following with a flow speed Vc = 5 cm/s, eel-like motion, and the robot
initially headed parallel to the path.
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1 2

43

5 6

Figure 3.10: The snake robot Mamba during a test run of scenario two. The yellow
line indicates the path and the buoy visualizes the current effect. The robot is
initially approximately parallel to the path (1), turns towards it (2), approaches
the path (3) and (4) and subsequently follows it (5) while side-slipping (6).

in Figures 3.6(d), 3.7(d), 3.8(d), and 3.9(d). The measured joint angle clearly also
tracked its reference. Pictures of the physical robot during the second scenario are
presented in Figure 3.10.

The experimental results validate the model-based integral LOS path-following
controller in the presence of constant irrotational currents. The steady-state crab
angle θeq was predicted correctly by the analytical relation in (3.15). The control
objectives in (3.6) were satisfied in the sense that the robot oscillates about the
desired values after convergence. These oscillations are a result of the sinusoidal
motion that the robot conducts and that are not captured by the simplifying model
assumptions that were used for the control design. It was therefore not expected
from the theory that these oscillations would be suppressed by the model-based
path-following controller.

3.7 Chapter summary

This chapter has presented a control system that enables an underwater snake
robot to converge towards and follow a straight path in the presence of constant
irrotational ocean currents. The control design was based on the assumption that
the robot is fully submerged, neutrally buoyant, and moving with a planar si-
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nusoidal gait. The guidance method that was used in the path-following control
system was a LOS guidance scheme, which was augmented with integral action
in order to eliminate the steady-state error that the original LOS guidance would
give in the presence of currents. This was achieved by allowing the robot to head
towards a look-ahead point upstream of the path and thus travel at a non-zero
crab angle. The proposed control approach applied an exponentially stabilizing
orientation controller in order to steer the robot towards the desired orientation
obtained by the integral LOS guidance law. Using cascaded systems theory, the
system has been formally shown to be UGAS and USGES. Experimental results
were presented that verify the concept of the control system. Furthermore, the
experimental results showed that the crab angle was correctly predicted by the
theoretical analysis.

3.A Function definitions

The matrix Ae(e2) is defined as

Ae(e2) =




− σ∆
νe(e2)

∆
νe(e2)

0

− σ2∆
νe(e2)

σ∆
νe(e2)

− vt,rel√
νe(e2)

∆√
νe(e2)

σ2∆2X̄(e2)
νe(e2)2

∆X̄(e2)vt,rel
νe(e2)3/2

− σ∆2X̄(e2)
νe(e2)2

Y − ∆2X̄(e2)
νe(e2)3/2


 (3.21)

with νe(e2) = (e2 + σyeqint)
2 +∆2 and X̄(e2) = X +

Vx∆−Vy(e2+σy
eq
int)√

(e2+σy
eq
int)

2+∆2
. Furthermore,

B(e2) =
[
0 Vy − ∆X̄(e2)Vy

(e2+σy
eq
int)

2+∆2

]T
, (3.22)

f(e2) = 1−
√

(σyeqint)
2+∆2√

(e2+σy
eq
int)

2+∆2
, (3.23)

and

Hξ(e, ξ) =




0 0
γ1

θ̃
0

− ∆X̄(e2)−∆γ2
(e2+σy

eq
int)

2+∆2
γ1

θ̃
− ∆f2(e)+∆Vyf(e2)

(e2+σy
eq
int)

2+∆2
γ2

θ̃
γ2 + X̄(e2)


 , (3.24)

with

γ1(e2, e3, θ̃) = sin θ̃
∆vt,rel+(e2+σy

eq
int)e3√

(e2+σy
eq
int)

2+∆2
+ (1− cos θ̃)

(e2+σy
eq
int)vt,rel−∆e3√

(e2+σy
eq
int)

2+∆2
, (3.25)

γ2(e2, θ̃) = sin θ̃
∆Vy+(e2+σy

eq
int)Vx√

(e2+σy
eq
int)

2+∆2
+ (1− cos θ̃)

(e2+σy
eq
int)Vy−∆Vx√

(e2+σy
eq
int)

2+∆2
, (3.26)

f2(e) =− σ2∆
(e2+σy

eq
int)

2+∆2 e1 +
(

σ∆
(e2+σy

eq
int)

2+∆2 − vt,rel√
(e2+σy

eq
int)

2+∆2

)
e2

+ ∆√
(e2+σy

eq
int)

2+∆2
e3.

(3.27)
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3.B Proof of Lemma 3.3

The structure of the nominal system (3.20) is identical to the system that is pre-
sented in [12, 117], where the stability of an integral LOS guidance system for a
surface vessel is analysed. The main difference in this chapter is an additional de-
pendence of X̄ on e2. Because of the similar system structure, the same Lyapunov
function candidate as in [12, 117] can be used.

With the quadratic Lyapunov function

V = 1
2σ

2e21 +
1
2e

2
2 +

1
2µe

2
3 = 1

2e
TPe, (3.28)

the notation

ēi =
ei√

(e2+σy
eq
int)

2+∆2
, i = 1, 2, (3.29)

Assumption 2, the bound |f(e2)| ≤ |e2|√
(e2+σy

eq
int)

2+∆2
[12], and the easily verifiable

bound |X̄(e2)| ≤ |X |+ 2Vc,max, the following bound on V̇ can be found:

V̇ ≤ −W1(|ē1|, |e3|)−W2(|ē2|, |e3|), (3.30a)

W1 = σ3∆|ē1|2 − µσ2 |X|+2Vc,max

∆ |ē1||e3| (3.30b)

+ ηµ(|Y | − |X|+2Vc,max

∆ )|e3|2,

W2 = ∆
[
|ē2| |e3|

]
[
χ1 −χ2

−χ2
χ2(2χ2−1)

χ1

] [
|ē2|
|e3|

]
, (3.30c)

where 0 < η < 1, χ1 = Vmin − Vc,max − σ, and

χ2 = (1− η)χ1
∆|Y |−(|X|+2Vc,max)

(|X|+2Vc,max)(Vmax+Vc,max+σ)
. (3.31)

For (3.30c) and (3.31) to hold, µ is chosen as

µ = ∆2(2χ2−1)
(|X|+2Vc,max)(Vmax+Vc,max+σ)

. (3.32)

Following standard Lyapunov theory, the nominal system (3.20) is UGAS if V
is positive definite and V̇ is negative definite, which is equivalent to both W1,W2

being positive definite. It is straightforward to verify that the conditions

0 < µ <
4η∆2(∆|Y |−(|X|+2Vc,max))

σ(|X|+2Vc,max)2
, (3.33)

∆ >
|X|+2Vc,max

|Y | (3.34)

ensure positive definiteness of V and W1. Inequality (3.33) can be guaranteed with
a proper choice of η, which will be defined in the next paragraph, while (3.34) is
implied by condition (3.14a). In order to achieve positive definiteness of W2, χ1 and
χ2 have to fulfil χ1 > 0 and χ2 > 1. The latter condition also ensures that µ > 0
holds. The first condition, χ1 > 0, is guaranteed by Assumption 9 and (3.14b),
whereas the second one, χ2 > 1, is implied by (3.14) and the choice η = 1

5 , which
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also ensures that (3.33) holds. We can therefore conclude that both V,W1 and W2

are positive definite, and the equilibrium of the nominal system (3.20) is UGAS.
In addition, the single terms of W1,W2 can be assembled into a matrix, which

leads to the expression

V̇ ≤ − [|ē1|, |ē2|, |e3|]Q



|ē1|
|ē2|
|e3|


 , (3.35)

where

Q=




σ3∆ 0 −µσ2 |X|+2Vc,max

2∆
0 ∆χ1 −∆χ2

−µσ2 |X|+2Vc,max

2∆ −∆χ2 µ
∆|Y |−|X|−2Vc,max

∆


 (3.36)

is a time-invariant, positive definite matrix. From [48] it follows that V̇ is bounded
by

V̇ ≤ −λmin[|ē1|, |ē2|, |e3|]



|ē1|
|ē2|
|e3|


 , (3.37)

with λmin being the smallest eigenvalue of Q. It is pointed out in [23] that UGES
cannot be achieved for LOS guidance law error dynamics, because the system gain
of the cross-track error e2 decreases with the magnitude of the cross-track error.
The same holds for the dynamics of the integral state e1 [117]. By combining (3.29)
and (3.37), this behaviour can also be observed in the structure of V̇ :

V̇ ≤ − λmin

(e2+σy
eq
int)

2+∆2 (|e1|2 + |e2|2)− λmin|e3|2 (3.38)

where the denominator leads to a slow convergence rate in e1 and e2 for large e2.
In order to prove that the system is still USGES, the function

φ(e2) = min{λmin,
λmin

(e2+σy
eq
int)

2+∆2 } (3.39)

is defined. It can be shown that for any ball Br = {|e2| ≤ r},

φ(e2) ≥ min{λmin,
λmin

(r+κ)2+∆2 } = c(r), (3.40)

with the bound on |σyeqint| similar to the one in [117]:

|σyeqint| ≤
∆Vc,max√
V 2
min−V 2

c,max

= κ. (3.41)

With (3.40) and (3.38), the following expression holds on any ball Br = {|e2| ≤ r}:

V̇ ≤ −c(r)‖e‖2. (3.42)

From (3.28) follows that

1
2pmin‖e‖2 ≤ V ≤ 1

2pmax‖e‖2, (3.43)
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where pmin = min{σ2, 1, µ} and pmax = max{σ2, 1, µ}. With (3.43) and (3.42) , it
can be seen that

V̇ ≤ −2 c(r)
pmax

V. (3.44)

Since (3.44) holds on any ball Br = {|e2| ≤ r} and the equilibrium of the nominal
system (3.20) is UGAS, we can now invoke the Comparison Lemma (Lemma A.3),
which leads to the following relation:

V (t, x) ≤ V (t0, x(t0))e
−2 c(r)

pmax
(t−t0). (3.45)

With (3.43) it can be concluded that

‖e(t)‖ ≤
√
2V (t,x)
pmin

≤
√
2V (t0,x(t0))e

−2
c(r)
pmax

(t−t0)

pmin

≤
√

pmax‖e(t0)‖2

pmin
e−

c(r)
pmax

(t−t0)

≤
√

pmax

pmin
e−

c(r)
pmax

(t−t0)‖e(t0)‖

(3.46)

for all t ≥ t0 and any r > 0. We can thus conclude that the equilibrium of system
(3.20) is USGES (Definition 13).

3.C Proof of Lemma 3.4

According to Appendix A in [48], the induced 2-norm of the matrix Hξ satisfies

‖Hξ‖2 ≤
√
2max

j

3∑

i=1

|{Hξ}ij |

≤
√
2
(
|γ1
θ̃
|+ | − ∆X̄(e2)−∆γ2

(e2+σy
eq
int)

2+∆2
γ1

θ̃
|

+ |∆f2(e)+∆Vyf(e2)
(e2+σy

eq
int)

2+∆2
γ2

θ̃
|+ |γ2|+ |X̄(e2)|

)
.

(3.47)

The final expression

‖Hξ‖2 ≤ F1 + F2‖e‖2,

F1 =
√
2

(
2Vmax +

(|X|+8Vc,max)(∆+2Vmax)
∆

)
,

F2 =
√
2

(
4Vc,max(σ

2+σ+Vmax+Vc,max+∆)
∆2 +

2(|X|+8Vc,max)
∆ + 2

)
(3.48)

follows from (3.47) with Assumption 8, the bound on X̄(e2) in Section 3.B, and
the following bounds on the single parts of Hξ:

|γ1
θ̃
| ≤ 2Vmax + 2|e3|, |γ2

θ̃
| ≤ 4Vc,max,

|γ2| ≤ 6Vc,max, |f(e2)| ≤ |e2|
∆ ,

|f2(e)| ≤ σ2

∆ |e1|+ σ+Vmax

∆ |e2|+ |e3|.
(3.49)
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Chapter 4

Observer-Based Guidance and

Control Using Virtual Holonomic

Constraints

This chapter investigates the problem of planar manoeuvring control for biologi-
cally inspired underwater snake robots that are exposed to unknown ocean currents.
The control objective is to make a snake robot that is subject to hydrodynamic
forces and ocean currents converge to a desired planar path and traverse the path
with a desired velocity. The proposed feedback control strategy enforces VHCs
which encode biologically inspired gaits on the snake robot configuration. The vir-
tual constraints, parametrized by the states of dynamic compensators, are used to
regulate the heading and forward velocity of the snake robot. A two-state ocean
current observer based on relative velocity sensors is proposed. It enables the robot
to follow the path in the presence of unknown constant ocean currents. The efficacy
of the proposed control algorithm for several biologically inspired gaits is verified
both in simulations for different path geometries and in experiments.

Contributions of this chapter The first contribution of this chapter is extend-
ing the control framework that was developed for terrestrial snake robots in [77, 78]
to underwater snake robots under the influence of hydrodynamic forces and ocean
currents. The analysis shows that the control scheme works for the underwater
snakes as it is, without significantly changing the controllers, as long as the ocean
currents are compensated for. The second contribution is the design of a reduced or-
der observer for ocean current velocity estimation, thus enabling the path-following
controller to maintain the performance in the presence of currents. In addition to
the lateral undulatory gait that was investigated in [77, 78], it is shown in this
chapter that the control framework can also be used along with a more general
class of biologically inspired gaits. Finally, the control framework is experimentally
validated. In particular, the control system was successfully tested for straight line
path-following for different gaits.
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4. Observer-Based Guidance and Control Using Virtual Holonomic Constraints

Organization of this chapter In Section 4.1, the VHCs are introduced that
encode the biologically inspired gait used to propel the robot. The control strategy
is presented in Section 4.2. The proposed control system is validated by extensive
simulations in Section 4.3 and an experimental study in Section 4.4. The chapter
ends with a discussion of the results in Section 4.5 and a summary of the results
in Section 4.6.

Publications This chapter is based on [51].

4.1 Forward propulsion using virtual holonomic constraints

As pointed out in Section 1.2.1, the sinusoidal gait that propels a snake robot can
be achieved by enforcing VHCs on the robot configuration. The VHCs encode the
gait that propels the robot forward, as has been used for terrestrial snake robots
in [77, 78]. For underwater snake robots, we generalize the VHC (1.4) from [77, 78]
with the scaling function g(i) similar to the time-dependent lateral undulatory gait
(1.3) in order to achieve a more general class of gaits:

φi,ref(λ, φ0) = αg(i) sin
(
λ+ (i− 1)δ

)
+ φ0. (4.1)

In (4.1), λ and φ0 are states of the controllers

λ̈ = uλ, φ̈0 = uφ0 , (4.2)

with the new inputs uλ, uφ0 . The state-dependent relations φi = φi,ref(λ, φ0),
i = 1, · · · , N − 1 are the proposed VHCs. The state φ0 is used to control the
heading, while the state λ̇ governs the speed of the snake robot. VHCs make the
control design amenable to a hierarchical synthesis, where the biological gaits are
enforced at the lowest level of hierarchy and path planning is done for a point-mass
abstraction of the snake robot at the highest level of hierarchy [77, 78].

4.2 Manoeuvring control for underwater snake robots

In this section the control system for manoeuvring control of underwater snake
robots in the presence of ocean currents is presented. The control framework for
terrestrial robots from [78], which the approach for underwater robots is based on,
is reviewed in the first part. In the second part we propose the new control system
for manoeuvring control of underwater snake robots.

In [78], a formal stability proof for VHC-based manoeuvring control of ter-
restrial snake robots was presented. In this chapter, the proof details that are
analogous to those developed for terrestrial snake robots in [78] are not presented
because of the strong similarity. Instead, a sketch of the proof is provided focusing
on the new components of the VHC-based control strategy that are specifically
designed for underwater snake robots.
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4.2. Manoeuvring control for underwater snake robots

Figure 4.1: The structure of the control system in [78].

4.2.1 A hierarchical framework for snake robot control

The aim of the following paragraphs is to convey a general understanding of the
control system that was developed for terrestrial snake robots in [78]. The structure
of the system will therefore be explained in an intuitive and non-technical way. For
the complete equations, detailed derivations, and mathematical proofs the reader
is referred to [78].

The control design approach in [78] is hierarchical in the sense that the de-
sign has three main stages corresponding to three prioritized control specifications.
Figure 4.1 depicts the hierarchical structure of the control strategy.

• Stage 1: Body shape control. This stage represents the inner control loop
and has highest priority. The control torque u of the snake robot is used to
stabilize the VHCs (4.1). In [78], this objective is achieved by means of an
input-output feedback-linearizing controller that zeros the outputs ei = φi −
φi,ref(λ, φ0), i = 1, · · · , N−1. Once the VHCs are enforced, the configuration
variables of the snake robot satisfy the relations in (4.1), and the states λ
and φ0 can be interpreted as new inputs to be assigned in the second stage
of the control design.

• Stage 2: Velocity control. At this stage, the middle layer of the control
hierarchy, the dynamic compensator uφ0 is designed to make the head angle
θN of the snake robot converge arbitrarily close to a state dependent reference
heading θref(p) to be assigned. Similarly, the design of uλ ensures that the
forward speed vt converges arbitrarily close to a reference tangential speed
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vref(p). The references θref(p) and vref(p) are assigned by the third control
stage.

• Stage 3: Path-following control. At the last stage of the control hierarchy,
the reference signals for Stage 2, θref(p) and vref(p), are designed so as to
make the robot approach the path and follow it with a desired speed. For
underwater applications, where the snake robot is exposed to ocean currents,
the third stage of the control hierarchy will have to be modified compared to
[78] in order to take into account the perturbing effect of ocean currents.

Remark 4.1. When a variable is controlled such that it converges to an arbitra-
rily small neighbourhood of its desired value through a suitable choice of control
parameters, we say that the variable is practically stabilized. A formal definition
can be found for instance in [107]. This terminology indicates that the variable
does not converge exactly to the desired value, but can be made to converge close
enough such that it is “practically” stable.

4.2.2 Control system design

We now describe an enhancement of the control methodology outlined in Sec-
tion 4.2.1 to handle underwater snake robots and compensate for the presence of
constant unknown ocean currents.

Stage 1: Body shape controller

In order to enforce the biologically inspired VHCs (4.1) on the snake robot config-
uration, the PD feedback law

u = kp
(
Dθ +Φ(λ) + bφ0

)
+ kd

(
Dθ̇ +Φ′(λ)λ̇ + bφ̇0

)
+ kuλ

Φ′(λ)uλ + kuφ
buφ0

(4.3)
can be used, where the control gains kp, kd, kuλ

and kuφ
are positive design con-

stants, b = [1, · · · , 1]T ∈ R
N−1, and the vector Φ(λ) = [α sin(λ), . . . , α sin(λ +

(N − 2)δ)]T ∈ R
N−1 contains the sinusoidal part of (4.1). We can see that the new

control inputs uλ, uφ0 appear in (4.3). The control law (4.3) practically stabilizes
the VHCs φi = φi,ref(λ, φ0), i = 1, · · · , N − 1 and is easy to implement. The feed-
back law (4.3) requires the knowledge of the link angles θ and their derivatives
θ̇. In practice it suffices to equip the robot with a sensor in each joint measuring
the joint angles φi and velocities φ̇i, and a positioning system that measures the
absolute angle θi and velocity θ̇i of one of the links. The single link angles are then
obtained by the kinematics.

Remark 4.2. In [78], the offset φ0 has only been used to control the orientation
of the last link, i. e. b = [0, · · · , 0, 1]T ∈ R

N−1. In this work, however, we add φ0 to
all of the joint angles, i. e. b = [1, · · · , 1]T ∈ R

N−1 in order to have faster turning
motion and thus faster convergence towards the path.

Stage 2: Velocity controller

In the second stage of the control system, feedback laws for the new control inputs
uφ0 , uλ are designed. The objective is to achieve a velocity vector whose direction
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is characterized by a desired angle θref(·) to be assigned later. While in [78] the
absolute velocity was considered, due to the ocean currents we here consider the
relative velocity of the swimming snake robot with respect to the ocean current

vrel =

[
vt,rel
vn,rel

]
= RT

θN

(
ṗ− vc

)
. (4.4)

Geometrically, vt,rel is the component of the relative velocity vector parallel to
the head link of the robot, while vn,rel is the component of the relative velocity
orthogonal to the head link. The control objective is to make the relative velocity
in (4.4) follow the desired velocity when the head link orientation θN is stabilized
to a given reference θref(·) with the control input uφ0 , while the forward speed vt,rel
is stabilized to a desired value vref(·) and the normal speed vn,rel is close to zero.
The references θref(·) and vref(·) are designed in Stage 3 below. In light of (4.4),
the practical stabilization of θN to θref(·), vt to vref(·), and vn to 0 is equivalent
to the practical stabilization of ṗ− vc to RθN [vref(·), 0]T . This fact is exploited in
the design of Stage 3.

The heading controller The first task of the velocity controller is to use the
control input uφ0 to make the angle of the head link θN converge to a neighbourhood

of the reference heading θref(·). In other words, the heading error θ̃N = θN − θref(·)
is practically stabilized to zero. It is shown in [78] that this can be achieved by the
control law

uφ0 = −1

ǫ

( ˙̃θN + knθ̃N
)
− k1φ0 − k2φ̇0. (4.5)

The controller parameters kn, k1, and k2 are positive constants and ǫ is a small pos-
itive parameter that controls how small the error θ̃N gets asymptotically. For this
feedback law, the required measurements are the head link angle θN and velocity
θ̇N .

The speed controller The second task of the velocity controller is to use the
control input uλ to make the forward and normal components vt,rel and vn,rel
defined in (4.4) converge to the reference speed vref(·) and a small neighbourhood
of the origin, respectively. The feedback law

uλ = −kz
(
λ̇+ kλ∆vt,rel

)
(4.6)

achieves this control objective. In (4.6), the control gains kz and kλ are positive con-
stants, and ∆vt,rel = vt,rel − vref(·) is the velocity error. In order to implement this
controller on a physical robot, relative velocity measurements are required. These
can for instance be extracted from measurements provided by pressure sensors [3]
or from DVLs without bottom lock [16].

Remark 4.3. The speed controller presented in this chapter is a simplified version
of the speed controller in [78]. It can be shown that the feedback law (4.6) makes
the steady-state velocity error arbitrarily small if the control gain kλ is chosen
sufficiently large.
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v

µ⊥

µ‖

µ̃

Figure 4.2: The path-following controller from [78]. The velocity reference vector
µ̃ is composed of the normal component µ⊥, used to steer the robot towards the
path, and the parallel component µ‖, used to regulate the speed of the robot along
the path.

Stage 3: Path-following controller and ocean current observer

For underwater snake robots, the third control stage needs to be adapted compared
to [78] in order to compensate for the perturbing effect of ocean currents. The
control stage therefore consists of two parts, the modified path-following controller
from [78], and an ocean current observer.

We start with reviewing the path-following controller from [78], which corre-
sponds to the case when the ocean current is negligible. The third control stage
objective is to practically stabilize the robot to a planar curve described impli-
citly as P = {p ∈ R

2 : h(p) = 0}, while controlling the speed along P . The
path-following control design in [78] relies on the observation that once the speed
and heading controllers have converged, in the absence of ocean current one has
ṗ ≈ Rθref [vref(p), 0]

T . Letting µ̃(p) := Rθref [vref(p), 0]
T , µ̃(p) is viewed as a con-

trol input and designed to make p converge to the path P . The resulting control
law is

µ̃(p) = −
dhTp

‖dhp‖2
ktranh(p)

︸ ︷︷ ︸
µ⊥(p)

+

[
0 1
−1 0

]
dhTp

v

‖dhp‖︸ ︷︷ ︸
µ‖(p)

, (4.7)

where ktran is a positive constant, v is the desired speed along the path, and dhTp =
∇h(p) is the vector normal to the level sets of h(·). The geometrical interpretation
of the reference velocity vector in (4.7) is the following. The reference velocity
vector µ̃(p) has two components, namely a normal component µ⊥(p) that makes
the robot converge to the path, and a parallel component µ‖(p) that regulates the
robot speed along the path P (see also Figure 4.2).

We now enhance the ideas presented above to handle the presence of the un-
known ocean current. To begin with, the identity in (4.4) may be re-written as

ṗ = RθN

[
vt,rel
vn,rel

]
+ vc. (4.8)

An ocean current observer for marine vehicles based on this equation was first
presented in [1], where a Luenberger observer was implemented. It was later used
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µ⊥

µ‖

µ̃

v

v

µ

vc

−v̂c

Figure 4.3: The path-following controller with current compensation. In order to
avoid a very large reference velocity far away from the path, the original reference
µ̃ is scaled to have the length v that was originally assigned to the along path
component µ‖ (cmp. Figure 4.2 and the derivation in [78]). The current velocity
is subtracted from this new reference such that the robot can make up for it by
tracking the new reference velocity vector µ.

for path-following in [74, 83]. In this chapter, we propose a reduced order observer
based on (4.8), which provides an exponentially stable estimate of the ocean current
velocities. Letting x = [p,vc]

T , we may re-write (4.8) as

ẋ =

[
0 I2
0 0

]
x+

[
RθN

0

]
vrel,

y =
[
I2 0

]
x.

(4.9)

Assuming that p and vrel are available for measurement, the reduced-order observer
(see e. g. [14]) for vc is given by

ż = −koz− k2op− koRθNvrel, (4.10)

where the gain ko is a positive constant. The current estimate is then obtained by

v̂c = z+ kop. (4.11)

The reduced order observer requires only two states z = [z1, z2]
T instead of the

four required by a full order ocean current observer. The intuition behind using
(4.8) is that the control system has access to its position while knowing its velocity
with respect to the surrounding fluid. According to this relative velocity the robot
will “expect” a certain change in position, which it then compares to the position
measurements. From the difference in between, the magnitude and direction of the
ocean current can be estimated.

We now turn to the design of a path-following controller. We rewrite (4.8) as
p = µ+ vc +∆, where

µ = Rθref

[
vref
0

]
, (4.12)

and ∆ = RθN [vt,rel, vn,rel]
T −Rθref [vref , 0]

T . In light of the control design in Sec-
tion 4.2.2, the quantity ∆ is practically stabilized to zero. We thus view it as
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(4.10),(4.11)

(4.14),(4.13)

(4.15)

(4.6)

(4.5)

(4.3) (2.18)

µ

vref

θref

λ

φ0

u
v̂c

θ, θ̇

θN , θ̇N

vt,rel

p

p, θN ,vrel

Figure 4.4: Block diagram of the control system.

a disturbance. We design µ to make p practically converge to the path P . The
function µ is an enhancement of the control law µ̃(p) in (4.7) and is given by

µ(p, ξ, z) = v
µ0(p, ξ)

‖µ0(p, ξ)‖
− v̂c(p, z). (4.13)

In (4.13), v̂c(p, z) is the estimation of the ocean current and µ0(p, ξ) is an alteration
of µ̃(p):

µ0(p, ξ) = − dhTp
‖dhp‖2

(
ktranh(p) + kintξ

)
+

[
0 1
−1 0

]
dhTp

v

‖dhp‖
,

ξ̇ = h(p).

(4.14)

The integrator compensates for the fact that the speed controller only makes the
velocity error arbitrarily small instead of forcing it to zero. If it was not for the
integral action, this would result in an offset from the path, since the current com-
ponent that is normal to the path would only be partly compensated. Furthermore,
in (4.13) the length of the original velocity reference is changed to v in order to
avoid a very high reference speed far away from the desired path P . Finally, the
reference signals for the heading and speed controllers in the second stage of the
control hierarchy are obtained from the definition of µ(p, ξ, z) in (4.12) by the
following polar conversion:

θref(p, ξ, z) = arctan
(µy
µx

)
,

vref(p, ξ, z) = ‖µ(·)‖2.
(4.15)

Note that we now provide a reference for the relative velocity instead of the absolute
velocity. The new path-following control system is depicted in Figure 4.3, and a
block diagram can be found in Figure 4.4.
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Table 4.1: The parameters of the control system.

Value Description Stage
α 30◦/ 40◦/ 50◦ Max. amplitude of the joints
δ 50◦ Offset between the joints
kp 20
kd 5

1

kuλ
0.01

Controller gains for Stage 1

kuφ
0.01

ǫ 0.01
kn 10
k1 0.1

Controller gains for the heading controller

k2 0.1
2

kz 1
kλ 22.5

Controller gains for the speed controller

ktran 0.25 Transversal gain
v 0.08 Forward velocity along the path
ko 0.05 Observer gain

3

kint 0.002 Integral gain

Remark 4.4. Note that θ̇ref is required for the implementation of the heading
controller (4.5). Similar to the approach in Chapter 3, θ̇ref depends on the unknown
ocean current velocity. With the ocean current observer proposed in this chapter,
θ̇ref can be obtained using the estimate of the ocean current velocity.

4.3 Simulation study

In order to validate the approach, the control system was implemented in Mat-
lab and extensive simulations were performed. The performance of the VHC-based
controller was investigated in various scenarios. This section presents the results
and discusses the performance of the robot. In the first part, the simulation pa-
rameters are provided. Next, three manoeuvring scenarios based on the theoretical
model in Section 2.2 are presented.

4.3.1 Simulation set-up

The simulations were carried out in Matlab R2014b. The ode15s solver was used
with a relative and absolute error tolerance of 1e-5. The parameters of the under-
water snake robot are presented in Table 2.3, and the current components were
chosen as Vx = -0.01 m/s and Vy = 0.01 m/s. The gains of the control system were
chosen according to Table 4.1.

4.3.2 Simulation results

Three different scenarios were tested for the theoretical model in Section 2.2 and the
control system (4.3),(4.5),(4.6),(4.13). The first one is straight line path-following
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Figure 4.5: Simulation results for straight line path-following with eel-like motion:
(a) The path of the underwater snake robot (b) The path-following error (c) The
forward velocity vt,rel and the reference velocity vref (d) The head link angle θN
and the reference heading θref (e) The error in the single joint angles: the PD
controller makes the error small (f) The states of the exponentially stable ocean
current observer (g) The joint offset φ0 which is used to control the turning rate
(h) The frequency of the undulatory gait is governed by λ̇ (i) The norm of the
vector of control torques u.

using eel-like motion, the second one is tracking of a circle using lateral undulation,
and the third one is sinusoidal path-following using a variation of eel-like motion.

Straight line path-following with eel-like motion

The straight reference path that the robot should follow was the x-axis of the
global coordinate system: h(p) = py. The initial position of the robot was set to

px = −2 m, py = 1 m. The state λ̇ was initialized with λ̇(0) = π/2 and the states of
the current estimator with z(0) = [0.025, 0.001]Tm/s. All other initial values were
set to zero, i. e. the robot was aligned with the desired path. In order to achieve
eel-like motion in accordance with [44], the scaling function in the gait (4.1) was
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set to g(i) = N−i
N+1 . The maximum joint amplitude was chosen to be α = 50◦.

The results of the simulation are depicted in Figure 4.5. It can be seen that
the robot converges to the reference path and continues its motion along it. Note
that there are some overshoots until the robot moves on the straight line. This re-
sults from the fact that the control system is tuned to follow generic paths, which
are in general curved paths. The system is therefore not specialized to converge
towards a straight line very fast. Oscillations like this would be a problem for con-
ventional maritime robots, where behaviour like this should be avoided in order to
spare the rudders. For biomimetic systems like underwater snake robots, oscilla-
tions are an inherent aspect of locomotion, so introducing additional oscillations
by the path-following controller does not affect the physical system. Note that the
overshoots can still be decreased by adapting the control system to do straight
line path-following. Both the head link angle and the current estimate converge
to the desired values. The body shape adapts closely to the reference signal, as
the PD controller makes the error small. The joint offset φ0, the oscillation fre-
quency λ̇, and the control torques stay within reasonable bounds. Note that there
is a trade-off between the accuracy of the speed controller and the control gains,
which is in accordance with the practical stability property of the controller. In
Figure 4.5(c) it can be seen that a constant offset remains between the mean of the
forward velocity vt,rel and its reference vref = ‖µ‖. This offset can be made small
by increasing the control gain kλ, but this will result in larger control torques.

Tracking a circular reference path with lateral undulation

The reference path for the underwater snake robot was a circle with radius 3 m
and origin in (4,0): h(p) = p2y + (px − 4)2 − 9. The joint amplitude for the lateral
undulation was set to α = 30◦, and the scaling function to g(i) = 1. All initial
conditions were chosen in accordance with the example in Section 4.3.2, which
means that the robot was initially headed towards the path.

The results of the simulation are depicted in Figure 4.6. We see that the un-
derwater snake robot converges to and tracks the circle. Both the head link angle
and the current estimate follow their desired values. The VHCs are approximately
enforced, i. e. the error stays small. The joint offset φ0, the oscillation frequency
λ̇, and the control torques remain bounded. Compared to the previous example in
Section 4.3.2, the reference velocity vref = ‖µ‖ now oscillates about the predefined
value v, as shown in Figure 4.6(c). This is a consequence from the circular path,
because the ocean current now changes direction with respect to the path. The
robot therefore has to compensate for an oscillating current component. Just like
for the straight path, a small offset remains between the forward velocity and its
reference, as predicted by the practical stability result.

Following a sinusoidal path with eel-like motion

The sinusoidal reference path for the robot was h(p) = py − 2 sin(2π/12px). The
variation of eel-like motion that was tested in this case study uses the following
scaling function defined in [116]: g(i) = e−0.1li. The maximum joint amplitude was
set to α = 40◦. The initial conditions were chosen the same as in Section 4.3.2.
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Figure 4.6: Simulation results for tracking a circular reference path with lateral
undulation: (a) The path of the underwater snake robot (b) The path-following
error (c) The forward velocity vt,rel and the reference velocity vref (d) The head
link angle θN and the reference heading θref (e) The error in the single joint angles:
the PD controller makes the error small (f) The states of the exponentially stable
ocean current observer (g) The joint offset φ0 which is used to control the turning
rate (h) The frequency of the undulatory gait is governed by λ̇ (i) The norm of the
vector of control torques u.
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Figure 4.7: Simulation results for following a sinusoid path with eel-like motion:
(a) The path of the underwater snake robot (b) The path-following error (c) The
forward velocity vt,rel and the reference velocity vref (d) The head link angle θN
and the reference heading θref (e) The error in the single joint angles: the PD
controller makes the error small (f) The states of the exponentially stable ocean
current observer (g) The joint offset φ0 which is used to control the turning rate
(h) The frequency of the undulatory gait is governed by λ̇ (i) The norm of the
vector of control torques u.
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The results of the simulation are depicted in Figure 4.7. The robot converges to
the sinusoidal path and moves along the path while the cross track error remains
small. Both the head link angle and the current estimate converge to and follow
their references. The errors of the joint angles remain bounded. The joint offset φ0,
the oscillation frequency λ̇, and the control torques stay within small bounds. Just
like for the other studied cases and according to the theoretical property of practical
stability, a constant offset remains between the mean of the forward velocity vt,rel
and the reference vref = ‖µ‖.

4.4 Experimental study

In this section we present experimental results for the control system proposed in
Section 4.2. At first, the heading and speed controllers presented in (4.5) and (4.6)
were implemented and tested separately. Subsequently, the manoeuvring controller
displayed in Figure 4.4 was tested for straight line path-following first without,
then with a known ocean current.

4.4.1 The set-up of the experiments

The experiments were performed in the North Sea Centre Flume Tank1. The tank
can be seen in Figure 4.8(a). It is 30 m long, 8 m wide, and 6 m deep and is
equipped with four propellers in order to generate a circulating flow of up to 1 m/s.
On the back side, the tank is furthermore equipped with 9 cameras of the Qualisys
underwater motion capture system in order to accurately measure positions within
the basin. Figure 4.8(b) shows a screen shot of the Qualisys QTM software. During
the experimental trials, the global coordinate frame was rotated by 45◦ with respect
to the tank, such that the generated current, which is aligned with the long side of
the tank, had both an x and a y component.

The snake robot Mamba [66] was used to test the proposed control system.
Mamba is a modular snake robot developed at NTNU that can be operated both
on land and in water. For the tests in this chapter, the reflective markers for the
Qualisys motion capture system were attached to the head link of the robot. The
heading θN of the head link was therefore obtained directly from the Qualisys
system, while the CM position of the robot was calculated from the QTM data
and the joint angles from the internal sensors of the robot by using the kinemat-
ics. More details on the physical robot can be found in Appendix B. The robot is
depicted in Figure 4.8(c). The control system (4.5),(4.6),(4.13),(4.14) was imple-
mented in LabVIEW. This internal joint position control of Mamba replaced (4.3)
in the practical implementation of the manoeuvring control system. Details about
the implementation and the choice of control parameters will be explained in the
following for the respective experimental tests.

1The North Sea Centre Flume Tank – Managed and operated by SINTEF Fisheries and
Aquaculture in Hirtshals, Denmark.
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(a) The flume tank (b) The camera positioning system

(c) The underwater snake robot

Figure 4.8: The experimental set-up: (a) The North Sea Centre Flume Tank. (b)
A screen-shot of QTM: the coordinate frame has been rotated with respect to the
basin and the cameras. The yellow arrow indicates the flow direction. (c) The snake
robot Mamba with an attachment for the reflective markers on the head link.

4.4.2 Heading controller

As a first step, the heading controller (4.5) was implemented in LabVIEW and
tested with the robot. The required derivative θ̇N was obtained by numerically
differentiating the head angle θN in LabVIEW. In order to test only the heading
controller, a constant body oscillation was imposed on the robot by removing the
dynamic compensator uλ, and thereby the speed control, and instead imposing
a constant λ̇ = ω. The robot was then controlled to perform lateral undulation
according to (4.1), with the function g(i) = 1 and the joint offset φ0 as an input to
induce turning motion. The propellers of the tank were not active, so there was no
current effect. In addition, the control input for the heading, φo, was saturated at
φ0,max = ±20◦. The system was tuned according to Table 4.2 and the behaviour of
the robot was studied for different reference headings θref . The results for two cases
can be seen in Figure 4.9 and Figure 4.10. In the first presented case, the robot was
initially straight and heading towards θN = −13.2◦. The reference heading was set
to θref = 30◦, so the robot had to perform a turn in the positive direction. In the
second case, the initial heading of the straightened robot was θN = −33.5◦, and
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Table 4.2: The parameters of the heading controller.

Value Description
α 30◦ Max. amplitude of the joints
ω 90◦/s Constant body oscillation frequency
δ 50◦ Offset between the joints
ǫ 100
kn 20
k1 1

Controller gains for the heading controller

k2 1
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Figure 4.9: Experimental results for the heading controller with θref = 30◦: (a)The
head link angle θN and the reference heading θref (b) The joint offset φ0 which is
used to control the turning rate (c) The joint angle φ5 and its reference.
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Figure 4.10: Experimental results for the heading controller with θref = −90◦:
(a)The head link angle θN and the reference heading θref (b) The joint offset φ0
which is used to control the turning rate (c) The joint angle φ5 and its reference.

the set point was θref = −90◦, so a turn in the negative direction was required.
Both times, the head link angle θN quickly approached a state of oscillating about
the given reference. Once θN had reached this state, the dynamic compensator φ0,
which induces turning motion, oscillated about zero.

4.4.3 Speed controller

In order to implement the speed controller (4.6), velocity measurements were re-
quired. Since the snake robot Mamba is not equipped with velocity sensors, the
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Table 4.3: The parameters of the speed controller.

Value Description
α 30◦ Max. amplitude of the joints
δ 50◦ Offset between the joints
kz 1
kλ 0.6

Controller gains for the speed controller

measurements had to be obtained from the position data of the external motion
capture system. In the first step, the speed controller was tested without any cur-
rent effects, which means that the relative velocity that was used for feedback was
the same as the absolute velocity, which was obtained from the displacement of
the CM position. The theoretical controller in Section 4.2 uses the component of
the CM velocity vector which is tangential to the head link for feedback. It is not
possible to measure this signal directly, and its computation would include terms
with the head link angle θN , which is highly oscillating due to the sinusoidal motion
of the snake robot. For the practical implementation of the controller, the forward
velocity was therefore approximated by the total speed

vt ≈ u =
√
ṗ2x + ṗ2y. (4.16)

This choice is also supported by the observation that the component of the velocity
vector which is normal to the head link remains close to zero [78]. In order to obtain
ṗx and ṗy, the position of the CM, given by px and py, was filtered with a LabVIEW
built in lowpass filter, with a sampling frequency of 20 Hz and a cutoff frequency
of 0.2 Hz and subsequently numerically differentiated with the LabVIEW point-
by-point derivative function. In order to initialize the numerically differentiated
signals, the processing of the measured data was started 10 seconds prior to the
control system.

The speed controller was tested for lateral undulation according to (4.1) with
g(i) = 1 and the control gains in Table 4.3. The heading controller was deactivated
by setting φ0 = 0. The robot was initially kept in a sinusoidal shape until the con-
troller was started after 10 seconds, and the state λ̇ was initialized with an arbitrary
number. Three different reference velocities vref were given to the controller: 3, 5,
and 7 cm/s. The results of these test runs are plotted in Figure 4.11, Figure 4.12,
and Figure 4.13, respectively. Consistently with the simulation results presented
in Section 4.3, the mean of the velocity reached a constant offset to the reference
velocity. A discussion of these findings will be presented in Section 4.5. Another
observation can be made when looking at Figure 4.13(b) and Figure 4.13(c). When
the speed controller requires a large oscillation frequency at around 150◦/sec (Fig-
ure 4.13(b)), the physical system is no longer able to follow its reference and starts
to lag behind, as can be seen from the joint angle plotted in Figure 4.13(c). The
same effect can be observed when increasing the control gain kλ, as displayed in
Figure 4.14. Here, the test for vref = 5 cm/s was repeated for a higher kλ = 0.8.
The mean velocity error in steady state was decreased in comparison to the results
in Figure 4.12 with the smaller kλ, which agrees with the theoretical property of
practical stability. However, this was achieved at the cost of a higher body oscil-
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Figure 4.11: Experimental results for the speed controller with vref = 3 cm/s and
kλ = 0.6: (a) The velocity u and the reference velocity vref (b) The frequency of
the undulatory gait is governed by λ̇ (c) The joint angle φ5 and its reference.
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Figure 4.12: Experimental results for the speed controller with vref = 5 cm/s and
kλ = 0.6: (a) The velocity u and the reference velocity vref (b) The frequency of
the undulatory gait is governed by λ̇ (c) The joint angle φ5 and its reference.
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Figure 4.13: Experimental results for the speed controller with vref = 7 cm/s and
kλ = 0.6: (a) The velocity u and the reference velocity vref (b) The frequency of
the undulatory gait is governed by λ̇ (c) The joint angle φ5 and its reference.
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Figure 4.14: Experimental results for the speed controller with vref = 5 cm/s and
kλ = 0.8: (a) The velocity u and the reference velocity vref (b) The frequency of
the undulatory gait is governed by λ̇ (c) The joint angle φ5 and its reference.

lation frequency. It can be seen from Figure 4.14(c) that the single joints did not
quite reach the maximal reference amplitude already, an effect that would become
even stronger with a further increase of kλ.

4.4.4 Straight line path-following without current

After establishing the heading and speed controller, the two were combined with the
path-following controller (4.13),(4.14) according to the structure in Figure 4.4. It
was not feasible to obtain accurate measurements of the markers for a full rotation
and thus the angular range was limited. This is a result of the camera set-up in
the Flume Tank, which are all mounted on the same wall. The path that the robot
was supposed to follow was therefore chosen to be a straight line, since this set-up
did not require the robot to make big turns out of the angular range. As a first
step, the flow in the tank was set to zero, so there were no current effects. The
resulting control problem is very similar to the manoeuvring control problem of
terrestrial snake robots, which has been solved theoretically in [78], but not yet
been tested experimentally. The control gain kint in the path-following controller
was set to zero in order to obtain the corresponding path-following controller. All
other control gains were tuned according to Table 4.4 in order to ensure smooth
convergence for the straight line path. As explained in Section 4.4.3, the velocity
estimation was started 10 seconds prior to the actual control system. During these
10 seconds, the robot was moving slowly with a sinusoidal gait at a very low
frequency.

Remark 4.5. The controller parameters used in our experimental tests are differ-
ent than the ones used in simulation. There are several reasons for this discrepancy.
First, the theoretical controller tested in simulation includes a torque control loop
which has the function of enforcing a suitable VHC. In the experiments, this control
loop is replaced by decentralized proportional controllers for each servomotor that
were tuned previously. These decentralized controllers introduce lags and imper-
fections in the VHC stabilization. Second, the controller tested in our simulations
was tuned to perform well with curved paths, while the experimental controller
was only tested on straight lines. Finally, the simulation model ignores unmodelled
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Table 4.4: The parameters of the control system.

Value Description
α 30◦ / 40◦ Max. amplitude of the joints
δ 50◦ Offset between the joints
ǫ 100
kn 15 / 20
k1 1

Controller gains for the heading controller

k2 1
kz 1
kλ 0.6

Controller gains for the speed controller

ktran 0.035 / 0.025 Transversal gain
v 0.05 Desired velocity along the path
kint 0.005 Integral gain

experimental effects such as the power cable and the reflective markers for the
motion capture system, that affected the robot during the experimental tests.

The control system was successfully tested for the two gaits lateral undulation
and eel-like motion. For the first step without any current effects, we present the
results for eel-like motion in the following. The straight reference path that the
robot should follow was the x-axis of the global coordinate system: h(p) = py.
The control gains were tuned according to Table 4.4. In particular, for the case of
eel-like motion, the scaling function in the gait (4.1) was set to g(i) = N−i

N+1 , the
maximal joint amplitude was chosen as α = 40◦, the control gain kn of the heading
controller was set to kn = 20, and the transversal gain of the path controller was
ktrans = 0.025. The results for eel-like motion are presented in Figure 4.15. It can
be seen that the robot converged to the reference path and stayed there, while the
cross-track error oscillated about zero, thus the path-following control objective is
fulfilled. The head link angle approached the desired value and followed it, which
means that the heading control objective was also met. Since there was no ocean
current to compensate, the reference velocity stayed constant, and the measured
speed oscillated about a constant offset, as had already been observed in simulations
and Section 4.4.3. This is in accordance with the practical stability of the speed
controller. The joint offset φ0 and the oscillation frequency λ̇ remained within
reasonable values and the joint angles tracked their references.

4.4.5 Straight line path-following with known current

In contrast to the previously presented tests of the speed controller in Section 4.4.3
where no current effects were influencing the robot, in the presence of current, we
had to extract the relative velocity for the feedback in the speed controller from
the absolute velocity that can be obtained from the displacement of the CM. Since
it is possible to accurately set the current speed in the flume tank, this knowledge
could be used to approximate the relative velocity by

vt,rel ≈ urel =
√
(ṗx − Vx)2 + (ṗy − Vy)2, (4.17)
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Figure 4.15: Experimental results for straight line path-following with eel-like mo-
tion and zero ocean current: (a) The path of the underwater snake robot (b) The
head link angle θN and the reference heading θref (c) The path-following error (d)
The velocity u and the reference velocity vref (e) The joint offset φ0 which is used
to control the turning rate (f) The frequency of the undulatory gait is governed by
λ̇ (g) The joint angle φ5 and its reference.

analogously to the absolute velocity in Section 4.4.3. The current Vx and Vy were
obtained from the set flow speed Vc by Vx = −Vc cos(45◦) and Vy = Vc sin(45

◦),
according to the rotation of the coordinate frame in Figure 4.8(b).

Remark 4.6. The test platform that was used for this experimental study, the
snake robot Mamba, is not equipped with any internal sensors to measure position
or velocity. In a lab environment, these data can be obtained with the external
motion capture system and the knowledge of the flow speed. For an industrial ap-
plication within a subsea installation, the required measurements can be obtained
from commercial systems like underwater acoustic positioning systems for position
measurements [104] and DVLs without bottom lock for relative velocity measure-
ments [16]. The components of the ocean current entering the control system in
(4.14) are then extracted from the position and relative velocity measurements
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by the observer (4.10),(4.11). Implementing the observer (4.10),(4.11) in the ex-
perimental set-up for this study would have resulted in a loop, where position
measurements and the knowledge of the current would first be used to approxi-
mate the relative velocity, which then subsequently would be combined with the
position measurements one more time to obtain a current estimate. Therefore the
knowledge of the exact current speed was used in this experimental study for the
control law (4.14), and the observer (4.10),(4.11) was omitted.

In addition, for the practical implementation of the control system, anti-wind-
up was added to the integral action in the path-following control stage by replacing
the integrator update law in (4.14) by

ξ̇ =
h(p)
ktran

(h(p)+kintξ)2+k
−2
tran

. (4.18)

The approach was tested for the two gaits lateral undulation and eel-like motion.

Lateral undulation The flow speed in the flume tank was set to Vc = 0.05 m/s.
For lateral undulation, the joint amplitude was set to α = 30◦, and the scaling
function of the gait (4.1) to g(i) = 1. The control gains were tuned slightly differ-
ently than for eel-like motion in order to compensate for the stronger oscillations
of the head link: the control gain kn of the heading controller was kn = 15, and
the transversal gain ktrans = 0.035. All other gains were chosen in accordance with
Table 4.4. Figure 4.16 shows the resulting data. We see that the underwater snake
robot converged to the path and then oscillated about it, thus making the cross-
track error small and fulfilling the path-following control objective. The head link
angle oscillated about its reference. Compared to the case with zero current in Sec-
tion 4.4.4 it can be seen in Figure 4.16(b) that θref now oscillates about a non-zero
value in steady state, i. e. it automatically finds the steady-state crab angle that
is necessary in order to compensate for the current. In particular, this happened
because the reference velocity vector µ was no longer aligned with the path, since
it had to compensate for the sideways component of the current. Compared to the
previous example, the reference velocity vref = ‖µ‖ now changed, as the heading
of the robot changed. This can be explained by the fact that the robot was started
with a heading that directly opposed the current, and therefore had to make up
for a stronger effect in the beginning than after convergence to the path. As in the
previous example, the measured velocity did not quite reach the reference. Just
like for the simulations and the case without current, an offset remained between
the mean of the forward velocity and its reference due to the trade-off that has
to be made for the practically stable speed controller between high control gains
and a small offset. This drawback is compensated for by the integral action in the
path-following control stage (4.14), thus ensuring convergence to the path despite
the velocity error. The joint offset φ0 and the oscillation frequency λ̇ remained
bounded and the joint angles tracked their respective reference signals.

Eel-like motion For eel-like motion, the scaling function in the gait (4.1) was
set to g(i) = N−i

N+1 just like in the current-free scenario in Section 4.4.4. Just like
for lateral undulation, the flow speed was Vc = 0.05 m/s, and the integral gain was
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Figure 4.16: Experimental results for straight line path-following with lateral un-
dulation and a known ocean current: (a) The path of the underwater snake robot
(b) The head link angle θN and the reference heading θref (c) The path-following
error (d) The velocity u and the reference velocity vref (e) The joint offset φ0
which is used to control the turning rate (f) The frequency of the undulatory gait
is governed by λ̇ (g) The joint angle φ5 and its reference.

chosen according to Table 4.4. The other control gains were chosen analogously to
the current-free case in Section 4.4.4. The results of the test run are displayed in
Figure 4.17. It can be seen that the robot approached and followed the reference
path, and the cross-track error approached zero. The head link angle stayed close
to the reference, which reached a steady oscillation about a non-zero value in order
to compensate for the sideways current. Just like in the other cases, an offset
remained between the reference velocity and the mean of its actual value. Again,
this is a consequence of the practical stability result, which implies that a trade-off
has to be made between the control gain and the accuracy. The joint offset φ0 and
the oscillation frequency λ̇ remained bounded and the joint angles followed the
sinusoidal reference. The physical robot is displayed in Figure 4.18, where it can
be seen how it approaches and follows the path.
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Figure 4.17: Experimental results for straight line path-following with eel-like mo-
tion and a known ocean current: (a) The path of the underwater snake robot (b)
The head link angle θN and the reference heading θref (c) The path-following error
(d) The velocity u and the reference velocity vref (e) The joint offset φ0 which
is used to control the turning rate (f) The frequency of the undulatory gait is
governed by λ̇ (g) The joint angle φ5 and its reference.

4.5 Discussion

The control system presented in this chapter enables underwater snake robots to
track generic smooth reference paths with a desired forward speed. It is in essence
the generalization of an analogous control system for terrestrial snake robots pre-
sented in [78].

Extensive simulation studies demonstrate that the control system performs well
for different undulatory gaits and path geometries with only small changes com-
pared to the system in [78]. Due to the general nature of the control system, the
performance for one specific problem could be improved by selective tuning of the
control parameters. This would however result in lower performance for the gen-
eral case. Another trade-off must be made when adapting the body shape controller
and the speed controller. In particular, the accuracy of these control layers can be
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1 2

4

65

3

Figure 4.18: The snake robot Mamba: 1) The robot is launched with an offset to
the path. 2) The robot turns towards the path. 3),4) The robot approaches the
path smoothly. 5),6) The robot stays on the path.

improved by increasing the control gains of those stages. However, this will also
increase the control torques and body oscillations and thus result in higher energy
consumption and possibly even actuator saturation.

In addition to the simulations, the control system was tested in an experimental
study. In the experimental trials, only one path geometry, a straight line, was tested
due to the limited angular range of the motion capture system. It was therefore
possible to tune the control gains of the path-following controller for that specific
scenario, which was tested for two different undulatory gaits. Since the robot that
was used for the tests consists of position controlled joints with readily tuned
micro-controllers, the body shape controller was not in the focus of this study.

Regarding the speed controller, on the other hand, the experimental tests show
what has been predicted by the simulation study: due to actuator constraints it is
not feasible to tune the control gains sufficiently high to make the offset between
the forward velocity and its reference negligible. This observation agrees with the
practical stability property of the speed controller, which implies that there is a
trade-off between the control gains and the remaining offset. However, both the
simulation study and the experimental trials show that the integral action of the
path-following controller in (4.15) compensates for this imperfection. In future
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4. Observer-Based Guidance and Control Using Virtual Holonomic Constraints

work we will investigate the possibility to reduce the error in the speed controller
by adding the integral action directly to the speed controller, thus making the
robot converge completely to the reference velocity and eliminating the need to
compensate for the velocity error in the path-following controller.

4.6 Chapter summary

This chapter studied the problem of planar manoeuvring control for bio-inspired
underwater snake robots in the presence of unknown ocean currents. The control
objective was to stabilize the robot to a planar reference path and track the path
with a desired velocity. This was achieved by enforcing virtual constraints on the
body of the robot, thus encoding a biologically inspired gait with the additional
option of regulating the heading and forward speed of the snake robot. The desired
heading and forward speed were provided by the top layer path-following con-
troller: A two-state ocean current observer was added to a path-following control
system designed for terrestrial snake robots in order to account for the additional
disturbance by the current. A simulation study validated that the proposed control
system performs well for different gaits and path geometries. The control system
was additionally validated experimentally for the special case of a straight path
and under the assumption of a known current.
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Chapter 5

Adaptive Control Using Absolute

Velocity Measurements

In this chapter, a first step is taken towards the control of underwater snake robots
using absolute velocity measurements for feedback. A control system for velocity
and orientation control of underwater snake robots is proposed, motivated by the
direction following results using VHCs for terrestrial snake robots in [91]. The
proposed control system is structured in a hierarchical way, in order to fulfil the
single control objectives with different priorities simultaneously. We will therefore
base the control design on the hierarchical methodology from [20], that was used
for control design for ships in [9] and terrestrial snake robots in [78]. In order to
make the feedback independent of the unknown relative velocities that enter the
dynamic equations via the fluid drag forces, we make use of adaptive backstepping
control [56].

Contributions of this chapter An adaptive joint controller is proposed, which
asymptotically stabilizes the VHCs that encode a sinusoidal gait with absolute
velocity measurements available for feedback, as opposed to the design based on
relative velocity measurements in Chapters 2 and 3. The gait that is encoded in
the VHCs is modified in this chapter to take into account actuator constraints.
The velocity controller and the orientation controller are designed subsequently.
In doing so, we prioritize the velocity control higher than in previous approaches
for terrestrial snake robots, a change of paradigm that removes a singularity from
the orientation controller that was an issue in [90, 91]. The velocity controller is
designed along the lines of adaptive backstepping. The design is not a straight-
forward application of the method, because the system is non-autonomous and
unknown terms enter the equations at every stage of the backstepping procedure.
By postponing the design of the adaptive update law until the last step, we are able
to compensate for the effect of these signals in the closed-loop system, and show
asymptotic stability of the origin of the velocity error dynamics. In the last step,
the orientation controller is designed as a feedback-linearizing controller utilizing
the adaptive term of the velocity controller as a current estimate. We show that
the zero dynamics of the closed-loop system is bounded for the proposed controller.
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5. Adaptive Control Using Absolute Velocity Measurements

Simulation results of a snake robot that is exposed to an unknown ocean current
are presented. The results validate the theoretical analysis.

Organization of this chapter This chapter is structured as follows. The control
objective is formulated in Section 5.1. The control system design is presented in
Section 5.2, as well as a stability analysis of each of the single controllers. Section 5.3
gives a stability analysis of the zero dynamics and a sketch of how to formally
establish stability of the closed-loop system. Simulation results that validate the
theoretical findings can be found in Section 5.4. The chapter is summarized in
Section 5.5.

Publications This chapter is based on [55].

5.1 Control objectives

The control objectives can be categorized into three stabilization tasks that are
prioritized in a hierarchical manner. The control-oriented model (2.33) is used
as the model to base the control design on, i. e. the stabilization tasks will be
formulated in terms of the dynamics in (2.33).

The highest priority is to stabilize VHCs that encode a sinusoidal gait, thus
propelling the robot forward. We will design a feedback u for the joints, described
by (2.33a),(2.33e), that controls each joint i, for i = 1, . . . , N − 1, to follow the
reference signal

φref,i(λ, φ0) = αg1(i) sin(λ+ (i− 1)δ) + g2(φ0), (5.1)

where α is the maximal amplitude and δ is the phase shift between adjacent joints.
The VHC in (5.1) is an adaptation of (4.1), where g1 : Z 7→ [0, 1] is a scaling
function that varies the amplitude along the body and a smooth, strictly increasing,
and the twice differentiable saturation function g2 : R 7→ [−φ0,max, φ0,max] has been
added. The additional function g2 ensures that the theoretical joint reference always
respects the physical constraints of the robot and that the joint reference remains
uniformly bounded by |φref,i| ≤ ǫφ

N−1 , with ǫφ = (N − 1)(α + φ0,max). The two
states λ and φ0 are generated by dynamic compensators that will be developed
later in order to control the velocity and the orientation of the robot, respectively.

The second priority of the control system is to control the forward velocity vt,
the dynamics of which are given in (2.33g), to a constant reference vref using the
dynamic compensator λ̈ = uλ. We employ the second derivative of λ as the control
input, because in order to stabilize the constraints in (5.1), the time derivative of
φref,i up to φ̈ref,i are required, as we will see in Section 5.2.1. Thus λ̈ = uλ is a
natural choice. In order to make sure that the robot does not just float with the
ocean current, we will furthermore choose the reference vref larger than the current
magnitude: vref > Vc,max.

Remark 5.1. As opposed to similar control approaches for terrestrial snake robots
in the literature [90, 91], in this work, we consider the regulation of the forward
velocity as a higher priority than the orientation control. Several motion control
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(5.2)

(5.13)

(5.24)
θref u

φ, φ̇, vt
θ, θ̇, vt, vn

φref , φ̇ref , φ̈ref

λ, λ̇, uλvref

(5.1)

θ, θ̇

φ0, φ̇0, uφ

λ, λ̇, θ̂

Figure 5.1: A block diagram of the proposed control system with absolute velocity
measurements for feedback.

systems for snake robots in the literature (e. g. [45, 65]) and in Chapter 3 of this
thesis do not control the velocity of the robot, but propose to choose a constant
undulation frequency to achieve some forward velocity, while controlling the ori-
entation of the robot to follow the reference of a guidance system. We conjecture
that making velocity control a higher priority than orientation control will provide
a velocity controller that is a natural complement of motion control approaches
such as in Chapter 3 or [45, 65].

Controlling the orientation of the robot, θ, to a constant reference θref is the
third and lowest priority of the proposed control system. Based on (2.33b),(2.33f),
we will design a feedback for the control input uφ to the dynamic compensator

φ̈0 = uφ in order to achieve this task. The structure of the proposed control system
is visualized in Figure 5.1.

Remark 5.2. The robot described by (2.33) is an underactuated system. In partic-
ular, we cannot directly control the sideways velocity vn. However, we will design
the control system such that vn remains bounded. It was shown in Section 2.5 that
the average of vn converges to the sideways component of the current when the
robot conducts steady forward motion. In the presence of a current, we will there-
fore expect the robot to drift sideways, as it travels in the direction θref with the
forward velocity vref . If this is not the desired behaviour of the robot, one typically
designs a guidance system that provides the references θref and vref in a way that
implicitly controls the position and sideways velocity of the robot.

5.2 Control design

In this section, we present the proposed control system for velocity and orienta-
tion control of underwater snake robots. The control system is obtained using the
hierarchical control design for set stabilization proposed in [20].

5.2.1 Joint control

The aim of the joint controller is to stabilize the joint coordinates to obey the VHCs
given by (5.1), which is analogous to stabilizing the system to a constraint manifold.
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5. Adaptive Control Using Absolute Velocity Measurements

Details on set stability can be found in Definition 14 and [20]. The dynamics of
the joints are described by (2.33a),(2.33e) and the unknown relative velocity vt,rel
enters the system in (2.33e). To this end, the error coordinates φ̃i = φi − φref,i

and
˙̃
φi = φ̇i − φ̇ref,i, i = 1, . . . , N − 1, will be stabilized to zero with the following

adaptive backstepping controller:

u = m(DDT )−1
[
cn
m
vφ −Xt(φ)vt + βT (φ, θ)θ̂

+ φ̈ref − (k1 + k2)
˙̃
φ− (1 + k1k2)φ̃

]
,

˙̂
θ = −γβ(φ, θ)( ˙̃φ + k1φ̃),

(5.2)

with the control gains k1, k2 > 0 and the adaptive gain γ > 0. In (5.2), the joint
errors and references are assembled in the vectors φ̃,φref ∈ R

N−1. Furthermore,
Xt(φ) =

cp
m
ADTφ and βT (φ, θ) = Xt(φ)R

T
θ .

Proposition 5.1. Consider a robot described by (2.33). The joint control law
(5.2) globally asymptotically stabilizes the set

Γ3 = {(x, ẋ, λ, λ̇, φ0, φ̇0) ∈ R
2N+8 :

φ = φref ,vφ = λ̇∂φref

∂λ
+ φ̇0

∂φref

∂φ0
},

(5.3)

i. e. (φ̃, ˙̃φ) → (0,0).

Proof. We define the new error coordinates ξ1 = φ̃, ξ2 =
˙̃
φ+k1φ̃, and θ̃ = vc− θ̂.

In the new coordinates, the closed-loop system (2.33a),(2.33e) with (5.2) transforms
to [

ξ̇1
ξ̇2

]
=

[
−k1IN−1 IN−1

−IN−1 −k2IN−1

] [
ξ1
ξ2

]
+

[
0

βT (φ, θ)

]
θ̃,

˙̃
θ = −γβ(φ, θ)ξ2.

(5.4)

With the Lyapunov function V = 1
2ξ

T
1 ξ1 +

1
2ξ

T
2 ξ2 +

1
2γ θ̃

T
θ̃, we have

V̇ = −k1ξT1 ξ1 − k2ξ
T
2 ξ2 ≤ 0. (5.5)

Therefore, V̇ is negative semi-definite, and thus the origin (ξ1, ξ2, θ̃) = (0,0,0) is
uniformly globally stable and ξ1, ξ2, and θ̃ are bounded. The error system (5.4) is a
non-autonomous system because it depends on time-varying parameters. Further-
more, V is lower bounded by zero and V̈ is finite because β(φ, θ) in (5.4) is bounded,
since β(φ, θ) = β(φ,Rθ), ξ1 = φ̃ is bounded, and φref is bounded by design. With
these conditions, it follows from Barbalat’s Lemma [48] that (ξ1, ξ2) → (0,0)

asymptotically as t→ ∞. This implies that also φ̃ and
˙̃
φ converge to zero asymp-

totically.

Remark 5.3. Since the regressor β(φ, θ) is not persistently exciting (PE), we

cannot expect the adaptive estimate, θ̂ to converge to the true ocean current vc.
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5.2.2 Velocity control

For the design of the velocity controller, the reduced system dynamics on the
invariant manifold Γ3 is considered. On Γ3, the dynamics of the forward velocity
(2.33g) reduces to

v̇t = − ct
m
vt,rel +Xn(λ, φ0)vn,rel −Xφ(λ, φ0)vφ, (5.6)

with Xn(λ, φ0) =
2cp
Nm

ēTφref(λ, φ0) and Xφ(λ, φ0) =
cp
Nm

φTref(λ, φ0)AD̄. For the
feedback control of the forward velocity, we propose an adaptive backstepping con-
troller in order to stabilize the error coordinates z1 = ṽt = vt− vref and z2 = λ̇− ζ,
where ζ is a virtual control input. While the adaptive backstepping controller in
Section 5.2.1 was derived using standard techniques (e. g. [56]), the adaptive veloc-
ity controller design is not as straightforward. Both the dynamics in Section 5.2.1
and in this section are non-autonomous, but for the joint controller in Section 5.2.1,
this did not affect the control design, it only complicated the analysis. For the
velocity controller, however, the system structure is such that parameter-varying
terms have to be compensated in the first design step. The dynamics of these terms
depend on the unknown ocean current as well, which makes the control design dif-
ferent from the method for non-autonomous systems in [24]. The derivation of the
controller is therefore presented step by step in the following.

To begin with, (5.6) is re-written and expanded to

v̇t = − ct
m
vt +Xn(λ, φ0)vn −Xφ(λ, φ0)ē

∂g2
∂φ0

φ̇0 − β
T
λ,1(λ, φ0, θ)vc −Xλ(λ, φ0)λ̇,

(5.7a)

λ̈ = uλ, (5.7b)

with Xλ(λ, φ0) = Xφ(λ, φ0)[αg1(1) cos(λ), . . . , αg1(N − 1) cos(λ+(N − 2)δ)]T and

βTλ,1(λ, φ0, θ) = [− ct
m
, Xn(λ, φ0)]R

T
θ . The first design step is then to use the virtual

control input in (5.7a), ζ = λ̇, and the current estimate θ̂λ to stabilize z1 = ṽt to
zero. With the Lyapunov function V1 = 1

2z
2
1 and ż1 = v̇t, we choose

ζ = 1
Xλ(λ,φ0)

ζ∗(λ, φ0, φ̇0, vn, θ, z1, θ̂λ), (5.8a)

ζ∗(·) = − ct
m
vref +Xn(λ, φ0)vn −Xφ(λ, φ0)ē

∂g2
∂φ0

φ̇0 − βTλ,1(λ, φ0, θ)θ̂λ + kλ,1z1

(5.8b)

with the control gain kλ,1 > 0. Note that Xλ(λ, φ0) > 0 is bounded away from zero

because of the phase shift δ [90]. However, when analysing V̇1, we need to keep in

mind that we do not directly control λ̇, and that the current estimate θ̂λ is not
necessarily exact, i. e. take into account the errors z2 = λ̇− ζ and θ̃λ = vc − θ̂λ in

ż1 = −( ct
m

+ kλ,1)z1 −Xλ(λ, φ0)z2 − θ̃
T

λβ1(λ, φ0, θ), (5.9)

yielding

V̇1 = −( ct
m

+ kλ,1)z
2
1 −Xλ(λ, φ0)z1z2 − θ̃

T

λβ1(λ, φ0, θ)z1. (5.10)

In order to stabilize z2 to zero, we design the control law uλ in the second step,

using the Lyapunov function V2 = V1 + 1
2z

2
2 + 1

2γλ
θ̃
T

λ θ̃λ. For doing so, the time
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derivative ζ̇ is required. This complicates the control design significantly, because
the dynamics of the uncontrolled state vn enters the controller and it depends on
the relative velocities, i. e. the unknown term. The time derivative of ζ is given by

ζ̇ = ζ̇∗(λ,λ̇,φ0,φ̇0,φ̈0,vn,v̇n,θ,vθ,z1,ż1,θ̂λ,
˙̂
θλ)

Xλ(λ,φ0)
− ζ∗(λ,φ0,φ̇0,vn,θ,z1,θ̂λ)Ẋλ(λ,λ̇,φ0,φ̇0)

X2
λ(λ,φ0)

. (5.11)

The second term in (5.11) only contains known signals and is not written down
explicitly for compactness. However, ζ̇∗ in the first term contains unknown signals
that have to be compensated for by the adaptive controller. It is obtained by taking
the time derivative of ζ∗ in (5.8b) and inserting (2.33h), (5.9) and θ̃λ = vc − θ̂λ:

ζ̇∗ =
(
∂Xn

∂λ
λ̇+ ∂Xn

∂φ0
φ̇0 −Xn

cn
m

)
vn +X2

nvt +
[
−X2

n Xn
cn
m

]
RT
θ vc

− ∂Xφ

∂λ
ēλ̇ ∂g2

∂φ0
φ̇0 − ∂Xφ

∂φ0
ē ∂g2
∂φ0

φ̇20 −Xφē
∂2g2
∂φ2

0
φ̇20 −Xφē

∂g2
∂φ0

φ̈0

−
(
∂βT

λ,1

∂λ
λ̇+

∂βT
λ,1

∂φ0
φ̇0 +

∂βT
λ,1

∂θ
vθ

)
θ̂λ − β

T
λ,1

˙̂
θλ

+ kλ,1

(
− ( ct

m
+ kλ,1)z1 −Xλz2 + βTλ,1θ̂λ − βTλ,1vc

)
.

(5.12)

In (5.12), the function arguments are omitted for better readability and the time

derivative of the current estimate
˙̂
θλ has not been inserted yet, because it will

be designed in the next step. From (5.12) we can see why standard backstepping
methods from the literature [24, 56] cannot be applied: the unknown term, vc,
enters the time derivative of the virtual control input ζ through ζ̇∗. With the
Lyapunov function V2 and ż2 = uλ − ζ̇, the control input is chosen as

uλ = −(kλ,2 + kλ,1)z2 +
(
Xλ +

X2
n

Xλ
− kλ,1

Xλ
( ct
m

+ kλ,1)
)
z1 +

X2
n

Xλ
vref

− ζ∗Ẋλ

X2
λ

+ 1
Xλ

(
∂Xn

∂λ
λ̇+ ∂Xn

∂φ0
φ̇0 −Xn

cn
m

)
vn

− 1
Xλ

(
∂Xφ

∂λ
ēλ̇ ∂g2

∂φ0
φ̇0 +

∂Xφ

∂φ0
ē ∂g2
∂φ0

φ̇20 +Xφē
∂2g2
∂φ2

0
φ̇20 +Xφē

∂g2
∂φ0

φ̈0

)

− 1
Xλ

(
∂βT

λ,1

∂λ
λ̇+

∂βT
λ,1

∂φ0
φ̇0 +

∂βT
λ,1

∂θ
vθ − kλ,1β

T
λ,1

)
θ̂λ − 1

Xλ
βTλ,1

˙̂
θλ + βTλ,2θ̂λ

(5.13)
with the control gain kλ,2 > 0 and

βTλ,2 = 1
Xλ

[
kλ,1

ct
m

−X2
n −kλ,1Xn +Xn

cn
m

]
RT
θ . (5.14)

Again, the function arguments in (5.13) and (5.14) have been omitted for compact-
ness. The control law (5.13) yields the following dynamics of the error z2:

ż2 = Xλ(λ, φ0)z1 − kλ,2z2 − θ̃
T

λβ2(λ, φ0, θ) (5.15)

and thus

V̇2 =− ( ct
m

+ kλ,1)z
2
1 − kλ,2z

2
2

− θ̃
T

λβλ,1(λ, φ0, θ)z1 − θ̃
T

λβλ,2(λ, φ0, θ)z2 − 1
γλ

θ̃
T

λ
˙̂
θλ.

(5.16)
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Finally, the adaptive update law is designed as

˙̂
θλ = −γλ(βλ,1z1 + βλ,2z2), (5.17)

thus cancelling the remaining indefinite terms in V̇2 and making

V̇2 = −( ct
m

+ kλ,1)z
2
1 − kλ,2z

2
2 (5.18)

negative semi-definite. Postponing the design of the adaptive update law until the
last step is inspired by the tuning function procedure in [56]. Note, however, that
the system structure in this article is fundamentally different from the autonomous
system in [56].

Proposition 5.2. Suppose that the robot described by (2.33) moves according to
(5.2) on the manifold Γ3. The adaptive control law (5.13),(5.17) globally asympto-
tically stabilizes the set

Γ2 = {(x, ẋ, λ, λ̇, φ0, φ̇0) ∈ Γ3 : vt = vref} (5.19)

relative to Γ3, i. e. ṽt → 0.

Proof. The closed-loop system with the error coordinates z1 and z2 reads as given

by (5.9) and (5.15). With the Lyapunov function V2 = 1
2z

2
1+

1
2z

2
2+

1
2γλ

θ̃
T

λ θ̃λ we get

the time derivative V̇2 in (5.18), which is negative semi-definite. We can conclude
that the origin (z1, z2, θ̃λ) = (0, 0,0) is uniformly globally stable and z1, z2, and θ̃λ
are bounded. Again, the analysed error system is a non-autonomous system because
it depends on the time-varying parameters φ0, θ. However, V2 is lower bounded by
zero and V̈2 is finite because all time-varying parameters enter the dynamics of
z1, z2 within a sine, cosine, or saturation function. With these conditions, we can
employ Barbalat’s Lemma to conclude that (z1, z2) → (0, 0) as t→ ∞. This implies
that vt → vref and λ̇→ ζ.

Remark 5.4. Note that the result in Proposition 5.2 implies that θ̃λ is bounded.
However, in order to show convergence of the estimate θ̂λ → vc, one has to check if
the regressor defined by βλ,1,βλ,2 is PE. In the particular case of snake robots, this
is complicated by the fact that the regressor and thereby the PE property depend
on the gait parameters, as will be discussed in Section 5.4. A formal analysis of
the regressor and rigorous conditions on the gait for PE remain a topic for future
work.

5.2.3 Orientation control

In the last step of the hierarchical control design, we propose an orientation con-
troller based on the reduced system dynamics on Γ2. The reduced system is ob-
tained by evaluating (2.33b),(2.33f) on the invariant manifold Γ2:

θ̇ = vθ, (5.20a)

v̇θ = −λ1vθ + ψ1(θ)
N−1 ē

Tφref(λ, φ0), (5.20b)
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where ψ1(θ) = λ2(vref − [cos θ, sin θ]vc). The objective of the orientation controller
is to use the control input uφ = φ̈0 to stabilize the error coordinate θ̃ = θ − θref
to zero. Inspired by the control design in [91], this is achieved by taking the time
derivatives of (5.20b) until the input uφ shows up:

v
(3)
θ = −λ1v̈θ + ψ2(φ0, φ̇0, λ, λ̇, θ, vθ, v̇θ) + ψ1(θ)

∂g2
∂φ0

uφ + ψ3(θ, λ)λ̈ (5.21)

with

ψ2(·) =− 2λ2

N−1

[
− sin θ cos θ

]
vθvcē

T φ̇ref(λ, λ̇, φ0, φ̇0)

− λ2

N−1

( [
− sin θ cos θ

]
v̇θvc +

[
− cos θ − sin θ

]
v2θV vc

)
ēTφref(λ, φ0)

− λ2

N−1

(
vref −

[
cos θ sin θ

]
vc

)
ēT

[
αλ̇2g1(1) sinλ

. . .

αλ̇2g1(N − 1) sin(λ − (N − 2)δ)

]

+ λ2
(
vref −

[
cos θ sin θ

]
vc

)
∂2g2
∂φ2

0
φ̇20

(5.22)
and

ψ3(θ, λ) =
λ2

N−1

(
vref −

[
cos θ sin θ

]
vc

)
ēT

[
αg1(1) cos λ

. . .

αg1(N − 1) cos(λ − (N − 2)δ)

]
. (5.23)

All of the equations above depend on the unknown ocean current, which compli-
cates the control design. In particular, the function ψ1 that is multiplied with the
control input contains the unknown signal, which is why we cannot design an adap-
tive controller analogously to the joint and velocity controllers. We will therefore
make the following assumption.

Assumption 10: For the design of the orientation controller, an exact current es-
timate θ̂ = vc is available.

Remark 5.5. The adaptive term in the velocity controller (5.13) provides an esti-
mate of the unknown current. More specifically, the analysis in Section 5.2.2 shows
that θ̂λ converges and the estimation error θ̃λ is bounded. If the regressor in (5.17)
is PE, the remaining offset will converge to zero.

Based on Assumption 10 and (5.21), the control law

uφ =
1

ψ̂1(θ)
∂g2
∂φ0

[
λ1θ̃

(3) − ψ̂2(·)− kφ,3θ̃
(3) − kφ,2

¨̃θ − kφ,1
˙̃θ − kφ,0θ̃

]
(5.24)

is proposed. In (5.24), the control gains kφ,3, kφ,2, kφ,1, kφ,0 > 0 are introduced and

the superscript ·̂ indicates that instead of the unknown current, the estimate θ̂λ is
used to compute ψ1(·) and ψ2(·). The same is done for the computation of the time
derivatives of θ. Note that the last term on the right hand side of (5.21) cannot
be compensated by the feedback-linearizing controller (5.24). This is due to the
design of uλ in (5.13), which contains a term depending on φ̈0.

Remark 5.6. Because of prioritizing the velocity control higher than the orien-
tation control, the choice vref > Vc,max, and Assumption 10, ψ1 is bounded away
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5.2. Control design

from zero. Furthermore, ∂g2
∂φ0

6= 0, because g2 is strictly increasing. The controller

in (5.24) therefore improves previous results for terrestrial snake robots [90, 91],
where singularities were an issue in the orientation controller. However, care needs
to be taken when implementing (5.24). When tuning the control system it needs
to be made sure that the current estimate converges sufficiently fast in order to
avoid a singularity. Similarly, the control gains in (5.24) should be tuned such that
φ0 remains sufficiently small to not drive g2 into saturation. Even though ∂g2

∂φ0
6= 0,

numerical problems can occur for large φ0.

Under Assumption 10, the following result holds for the orientation controller
in (5.24):

Proposition 5.3. Suppose that the robot described by (2.33) moves according to
(5.2) and (5.13) on the manifold Γ2 and that measurements of the ocean current
velocities are available. If the control input of the velocity controller has no finite
escape times and goes to zero, uλ → 0, the control law (5.24) globally asymptotically
stabilizes the manifold

Γ1 = {(x, ẋ, λ, λ̇, φ0, φ̇0) ∈ Γ2 : ‖θ − θref‖ = 0} (5.25)

relative to Γ2, i. e. θ → θref .

Proof. The closed-loop system (5.21) with (5.24) is a linear system with the para-
meter-varying input matrix

b(λ, θ) =
[
0 0 0 λ2

N−1(vref − [cos θ, sin θ]vc)
∑N−1

i=0 αg1(i) cos(λ+ (i− 1)δ)
]T

(5.26)
and input λ̈:




˙̃
θ
¨̃
θ

θ̃(3)

θ̃(4)


=




0 −1 0 0
0 0 −1 0
0 0 0 −1

−kφ,0 −kφ,1 −kφ,2 −kφ,3




︸ ︷︷ ︸
H




θ̃
˙̃
θ
¨̃
θ

θ̃(3)




︸ ︷︷ ︸
Θ

+b(λ, θ)λ̈.
(5.27)

The matrix H is Hurwitz by design and it can be verified with the matrix expo-
nential of H and the bound ‖b(λ, θ)‖ ≤ B that (5.27) is input-to-state stable and
disturbed by the input λ̈:

‖Θ(t)‖ ≤ ce−λ̃(t−t0)‖Θ(t0)‖ + cB

λ̃
λ̈. (5.28)

If the finite bound ‖λ̈‖ ≤ ǫλ exists and λ̈ → 0 as t → ∞, the orientation will
therefore converge to θ → θref as t→ ∞.

Note that even if λ̈ does not converge to zero, the disturbance by λ̈ can be made
small by making λ̃ in (5.28) large, i. e. placing the eigenvalues of H such that they
are far in the left hand plane by choosing the gains kφ,3, kφ,2, kφ,1, kφ,0 accordingly.

In this case, θ̃ is practically stabilized to zero.
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5. Adaptive Control Using Absolute Velocity Measurements

5.3 Stability analysis

In Section 5.4, simulation results will demonstrate that the proposed control system
(5.2),(5.13),(5.24) can stabilize all error coordinates to zero for an underwater snake
robot that is exposed to an unknown, constant ocean current. In this section we will
present an analysis that shows boundedness of the zero dynamics. Furthermore, we
sketch how to show uniform global asymptotic stability of the closed-loop system
under conditions that guarantee PE in the velocity controller.

As was pointed out in Remark 5.2, the sideways velocity vn of the robot cannot
be controlled directly. However, the following property holds for the closed-loop
system.

Proposition 5.4. Suppose that the body shape, forward velocity, and orienta-
tion of an underwater snake robot described by (2.33) are controlled according to
(5.2),(5.13), and (5.24). Then, the sideways velocity, vn, is uniformly bounded.

Proof. With the Lyapunov function Vn = 1
2v

2
n and (2.33h) the time derivative V̇n

is given by

V̇n = − cn
m
v2n +

2cp
Nm

ēTφvtvn + ( cn
m
Vn − 2cp

Nm
ēTφVt)vn, (5.29)

where Vn and Vt are the components of the current velocity in the body-aligned
frame. The second and third term on the right hand side of (5.29) are indefinite.
However, we know that vt and ēTφ are bounded since vt → vref and φ → φref , and
‖ēTφref‖ ≤ ǫφ. We denote these bounds by ‖vt‖ ≤ v̄t and ‖ēTφ‖ ≤ ǭφ. Furthermore
we conclude from the bound on the current magnitude in Assumption 2, Vc,max,
that ‖Vn‖ ≤ Vc,max and ‖Vt‖ ≤ Vc,max.

Therefore we have that

V̇n ≤ − cn
m
v2n + vnk. (5.30)

We can now use Young’s inequality [6]

ab ≤ ξa2

2 + b2

2ξ , ξ > 0 (5.31)

to reformulate (5.30) to

V̇n ≤ (− cn
m

+ ξ
2 )v

2
n + k2

2ξ . (5.32)

By choosing ξ < 2cn
m

we can make sure that the coefficient of v2n is negative and
conclude from the Comparison Lemma (Lemma A.3) that

Vn(t) ≤ e−c1tVn(0) + c2, (5.33)

which implies that vn is bounded.

Remark 5.7. Note that the result in Proposition 5.4 does not depend on Assump-
tion 10.

Future work will establish conditions on the gait in (5.1) under which the re-
gressor in (5.17) is PE, and the convergence of the current estimate to the true
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5.4. Simulation study

Table 5.1: Control gains of the adaptive velocity and orientation control system.

k1 k2 γ1 kλ,1 kλ,2 γ2 kφ,0 kφ,1 kφ,2 kφ,3
3 6 1 0.1 10 0.04 2 21 60 20
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Figure 5.2: Simulation results of the velocity controller: The path of the robot.

value can be shown. With these conditions, the orientation controller can be shown
to asymptotically stabilize the set

Γ1 = {(x, ẋ, λ, λ̇, φ0, φ̇0) ∈ Γ2 : ‖θ − θref‖ ≤ ǫ} (5.34)

relative to Γ2, if all states are bounded.
In previous studies for terrestrial snake robots [90, 91], numerical simulations

were used to show that the states generated by uλ and uφ remain bounded. Simi-
larly, in the next section of this article, we will see simulation results that indicate
that all states remain bounded, and the error coordinates converge to zero.

5.4 Simulation study

This section presents simulation results that illustrate the performance of the con-
trol system that was developed in this chapter.

5.4.1 Simulation set-up

The model (2.33) and the control system (5.2),(5.13),(5.24) were implemented in
Matlab and simulated using the ode23t solver with an absolute and relative error
tolerance of 10e-6. The model parameters were chosen according to Table 2.3 and
the snake robot was exposed to an ocean current with the components Vx = −4
cm/s and Vy = −1 cm/s. The gains of the control system are displayed in Ta-
ble 5.1. They were obtained by tuning the control system stage by stage. The gait
parameters of (5.1) were chosen as α = 7 cm and δ = 40◦, and the gait functions
were chosen as g(i) = 1 and g2(φ0) = φ0,max tanh(

φ0

φ0,max
) with φ0,max = α. The

references for the velocity and orientation controller were set to vref = 8 cm/s and
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Figure 5.3: Simulation results of the velocity controller for δ = 40◦: All controlled
states converge to their reference values. All control inputs remain bounded.

θref = 45◦. All states were initialized at zero, i. e. the robot was initially straight,
aligned with the x-axis, and fixed in the origin. As a first step, the control system
was simulated without the restrictive Assumption 10, i. e. only the joint and veloc-
ity controllers were included, and the orientation control input uφ was set to zero.
In a second step, the entire control system was simulated.

5.4.2 Simulation results

Figure 5.2(a) shows the path of the robot during the first simulation. The error
signal of the joint controller and the control torque are displayed in Figure 5.3(a),
the forward velocity and the state related to the body frequency, λ̇, in Figure 5.3(b),
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Figure 5.4: Simulation results of the velocity controller for δ = 50◦: All controlled
states converge to their reference values. All control inputs remain bounded.

and the adaptive term of both the joint and the velocity controller in Figure 5.3(c).
It becomes clear from the figures that all error coordinates converge to zero and all
signals remain bounded. However, for the current estimate of both control stages,
only one component converges to the correct value. Clearly, the regressors used in
the adaptive control laws are not PE for the particular choice of gait parameters.

The simulation was therefore re-run with a phase shift of δ = 50◦. The path
of the robot during this simulation is displayed in Figure 5.2(b). Figure 5.4 shows
the analogous signals of Figure 5.3 for the second simulation. All controlled states
still converge, all signals remain bounded, and the current term of the joint con-
troller still does not provide an exact estimate. However, it can now be seen from
Figure 5.4(c) that the current estimate of the velocity controller, θ̂λ, converges
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Figure 5.5: Simulation results of the complete controller: The path of the robot.

to the correct values after an initial overshoot. This overshoot is a result of not
tuning the control gains for the new gait parameters. The parameter convergence
in Figure 5.4(c) indicates that Assumption 10 is a valid assumption if the gait
parameters are chosen accordingly.

Both simulations were repeated with the orientation controller activated. The
path of the robot during both scenarios is shown in Figure 5.5, where we see that
the robot now turns towards its reference orientation. The signals of the single con-
trol stages are displayed in Figures 5.6 and 5.7, which show that all error signals
converge to zero while all signals remain bounded. In addition to the signals pre-
sented in the above discussion, the orientation of the robot, and the offset φ0 that
induces turning motion are now displayed in Figures 5.6(c) and 5.7(c). It can be
concluded from Figure 5.6(c) that the orientation of the robot converges towards
its reference, even for δ = 40◦, where Assumption 10 is violated in the first scenario.
This is a result of the turning of the robot, which provides additional information
to the adaptive controller. The same effect can be observed in Figure 5.6(d), where
the current estimate of the velocity controller now converges to the correct value.

5.5 Chapter summary

We have presented a control system for velocity and orientation control of un-
derwater snake robots using absolute velocity feedback. The control system has a
hierarchical structure, where the highest priority is to stabilize virtual joint con-
straints that encode a planar gait. In order to do so, we designed an adaptive joint
controller and showed that the controller asymptotically stabilizes the constraint
manifold. The second and third priority of the control system were to control the
velocity and the orientation of the robot using dynamic compensators whose states
parametrize the virtual joint constraints. We proposed an adaptive controller that
asymptotically stabilizes the forward velocity error to zero and an orientation con-
troller that utilizes the current estimate of the velocity controller. It was shown
that the zero dynamics of the closed-loop system remains bounded, and simulation
results demonstrated the performance of the controller.
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Figure 5.6: Simulation results of the complete controller for δ = 40◦: All controlled
states converge to their reference values. All control inputs remain bounded.
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Figure 5.7: Simulation results of the complete controller for δ = 50◦: All controlled
states converge to their reference values. All control inputs remain bounded.
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Chapter 6

Set-Based Path-Following and

Obstacle Avoidance Guidance

This chapter presents a set-based guidance strategy for path-following with obsta-
cle avoidance for underwater snake robots conducting planar sinusoidal motion.
The guidance scheme is designed such that the robot follows a straight path and
avoids obstacles on the way by following a circle around them. In order to enable
a switching between these two tasks, we generalize a strategy that was introduced
for surface vessels, by making the switching condition independent of the dynamics
and thus applicable for a larger class of systems. The guidance system is shown to
fulfil the control objectives at a kinematic level. We present new test results that
validate the set-based guidance scheme for the first time experimentally.

Contributions of this chapter The main idea of the proposed guidance stra-
tegy is to make the robot converge to and follow a straight path and only leave it
in order to circumvent an obstacle that is in the way. In that case, the guidance
switches into obstacle avoidance mode, and the robot follows a circle around the
obstacle. As soon as the obstacle is passed, the robot converges to the original
straight path again. To this end, we generalize the set-based guidance strategy for
obstacle avoidance of autonomous surface vessels in [73] in order to make it suit-
able for snake robots. More specifically, the switching conditions are reformulated
in a more general, purely kinematic manner. This makes the switching strategy
independent of the dynamic model, and thus applicable to a more general class
of systems, including snake robots. For a snake robot, considering the dynamics
would introduce oscillations to the guidance due to the oscillating nature of snake
robot locomotion, and thus make the set-based system vulnerable to chattering.
Furthermore, the new switching strategy is combined with a modified guidance law
for snake robots from [78]. This guidance controller is suitable for generic paths,
and can thus be applied both for the straight line path-following mode, and the ob-
stacle avoidance mode, which requires a circular reference path. In this chapter, the
guidance law is modified in order to allow circular path-following in both directions,
thus enabling the robot to choose the shortest way around the obstacles blocking
its path. We show that the modifications to the guidance law preserve the stability
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6. Set-Based Path-Following and Obstacle Avoidance Guidance

properties. Finally, the obstacle avoidance strategy is experimentally tested with a
swimming snake robot for different stationary obstacles. The experimental results
validate the proposed set-based path-following and obstacle avoidance guidance
scheme, and are the first test results of the set-based control strategy that have
been obtained with a floating-base robot.

Organization of this chapter In Section 6.1, some basic assumptions are
made. The control objectives are formulated in Section 6.2. In Section 6.3, the
set-based path-following and obstacle avoidance guidance strategy for underwater
snake robots is proposed and analysed. An experimental study, which validates the
approach, is presented in Section 6.4. Concluding remarks are given in Section 6.5.

Publications This chapter is based on [54].

6.1 Basic assumptions

This chapter focuses on a snake robot that employs lateral undulation according
to (1.2):

φi = α sin(ωt+ (i − 1)δ) + φ0, i = 1, . . . , N − 1. (6.1)

Assumption 11: The underwater snake robot is neutrally buoyant and moves in a
plane according to (6.1), with a forward velocity vt > 0.

Remark 6.1. It has been shown that lateral undulation according to (6.1) results
in a forward velocity in Section 2.5.

Assumption 12: The robot is not exposed to ocean currents.

Assumption 13: The robot moves within an environment containing k stationary
obstacles. The single obstacles are located sufficiently far away from each other so that
the robot can travel safely between them.

Remark 6.2. Assumption 13 implies that only one obstacle at a time has to be
accounted for by the guidance system.

6.2 Control objectives

The problem of following a path whilst avoiding obstacles along the way can be
considered as a multiple-task control problem, where the path-following objective
defines one task, and the obstacle avoidance objective defines another, higher pri-
oritized task. The snake robot is supposed to follow a straight path while avoiding
k stationary obstacles on the way. This is achieved by ensuring that the robot al-
ways stays outside a circle with obstacle j located in the circle center, and a safe
radius rs,j . The tasks of path-following and simultaneous obstacle avoidance can
be in conflict with each other if an obstacle is on or close to the path. In this case,
we will prioritize the obstacle avoidance task over the path-following task in order
to ensure a safe operation. Thus, we can formalize the above considerations in the
following prioritized control objectives:
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6.3. Set-based guidance for path-following and obstacle avoidance

Objective 1: The distance between the CM of the snake robot (px, py) and the
center of every obstacle j, (po,jx, po,jy), should always be greater than or equal to

some safe radius rs,j :
√
(px − po,jx)2 + (py − po,jy)2 ≥ rs,j , j = 1, . . . , k.

Remark 6.3. As opposed to conventionally propelled marine vehicles, an under-
water snake robot changes its configuration continuously. It can therefore not be
guaranteed that keeping the CM outside of the obstacle will at all times prevent
collisions. We therefore propose to define the safe radius rs as the maximal extent
of the obstacle ro plus half the snake length rs = ro +

NL
2 .

Objective 2: The robot should, without loss of generality, converge to and follow
the global y-axis: lim

t→∞
‖py(t)‖ = 0.

The difference between the tasks is that the path-following task constitutes an
equality task, whereas the obstacle avoidance task is set-based, which can be seen
from the inequality in Objective 1.

6.3 Set-based guidance for path-following and obstacle

avoidance

In [75], a singularity-robust multiple task-priority inverse kinematics framework
was proposed, which can handle both equality and set-based tasks. The framework
from [75] was later used for collision avoidance of underactuated surface vessels
in [73]. In this section, we will generalize the framework from [73], by making the
conditions that switch between the single tasks independent of the dynamic model
and thus applicable for other systems as well. In order to make it suitable for snake
robots, the new set-based switching strategy is combined with a general path-
following guidance for snake robots. The guidance method provides both the option
to follow a straight reference path, which is well-suited to for the path-following
task, and a circular reference path, which can be used for the obstacle avoidance
task. In the following, we will derive the strategy for one obstacle for simplicity.
Note that it is straightforward to extend it to k obstacles by repeating the strategy
k times, once for each obstacle, as long as the obstacles are not overlapping.

6.3.1 Definitions

As a preparation for the set-based guidance scheme that will be introduced in
Sections 6.3.2 and 6.3.3, we make the following definitions:

Definition 8: The path-following mode is defined as Mode 1, and the obstacle
avoidance mode as Mode 2.

Definition 9: The set-based obstacle avoidance task σo is defined as the distance
between the robot and the obstacle center σo =

√
(px − po,x)2 + (py − po,y)2, and

the path-following equality task σp as the distance between the robot and the path
σp = py.
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Figure 6.1: Definitions of the set-based framework.

The key idea of the framework [75], that we will base the guidance strategy on,
is to include set-based tasks into the multiple task control framework by freezing
the set-based task, thus turning it into an equality task, if it is about to leave its
valid set D.

Definition 10: The valid set for σo is D = [σmin,∞) with the boundary σmin =
min(rm,max(σo, rs)), and the tangent cone to D is

TD(σo) =

{
R

+
o , σo = σmin

R, σo > σmin

. (6.2)

The tangent cone TD(σo) is used as an indicator of whether the task is about
to leave the set D: this is the case if the task derivative σ̇o /∈ TD(σo).

It was pointed out in [73] that the framework from [75] has to be adapted when
used with underactuated dynamic systems, which can be achieved by introducing
a mode change radius rm > rs. Within the circle with radius rm, switching from
path-following to obstacle avoidance mode can be activated if certain conditions
are satisfied. These conditions will be discussed in Section 6.3.3.

Definition 11: The radius within which obstacle avoidance can be active is called
the mode change radius rm.

As soon as these conditions are no longer valid, the control system switches back to
the default path-following mode. The above definitions are illustrated in Figure 6.1.
In order to ensure that both control objectives are fulfilled, we make an additional
assumption:

Assumption 14: The mode change radius rm is chosen sufficiently large for the
robot to converge to steady state in obstacle avoidance mode without overshooting.
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6.3. Set-based guidance for path-following and obstacle avoidance

6.3.2 The guidance law

The general formulation of a reference velocity vector µ = [µx, µy]
T for the robot

was proposed for terrestrial snake robots in [78] as

µ(p) = −
dhTp

‖dhp‖2
(
ktranh(p)

)
+

[
0 1
1 0

]
dhTp

v

‖dhp‖
, (6.3)

where h(p) is an error function implicitly defining the desired path, dhTp = ∇h(p)
is a vector that is normal to the level sets of h, ktran > 0 is a transversal gain, and
v > 0 is the desired along-path velocity. It was shown in Chapter 4 that (6.3) can
also be used for underwater snake robots, as long as there are no currents, which
is in accordance with Assumption 12.

In this chapter, the guidance law (6.3) is modified in order to enable a choice
of direction:

µ(p) = −
dhTp

‖dhp‖2
(
ktranh(p)

)
+ ν

[
0 1
1 0

]
dhTp

v

‖dhp‖
,

ν =

{
−1, Mode = 2 ∧ po,y > 0

+1, else.
(6.4)

If po,y > 0, the sign of the second term is changed from positive to negative in
obstacle avoidance mode, which makes the robot follow the circle counter-clockwise
instead of clockwise, thus always choosing the shortest way around the obstacle.
The reference heading θref for the robot is then obtained from (6.4) by the relation

θref = arctan(
µy

µx
). (6.5)

For Mode 1, the error function h(p) in (6.4) is simply given by h1(p) = py. In the
second case, Mode 2, h(p) is defined as h2(p) = (px − po,x)

2 + (py − po,y)
2 − r2s ,

describing a circle with radius rs around the obstacle.

Proposition 6.1. If the heading reference (6.5) obtained from the guidance law
(6.4) is tracked by an underwater snake robot in a sufficiently accurate manner,
the robot is practically stabilized to the desired path. In particular, for any ǫ > 0,
there exists a ktran such that the set {h(p) ≤ ǫ} is asymptotically stable, i. e. the
path-following error function h(p) stays close to zero.

Proof. The result follows from the proof of Proposition 17 in [78]. It is straight-
forward to extend the Lyapunov analysis in [78] for the adapted guidance law in
(6.4), because the second part on the RHS of (6.3) leads to an indefinite term that
can be cancelled out by a sufficiently large ktran. The analysis therefore does not
depend on the sign of ν.

Remark 6.4. In this chapter we focus only on the heading control of the robot,
which means that we do not actively control the velocity. This is in accordance with
Assumption 11, which states that the sinusoidal gait (6.1) ensures some forward
velocity vt. The desired velocity v in (6.4) will therefore be treated as a positive
control constant.
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6.3.3 Switching conditions

In the following we propose a strategy for switching between the two modes of the
system that were presented in the previous paragraphs. In contrast to the con-
dition in [73], the switching condition in this work is independent of the vehicle
dynamics. This is necessary because snake robots moving according to (6.1) dis-
play an oscillating behaviour. Using the dynamical model of such a robot in the
switching conditions would therefore result in a control system that is susceptible
to chattering.

The general idea of the strategy is that it is safe to do path-following as long as
the robot is outside of the mode change radius of the obstacle, σo ≥ rm, and thus
the default mode of the system is chosen to be Mode 1. In this case, the equality
based task is active, and the set-based task is implicitly satisfied and thus inactive.
As soon as the vehicle is inside the mode change radius, i. e. σo < rm, Mode 1 might
no longer be safe. Whether Mode 1 is safe or not can be determined by checking if
the reference velocity according to Mode 1 will drive the robot closer towards the
obstacle. In this case, the system needs to switch into Mode 2, which means that
the set-based task is activated by changing the control objective to σo = rs and thus
making the robot follow a circle with the safe radius rs around the obstacle, and
hence achieving obstacle avoidance. As soon as the guidance according to Mode 1
will take the robot further away from the obstacle, it is safe to switch back to
Mode 1, move back to the set-based objective σo ≥ rs, and thus fulfil both control
objectives. This strategy can be formalized using the task derivative σ̇o and the set
D with its tangent cone TD(σo) from Definition 10. The set D corresponds to the
area that is safe for the robot to move towards. If σ̇o ∈ TD(σo), the time evolution
of the task σo remains in the set D. If σ̇o /∈ TD(σo), the time evolution of the task
σo moves out of the set D, i. e. the vehicle comes closer to the obstacle, and the
guidance switches into Mode 2.

Whether the task derivative σ̇o is in the tangent cone TD(σo) can be checked
by looking at the orientation of the reference velocity vector µ. This relies on
the assumption that the controllers will ensure tracking of the heading reference
orientation θref . How to check if the task derivative is in the tangent cone σ̇o ∈
TD(σo) by analysing µ is visualized in Fig. 6.2. It is done by comparing the reference
angle θref to the angle θo, which is defined as

θo = arctan(
py−po,y
px−po,x ). (6.6)

The angle θo is the angle between the global x-axis and the virtual line between
the robot and the obstacle. If their absolute values add up to less than 90◦, the
vector µ points away from the obstacle and is safe to track.

Proposition 6.2. Given the guidance system (6.4), (6.5). If the condition |θref −
θo| ≤ π

2 holds for the reference heading θref , Mode 1 of the guidance provides a
reference that fulfils both Objectives 1 and 2.

Proof. A reference velocity vector with an orientation that fulfils the above condi-
tion will increase the distance between the robot and the obstacle, and thus not
violate Objective 1. It will furthermore, according to Proposition 6.1, make the
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θo

θref

x

y

µ
(px, py)

(po,x, po,y)

rs

rm

Figure 6.2: Checking if the conditions for switching back to Mode 1 are met: if
|θref − θo| ≤ π

2 , the vector µ is safe to track.

robot converge to the set {py ≤ ǫ}, which can be made arbitrarily small, and thus
fulfil also Objective 2.

If the reference of the guidance law is tracked exactly by the low level controllers,
the switching condition is equivalent to the one in [73].

Remark 6.5. The task derivative σ̇o depends on the dynamical model of the robot.
In this work, we disregard the dynamics of the system in the design of the switching
conditions, and base these solely on the kinematics. This choice was made because
of the oscillating nature of snake robot locomotion according to (6.1), which in-
evitably implies oscillations of the center of mass. Therefore, basing the switching
condition on the actual velocity of the robot predicted by a dynamic model would
result in chattering between the two modes, as the robot oscillates. The reference
velocity, on the other hand, is only based on the kinematics, and is therefore much
less exposed to oscillations, and thus a better fit for designing the switching con-
ditions. With the geometric considerations illustrated in Figure 6.2, it is possible
to determine if σ̇o ∈ TD(σ), provided that the control system tracks the reference,
without explicitly computing σ̇o. Note that this approach makes the guidance stra-
tegy more general in the sense that it can be used for any type of vehicle, because
it is independent of the dynamic model.

6.3.4 The switching algorithm

The implementation of the switching strategy from the previous paragraphs is
summarized in Algorithm 1. As an extension to k obstacles, the algorithm is run
in a for-loop for i = 1, . . . , k, with each iteration checking one obstacle.

Remark 6.6. The proposed approach is general in the sense that it is independent
of the dynamics of the robot. This implies that the proposed guidance for path-
following with obstacle avoidance can also be applied to terrestrial snake robots
without any modifications.

For the proposed guidance algorithm, the following stability result holds.
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Initialize:

last_mode = path_following;
while True do

if σo ≥ rm then

h(p) = h1(p);
mode = path_following;

else

if |θref − θo| ≤
π
2

then

h(p) = h1(p);
mode = path_following;

else

h(p) = h2(p);
mode = obstacle_avoidance;

end

end

last_mode = mode
end

Algorithm 1: The set-based path-following and obstacle avoidance guidance
scheme for underwater snake robots.

Proposition 6.3. Consider a neutrally buoyant underwater snake robot conduct-
ing planar motion according to (6.1). Provided Assumptions 11 to 14 hold and
the reference heading given by the set-based guidance algorithm in Algorithm 1 is
tracked, Objective 1 is fulfilled. Furthermore, as long as the system is in Mode 1,
Objective 2 is satisfied in the sense that lim

t→∞
‖py(t)‖ can be made arbitrarily small.

Proof. According to Proposition 6.1, the guidance law (6.4) makes sure that the
robot converges to the set H = {h2(p) ≤ ǫ} in Mode 2. Because the reference µ

is aligned with the path tangential when the robot is on the path, the robot will
converge to a circle with a radius larger than rs, the offset can be made small by
making ǫ small, i. e. choosing a large ktran. Given Assumption 14, we can use the
result from [75] regarding satisfaction of set-based tasks with the valid set D from
Definition 10 to show that the robot converges to H without violating Objective 1.
It follows directly from Proposition 6.1, that Objective 2 is satisfied in the sense
that lim

t→∞
‖py(t)‖ can be made arbitrarily small if the system is in Mode 1.

6.4 Experimental study

In this section we present an experimental study that validates the proposed set-
based guidance scheme. First, the set-up of the experimental tests is described,
before the experimental results are demonstrated.

6.4.1 Experimental set-up

The set-based path-following and obstacle avoidance guidance control scheme in
Algorithm 1 was tested in the Marine Cybernetics lab (MC-lab)1. The MC-lab

1The Marine Cybernetics lab (MC-lab) – operated by the Department of Marine Technology
at the Norwegian University of Science and Technology.
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6.4. Experimental study

Figure 6.3: The snake robot Mamba in the MC-lab. The basin is equipped with six
motion capture cameras, three mounted on each side.

comprises a 1.5 m deep basin of 40×6.45 m2 and is equipped with six cameras of the
underwater motion capture system Qualisys, that are used to measure the position
of reflective markers inside the basin. The camera set-up is shown in Figure 6.3.
The snake robot Mamba served as the test platform for the guidance strategy.
The robot can also be seen in Figure 6.3. Details about the robot can be found
on Appendix B. During the tests, a construction with five reflective markers was
attached to the head of the robot in order to provide a reference for the camera
positioning system. The geometry of the attachment makes sure that its three-
dimensional pose can be determined by the positioning system as soon as it is
within the range of at least two cameras. The position of the robot according to
the definition in Chapter 2 was computed from the position of the markers by using
the kinematic relations from Chapter 2. The orientation of the robot was defined
by the orientation of the head link, and could therefore be obtained directly from
the motion capture system.

The guidance algorithm, Algorithm 1, was implemented in LabVIEW. The
parameters in (6.4) were chosen as ktran = 0.02 and v = 0.05 for Mode 1, and
ktran = 0.012 and v = 0.05 for Mode 2. The required position measurements were
sent from the Qualisys Motion Tracker (QTM) software to LabVIEW at a frequency
of 10 Hz in order to be available for the guidance. In order to make the switching
feasible for the robot, the smoothing function fs(t, tswitch) was used to interpolate
between the heading reference of the active mode and the last heading reference
before the previous switch:

fs(t, tswitch) =
1
2 tanh(0.8(t− tswitch − 2)) + 1

2 . (6.7)

The time constant of the smoothing function was chosen such that the jump in
the reference was smoothed within one oscillation of the snake robot. The resulting
reference signal θref was then sent to the heading controller. For the heading control
input φ0 in (6.1), a PD-controller was implemented:

φo = −kp(θN − θref)− kd(θ̇N − θ̇ref). (6.8)

The gains of the controller were tuned as kp = 0.56 and kd = 0.03. The time

derivative θ̇N was obtained by numerically differentiating the angular measurement
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Figure 6.4: Experimental results of the first scenario: An obstacle with safety radius
rs = 1.5 m was placed 0.75 m to the left side of the path. In (a), the safe radius
rs is displayed as a grey, and the mode change radius rm as a dashed circle. The
dashed lines in (b) and (c) indicate the switching times.

from the positioning system in LabVIEW and the time derivative of the reference
heading, θ̇ref , was obtained from (6.5) through a third order low-pass filtering
reference model. The frequency of the reference model was chosen as π

2 , and the
damping was set to one. The resulting signal φ0 was saturated at φ0,max = ±20◦ to
respect the joint limitations, and sent to the low level joint controllers that enforce
the reference (6.1) on the single joints. These are P-controllers that are included in
the servo motors inside each joint. The parameters in (6.1) were chosen as α = 30◦,
ω = 90◦, and δ = 50◦. In our tests the position of the obstacle was assumed to
be known and directly included in the implementation. Combining the set-based
guidance system with robot vision in order to detect the obstacles autonomously
will be subject of future work.

6.4.2 Experimental results

The set-based path-following and obstacle avoidance guidance was tested in three
different scenarios with obstacles of different sizes and location. Because the range
of the motion capture system was limited to a length of ca. 10 m, only one obstacle
at a time was considered. Results of one case of each scenario are illustrated in
Figures 6.4 to 6.6. Photos of the robot Mamba during a test run are presented in
Figure 6.7.

Because of short available range of the camera system, the initial conditions were
chosen such that the robot started on and parallel to the path: py(0) ≈ 0, θN(0) ≈ 0.
The path of the robot is plotted in Figures 6.4(a), 6.5(a) and 6.6(a). It can be
seen that in every scenario, the robot left the path right after entering the mode
change circle. The robot then followed a circular path without violating the safety
radius. The offset of the robot to the grey circle was intentionally achieved by the
choice of the transversal gain ktran for Mode 2: in accordance with Proposition 6.1,
the offset to the circle can be made small by a higher choice of ktran. A better
tracking of the circle would however lead to an intersection of some of the robot’s
oscillations with the safety radius, so in accordance with Objective 1, we chose a
small gain ktran. In all three scenarios, the robot managed to converge back to the
path just before leaving the range of the camera system. The reference θref that
was provided by the guidance law is plotted in Figures 6.4(b), 6.5(b) and 6.6(b).
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Figure 6.5: Experimental results of the second scenario: An obstacle with safety
radius rs = 1 m was placed on the path. In (a), the safe radius rs is displayed as
a grey, and the mode change radius rm as a dashed circle. The dashed lines in (b)
and (c) indicate the switching times.
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Figure 6.6: Experimental results of the third scenario: An obstacle with safety
radius rs = 2 m was placed 1.5 m to the right side of the path. In (a), the safe
radius rs is displayed as a grey, and the mode change radius rm as a dashed circle.
The dashed lines in (b) and (c) indicate the switching times.

It can be seen in Figures 6.4(b), 6.5(b) and 6.6(b) that the smoothing function
(6.7) smooths the reference signal. The heading controller turned out to track the
reference nicely, and the control input φ0 remained within reasonable values, as
displayed in Figures 6.4(c), 6.5(c) and 6.6(c). The oscillations in the control input
φ0 are a result of the oscillations of the CM, that enter φ0 via the heading reference
θref . Such oscillations are inherent to snake locomotion according to (6.1) and we
do not attempt to suppress them in the control design. In some cases, the guidance
system switched back and forth between the two modes when exiting obstacle
avoidance mode. An example is provided in Figure 6.5. The heading reference
θref in Figure 6.5(b) and the control input φ0 in Figure 6.5(c) do, however, not
demonstrate chattering behaviour. This is owed to the smoothing function (6.7),
which prevents the chattering from entering the controllers.

6.5 Chapter summary

This chapter proposed a set-based guidance strategy for path-following with ob-
stacle avoidance for planar underwater snake robots. The guidance system utilizes
a switching strategy originally developed for autonomous surface vessels, which we
generalized in this work by introducing a new switching condition It is used in
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(a) Mode 1

(b) Mode 2

(c) Mode 2

(d) Mode 1

Figure 6.7: The snake robot Mamba during a test run. (a) The robot is started on
the path and towards the obstacle. (b) The set-based guidance strategy switches
into obstacle avoidance mode and the robot starts turning. (c) The robot circum-
vents the obstacle at a safe distance. (d) After passing the obstacle, the robot safely
converges back to the path.
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combination with a guidance scheme for underwater snake robots, which has been
extended to enable a choice of direction. The new switching condition makes the
set-based switching independent from the underlying dynamic model by consider-
ing only the kinematics, and thus generalizes the approach in [73] to a larger class
of systems, including terrestrial and underwater snake robots. This approach was
seen to be more suitable for snake robot locomotion, where the dynamic model will
induce oscillations due to the sinusoidal snake locomotion, and thus increase the
risk of chattering behaviour. The guidance system was shown to fulfil the control
objectives on a kinematic level. The proposed guidance strategy was combined with
a PD-heading controller and experimentally tested with a swimming snake robot
for several stationary obstacles of different sizes and locations with respect to the
path. These were the first tests of the set-based theory for a floating-base robot,
and the results validate the proposed guidance scheme.
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Chapter 7

Conclusions and Future Work

This thesis has considered guidance and control approaches for underwater snake
robots that move slowly with a planar, biologically inspired sinusoidal gait. The
control approaches developed in this thesis are model-based, which enabled formal
stability analyses. The guidance systems were designed such that they can reject
environmental disturbances or avoid collision with stationary obstacles.

In the first part of the thesis, two models for planar underwater snake robots
were presented. Both rely on the assumption that the robot is neutrally buoyant,
which allows for a two-dimensional model. The first model was adapted from pre-
vious literature and is based on first principles. Based on this model, an analysis
of planar sinusoidal locomotion was conducted, revealing several fundamental pro-
perties of planar underwater snake robot locomotion. These properties justified a
simplification in the first model and were used to motivate some further simplify-
ing assumptions, based on which the second model used in this thesis was derived.
This control-oriented model is an extension of previous models for terrestrial and
underwater snake robot, now taking into account ocean currents. The two models
were compared in an extensive simulation study, which showed that the control-
oriented model qualitatively captures the behaviour of the complex model, and
even quantitatively approximates the complex model well for certain restrictions
on the gait. The chapter was concluded by an analysis of the velocity dynamics
during sinusoidal gaits, which revealed relationships between the forward velocity
and certain gait parameters based on averaging theory. Interesting future work in
the area of modelling and locomotion analysis would be an extension of the mo-
dels to be valid for robots that move with a more general gait and including more
unmodelled effects. Furthermore, a relevant step would be to relax the assump-
tion of neutral buoyancy, include hydrostatic forces into the models, and extend
the equations of motion to a fully three dimensional model. This would allow the
use of other propulsion methods than planar sinusoidal gaits and pave the way for
extending the following motion control approaches to three dimensions.

Based on the two models, guidance and motion control approaches for under-
water snake robots were developed in this thesis. The first one was based on the
control-oriented model and used a sinusoidal gait in open loop to achieve a positive
velocity in the inner control loop. Using cascaded systems theory, a model-based ori-
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entation controller was designed as an outer loop, which steered the robot towards
and along a straight path while compensating for an unknown ocean current. The
reference for the orientation controller was obtained from an integral line-of-sight
guidance law. The control system was experimentally validated and formally shown
to be uniformly semi-globally exponentially stable. Future work on the control ap-
proach would include adding a velocity feedback controller in order to stabilize the
forward velocity to a given reference. The second method for guidance and motion
control was based on the complex model and is essentially a manoeuvring controller
that controls both the heading and the velocity of the robot, such that it follows a
generic path. It was an adaptation of a similar approach for terrestrial snake robots,
that was formally shown to practically stabilize the control objectives. The pro-
posed feedback control strategy utilized virtual constraints encoding biologically
inspired gaits on the snake robot configuration that are parametrized by states of
dynamic compensators and used to regulate the heading and forward velocity of
the snake robot. In order to adapt the control system for underwater robots, a
two-state ocean current observer based on relative velocity measurements was pro-
posed. The performance of the proposed control algorithm for several biologically
inspired gaits was demonstrated both in simulations for different path geometries
and in experiments. It turned out that the proposed velocity controller resulted in
a steady-state offset of the velocity, a drawback that should be addressed in future
work, for instance by adding integral action to the controller.

As a complement to the motion control approaches described above, which use
relative velocity measurements for feedback, one chapter of this thesis has con-
sidered the development of a method for robots that rely on absolute velocity
measurements. The control approach is based on enforcing virtual constraints that
impose a sinusoidal gait on the body shape using an adaptive backstepping con-
troller. The virtual constraints are parametrized by states of dynamic compensators
that control both the velocity and the orientation of the robot. For the velocity
control, a second adaptive controller was designed using backstepping techniques
and providing a current estimate for the orientation controller. A preliminary sta-
bility analysis showed that both the errors of the joint coordinates and the forward
velocity are asymptotically stabilized to zero, while stability of the orientation
controller relies on some assumptions. Simulation results illustrated the theoretical
discussion. Future work on this topic would include formulating conditions for the
gait under which we can show persistence of excitation in the velocity controller.
This will enable a more systematic design of the orientation controller that allows
for a formal stability analysis of the entire closed-loop system and an improvement
of the control method by including a guidance law.

Finally, a guidance strategy for path-following with obstacle avoidance for un-
derwater snake robots was developed in this thesis. The guidance strategy was
obtained by adapting a guidance system for surface vessels, that consists of two
modes, a path-following mode and an obstacle avoidance mode, for snake robot lo-
comotion. The guidance strategy was formally shown to guarantee obstacle avoid-
ance on a kinematic level and validated experimentally. In future work, the method
can be combined with an autonomous obstacle detection and extended to consider
moving obstacles and environmental disturbances additionally.
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Appendix A

Stability Definitions and Theorems

Stability definitions

Consider the non-autonomous system

ẋ = f(t,x), (A.1)

where f : [0,∞)×D → R
n is piecewise continuous in t and locally Lipschitz in x on

[0,∞)×D, and D ⊂ R
n is a domain that contains the origin x = 0. Suppose that

the origin x = 0 is an equilibrium of the system (A.1). We define the following.

Definition 12 (see Definition 4.4 in [48]): The equilibrium x = 0 of (A.1) is

• stable if, for each ǫ > 0, there is δ = δ(ǫ, t0) > 0 such that

‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ǫ, ∀t ≥ t0 ≥ 0. (A.2)

• uniformly stable (US) if, for each ǫ > 0, there is δ = δ(ǫ) > 0, independent of
t0, such that (A.2) is satisfied.

• unstable if it is not stable

• asymptotically stable (AS) if it is stable and there is a positive constant c =
c(t0) such that x(t) → 0 as t→ ∞, for all ‖x(t0)‖ < c.

• uniformly asymptotically stable (UAS) if it is uniformly stable and there is a
positive constant c, independent of t0, such that for all ‖x(t0)‖ < c,x(t) → 0

as t→ ∞, uniformly in t0; that is, for each η > 0, there is T = T (η) such that

‖x(t)‖ < η, ∀t ≥ t0 + T (η), ∀‖x(t0)‖ < c. (A.3)

• uniformly globally asymptotically stable (UGAS) if it is uniformly stable,
δ(ǫ) can be chosen to satisfy limǫ→∞ δ(ǫ) = ∞, and, for each pair of positive
numbers η and c, there is T = T (η, c) > 0 such that

‖x(t)‖ < η, ∀t ≥ t0 + T (η, c), ∀‖x(t0)‖ < c. (A.4)
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Definition 13 (see Definition 2.7 in [67]): The origin of the system (A.1) is said to
be uniformly locally exponentially stable (ULES) if there exist constants γ1, γ2, r >
0 such that for all (t0,x(t0)) ∈ R≥0 × Br

‖x(t, t0,x(t0))‖ ≤ γ1‖x(t0)‖e−γ2(t−t0) ∀t ≥ t0. (A.5)

If for each r > 0 there exist γ1, γ2 such that (A.5) holds for all (t0,x(t0)) ∈ R≥0 ×Br
then, the system is said to be uniformly semi-globally exponentially stable (US-
GES). Finally, the origin of system (A.1) is said to be uniformly globally expo-
nentially stable (UGES) if there exist γ1, γ2 > 0 such that (A.5) holds for all
(t0,x(t0)) ∈ R≥0 × R

n.

Cascaded systems

One system that is studied in this thesis is a cascaded nonlinear time-varying
system of the structure that was defined in [85]:

Σ1 : ẋ1 = f1(t,x1) +G(t,x)x2,

Σ2 : ẋ2 = f2(t,x2),
(A.6)

where x1 ∈ R
l, x2 ∈ R

m, and x = [xT1 ,x
T
2 ]
T . We assume that the functions f1(·),

f2(·), and G(·) are continuous in their arguments, locally Lipschitz in x, uniformly
in t, and f1(·) is continuously differentiable in both arguments. For the stability
analysis of such systems, the following theory can be applied.

Theorem A.1 (Theorem 2 in [85]). If the following assumptions are satisfied,
the cascaded system (A.6) is UGAS.

1. ẋ1 = f1(t,x1) is UGAS with a radially unbounded Lyapunov function satis-
fying

‖ ∂V
∂x1

‖‖x1‖ ≤ c1V (t,x1) ∀‖x1‖ ≥ η,

‖ ∂V
∂x1

‖ ≤ c2, ∀‖x1‖ ≤ η,

(A.7)

with c1, c2, η > 0.

2. ‖G(t,x))‖ ≤ θ1(‖x2‖) + θ2(‖x2‖)‖x1‖, where θ1, θ2 : R≥0 7→ R≥0 are conti-
nuous.

3. Σ2 is UGAS and ∫ ∞

t0

‖x2(t)‖dt ≤ φ(‖x2(t0)‖), (A.8)

φ(·) is a class K function.

In particular, Ass. 1) always holds for a quadratic Lyapunov function V [85], and
Ass. 3) is always fulfilled if Σ2 is κ-exponentially stable [65], i.e. UGAS and ULES
[101].

Proposition A.2 (Proposition 2.3 in [67]). If in addition to the assumptions in
Theorem A.1 the systems Σ2 and ẋ1 = f1(t,x1) are USGES then the cascaded
system (A.6) is USGES and UGAS. If the subsystems are UGES the cascade is
UGES.
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Comparison Lemma

Lemma A.3 (Lemma 3.4 in [48]). Consider the scalar differential equation

u̇ = f(t, u), u(t0) = u0 (A.9)

where f(t, u) is continuous in t and locally Lipschitz in u, for all t ≥ 0 and all
u ∈ J ⊂ R. Let [t0, T ) (T could be infinity) be the maximal interval of existence
of the solution u(t), and suppose u(t) ∈ J for all t ∈ [t0, T ). Let v(t) be a conti-
nuous function whose upper right-hand derivative D+v(t) satisfies the differential
inequality

D+v(t) ≤ f(t, v(t)), v(t0) ≤ u0 (A.10)

with v(t) ∈ J for all t ∈ [t0, T ). Then, v(t) ≤ u(t) for all t ∈ [t0, T ).

Stability of nested closed sets

Consider a control system Σ of the form

ẋ = f(x,u) (A.11)

with the state space X ⊂ R
n. Let f be locally Lipschitz on X .

Given an interval I of the real line and a set S ∈ X , φ(I, S) is the set φ(I, S) =
{φ(t,x(t0)) : t ∈ I,x(t0) ∈ X}. Solving a control problem where the control ob-
jectives can be formulated hierarchically, can be approached as the task of simul-
taneous asymptotic stabilization of a chain of nested closed sets Γ1 ⊂ Γ2 ⊂ . . .Γl
[20]. Let u be a locally Lipschitz feedback that makes the sets Γ1 ⊂ Γ2 ⊂ . . . ⊂ Γl
positively invariant for the closed-loop system.

Let Γ be a closed positively invariant set for Σ. With the point-to-set distance
‖φ(t,x(t0))‖Γ and the open set Bǫ(Γ) = {y ∈ X : ‖y‖Γ < ǫ}, we obtain the
following definitions:

Definition 14 (Set stability and attractivity, see Definition 1 in [20]): The
set Γ is

• stable for Σ if for all ǫ > 0 there exists a neighbourhood N (Γ) such that
φ(R+,N (Γ)) ⊂ Bǫ(Γ).

• an attractor for Σ if there exists a neighbourhood N (Γ) such that
limt→∞ ‖φ(t,x(t0))‖Γ = 0 for all x(t0) ∈ N (Γ).

• a global attractor for Σ if it is an attractor with N = X .

• (globally) asymptotically stable for Σ if it is stable and (globally) attractive
for Σ.

Definition 15 (Relative set stability and attractivity, see Definition 4 in
[20]): Let Γ1 and Γ2, Γ1 ⊂ Γ2 ⊂ X , be closed positively invariant sets. We say that
Γ1 is stable relative to Γ2 for Σ if, for any ǫ > 0, there exists a neighbourhood N (Γ1)
such that φ(R+,N (Γ1)∩Γ2) ⊂ Bǫ(Γ1). Similarly, one modifies all other notions above
by restricting initial conditions to lie in Γ2.
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Appendix B

The Snake Robot Mamba

The snake robot Mamba was developed at NTNU to support the ongoing research
on snake robot locomotion, including underwater locomotion. The robot has served
as an experimental platform for the work that was carried out for this thesis. This
appendix gives a brief description of the robot, which can be seen in Figure B.1.
More details can be found in [66].

Mamba is a modular snake robot that can be operated both on land and in
water. It consists of nine horizontal joints and nine vertical joints and is connected
to a power source and communication unit with a slender, positively buoyant cable.
During the tests for this thesis, only planar sinusoidal gaits and two-dimensional
control schemes were considered. Therefore, the vertical joints were stiffened by
setting their reference to zero during the experiments. The single joints of Mamba
are waterproof down to 5 m, and equipped with a servo motor, various sensors,
and a micro-controller card that communicates with the adjacent joints over a
CAN bus. The servo motors have internal proportional controllers which drive the
servo output shaft to the reference angle that is requested by the micro-controller.
This internal joint position control replaced the theoretical torque controllers in the

Figure B.1: The snake robot Mamba and the marker attachment for the motion
capture system.
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B. The Snake Robot Mamba

Figure B.2: The snake robot Mamba. In the basin, the reflective markers are at-
tached to the robot, which is additionally waterproofed with a synthetic skin.

Position 
measurements

Reference
angles

Measured angles

Figure B.3: The experimental set-up: the position of the robot is obtained from an
external positioning measurement system.

practical implementation of the control systems proposed in this thesis. Despite the
waterproof design of the single joints, the robot was additionally equipped with a
synthetic, waterproof skin for the swimming tests that are part of this thesis. The
deployed robot in the basin is shown in Figure B.2. More details on the skin can be
found in [45]. An additional advantage of the skin is that the amount of air inside
of it can be varied with a pneumatic valve, which influences the buoyancy of the
robot. During the tests of the two-dimensional control schemes considered in this
thesis, enough air was left inside the skin to provide a slightly positive buoyancy in
order to keep the robot close to the surface and thus not require depth control. In
addition, washers where attached to the bottom of each horizontal joint. Thereby,
the robot was slightly heavier on the bottom and thus self-stabilizing in roll.

The robot is controlled from a laptop that runs LabVIEW 2013. All control

134



schemes that were tested in this thesis were therefore implemented in LabVIEW
2013. In order to obtain the required position and orientation feedback for the
controllers, reflective markers were attached to the robot and the motion capture
system Qualisys was used to track them. The marker attachment can be seen in
Figure B.1. The angle and position measurements of the marker attachment were
obtained from a second laptop, on which both Qualisys Track Manager (QTM) and
LabVIEW 2013 are installed. The data was then sent to the laptop that controls
the robot in LabVIEW 2013 via UDP in real-time at a sampling frequency of 10
Hz. The orientation of the single robot links and the CM position of the robot were
calculated from the QTM data and the joint angles from the internal sensors of
the robot by using the kinematic equations of the robot. A schematic sketch of the
experimental set-up is presented in Figure B.3.
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