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We derive the quasiclassical non-equilibrium Eilenberger and Usadel equations to first order in quantities
small compared to the Fermi energy, valid for Dirac edge and surface electrons with spin-momentum locking p ·
σ̄σσ, as relevant for topological insulators. We discuss in detail several of the key technical points and assumptions
of the derivation, and provide a Riccati-parametrization of the equations. Solving first the equilibrium equations
for S/N and S/F bilayers and Josephson junctions, we study the superconducting proximity effect in Dirac
materials. Similarly to related works, we find that the effect of an exchange field depends strongly on the
direction of the field. Only components normal to the transport direction lead to attenuation of the Cooper
pair wavefunction inside the F. Fields parallel to the transport direction lead to phase-shifts in the dependence
on the superconducting phase difference for both the charge current and density of states in an S/F/S-junction.
Moreover, we compute the differential conductance in S/N and S/F bilayers with an applied voltage bias, and
determine the dependence on the length of the N and F regions and the exchange field.

I. INTRODUCTION

The study of materials featuring symmetry-protected topo-
logical states has in recent years attracted much attention.
Topological insulators represent a notable example of such
systems, which are characterized by a topological invariant
that is manifested physically e.g. via the presence or absence
of robust edge-states for thin-films (2D) or surface-states for
bulk materials (3D) (see reviews1–3). Much of the exotic
physics predicted to occur in topological insulators requires
proximity to a superconducting host material, such as the ap-
pearance of Majorana zero modes.4 Therefore, it is of interest
to establish a theoretical framework that is accurate, yet prac-
tical to work with analytically, and capable of treating super-
conducting order in Dirac materials not only in the idealized
ballistic limit of transport, but also in the “dirty”, diffusive
limit of frequent impurity scattering.

The quasiclassical theory of superconductivity5–10 is a suit-
able candidate for describing the diffusive limit of topolog-
ical insulators as it is known to account very well for phe-
nomena such as the Josephson effect, bound-states, ther-
moelectric effects, and many more in conventional metal-
lic hybrid structures.11–15 Recently, this theory has also
been expanded to incorporate the presence of strongly spin-
polarized interfaces.16 The quasiclassical equations for topo-
logical insulator/superconductor structures with strong im-
purity scattering, i.e. the Usadel equation, have recently
been used in the study of the presence of vortices17 and
helical magnetization.18 A quasiclassical treatment of the
Dirac surface states of the topological He3-B phase was
given in Ref. 19. However, several basic features of
the quasiclassical superconducting proximity effect in Dirac
materials have not yet been studied in detail, such as
the fundamental superconductor-normal and superconductor-
ferromagnet bilayer stuctures. Moreover, an analysis of
technical aspects such as how to parametrize the quasiclas-
sical distribution functions that provide the kinetic equa-
tions out-of-equilibrium, and how to describe the full prox-
imity effect regime with a numerically suitable Riccati-
parametrization.20–22

Here, we address these issues and more by providing

a detailed derivation of the Eilenberger and Usadel equa-
tions valid for generic Dirac materials with spin-momentum
locking p · σ̄σσ in the normal-state Hamiltonian. By con-
sidering a superconductor/normal (S/N) bilayer, a super-
conductor/ferromagnet (S/F) bilayer, and a superconduc-
tor/ferromagnet/superconductor (S/F/S) junction, we draw out
features of the superconducting proximity effect that contrast
with conventional metallic structures. We show that the ef-
fect of the exchange field on such systems depends greatly
on the direction of the field,23,24 and we detail how this dif-
ference manifests in physical observables like the charge cur-
rent and density of states. We also solve the non-equilibrium
equations, calculating the differential conductance and elec-
tron distribution function in S/N and S/F bilayers. Our empha-
sis is on providing a detailed working of the derivation and an
explanation of the underlying physical assumptions. We re-
produce some existing experimental features of such systems,
but are unable to reproduce certain previous theoretical pre-
dictions. More specifically, due to the assumption of the Fermi
level µ being the largest energy scale in the system, and the re-
sulting fixed spin-structure of the Green’s function, we show
that neither odd-frequency25 s-wave triplets nor a suppres-
sion of the p-wave component of the superconducting order
(predicted to appear in topological insulator/superconductor
structures in Ref. 26 and Ref. 27, respectively) appear in our
framework. We discuss how the spin locking due to the nor-
malization condition for the Green’s function plays a crucial
role in terms of capturing these phenomena. The quasiclas-
sical approach developed here could provide a useful frame-
work to explore phenomena in superconducting spintronics28

in the context of Dirac materials.
The remainder of the article is organised as follows. In

Sec. II we outline the quasiclassical theory and use it to pro-
vide the details of the derivation of the non-equilibrium Eilen-
berger equation for firstly edge, then surface Dirac electrons
in the diffusive limit. We then discuss the analytical solutions
to the equations in the weak proximity limit in Sec. III, and
present numerical results in the full proximity regime. We
calculate physical observables and discuss the consequences
of our findings. We conclude in Sec. IV with a summary of the
main points and broader impact of the results before provid-
ing a brief outlook for further developments. Further details
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of the key calculational steps are provided in the Appendix.

II. THEORY

Dirac materials with spin-momentum locking can be de-
scribed by a Hamiltonian resembling the relativistic Dirac
Hamiltonian29 for massless fermions, written in second quan-
tized form as

H =−ivF

∫
dr∑

αβ

ψ
†
α(r)(∇− ieA) · σ̄σσαβψ

β
(r), (1)

where the Fermi velocity vF takes the role of the speed of
light in vacuum, e = −|e| is the electron charge, A the vec-
tor potential, σ̄σσ = (σ̄1, σ̄2, σ̄3) is the vector in coordinate
space consisting of Pauli spin matrices in spin space, and
ψ†(r) = (ψ†

↑ ψ
†
↓) and ψ(r) = (ψ↑ ψ↓)

T where ψ
†
↑(↓) and

ψ↑(↓) are the field operators creating or annihilating an elec-
tron with spin up (down) at position r respectively. The sub-
scripts α,β = 1,2 are used to specify the spin space elements
of ψ†(r), ψ(r) and the matrix σ̄σσ. As this is the only term
differing from the non-Dirac case, we treat only this term ex-
plicitly here, with the full Hamiltonian provided for reference
in the Appendix. In order to describe both equilibrium and
non-equilibrium properties of Dirac materials with the above
Hamiltonian, we will utilize the Keldysh Green’s function
technique to find an equation of motion for the Green’s func-
tions. We will use the notation Ǧ for the full 8× 8 Keldysh
Green’s function matrices, G for 2× 2 matrices in particle-
hole space, Ḡ for 2×2 matrices in spin space, and Ĝ for 4×4
matrices in particle-hole⊗spin space, i.e. Ĝ = G⊗ Ḡ, where
⊗ denotes a Kronecker product. We also define the notation
Ğ for 4×4 matrices in Keldysh space where the spin structure
is excluded, i.e. Ǧ = Ğ⊗ Ḡ. The matrix structure thus allows
straightforward identification of the respective subspaces to
which they and any combinations belong, i.e. the spin, Nambu
(particle-hole) or Keldysh spaces, in-keeping with the litera-
ture on quasiclassical theory. However, later we will also ex-
plicitly decompose many of the matrices in order to expose
the underlying structure in the subspaces.

A. Quasiclassical approximations – The Eilenberger equation

The derivation of the Eilenberger equation for the Dirac
case follows the the same steps as in the conventional case,
see the Appendix for further details. At sufficiently low tem-
peratures, only electrons near the Fermi surface will take part
in the dynamics of the system, giving p a pronounced peak
at pF.12–14 To make the substitution p→ pF we introduce the
quasiclassical Green’s function,

ǧ(r, t,pF,ε)≡
i
π

∫
dξpǦ(r, t,p,ε), (2)

where ξp = vFp, and the structure of the 8× 8 matrix in
Keldysh space Ǧ is given in the Appendix. Since the Fermi

wavelength λF is much smaller than the superconducting cor-
relation length ξS, we keep only terms to lowest order in
ν = λF/ξS. After performing the approximations known col-
lectively as the quasiclassical approximations, we arrive at the
Eilenberger equation in the Dirac case,

vF

2
{

∇ǧ, ρ̂3
σ̂σσ
}
= i
[
ερ̂

3 + vFeA · σ̂σσ− vFpF · ρ̂3
σ̂σσ, ǧ
]◦
, (3)

where we have defined the matrix ρ̂3 = diag(1,1,−1,−1), and
the ◦-product, A◦B = exp{− i

2 (∂
A
t ∂B

ε − ∂A
ε ∂B

t )}AB. As in the
conventional case, we can now add the contributions from a
superconducting pair potential, impurity and spin-flip scatter-
ing potentials and an exchange field. This results in

vF

2
{

∇ǧ, ρ̂3
σ̂σσ
}
= i
[
ερ̂

3 + ∆̂− Σ̌imp− Σ̌sf− vFpF · ρ̂3
σ̂σσ

+(h+ vFeA) · σ̂σσ, ǧ
]◦
, (4)

where ∆̂ = iτ1⊗ σ̄2∆ with the superconducting gap ∆, for sim-
plicity chosen to be real, h is the exchange energy, and Σ̌sf and
Σ̌imp are the spin-flip and impurity scattering self-energies re-
spectively.

In order to separate the particle-hole and spin space parts of
the above anticommutator, we use the unitary transformation

Û =

(
σ̄0 0
0 σ̄2

)
. (5)

This gives an Eilenberger equation in terms of the transformed
Green’s function Ǧ = Û ǧÛ†,

vF

2
{

∇Ǧ ,τ0⊗ σ̄σσ
}
= i
[
ετ

3⊗ σ̄
0 + i∆τ

1⊗ σ̄
0− ς̌imp− ς̌sf

+(h+ vFeA) · τ3⊗ σ̄σσ− vFpF · τ0⊗ σ̄σσ, Ǧ
]◦
,

(6)

where we have defined ς̌ ≡ Û Σ̌Û†, and ⊗ here denotes the
Kronecker product between the Pauli matrices τi in particle-
hole space and the Pauli matrices σ̄i in spin space. So far, our
treatment is similar to Ref. 18.

B. Normalization condition

The above Eilenberger equation must be supplemented by a
normalization condition. In the quasiclassical limit the Fermi
energy εF = vF|pF| is by far the largest energy scale in the sys-
tem, and consequently the dominating term in the commutator
of Eq. (6) is vFpF · τ0⊗ σ̄σσ. A bulk solution Green’s function
matrix to Eq. (6) must therefore commute with vFpF · τ0⊗ σ̄σσ

to lowest order. In the non-superconducting state ∆ = 0, pos-
sible solutions for the different matrices in particle-hole⊗spin
space obeying the necessary symmetries are

ĜR/A =±τ
3⊗
(
σ̄

0 + p̂F · σ̄σσ
)

and

ĜK = 2tanh(ε/2kBT )τ3⊗ (σ̄0 + p̂F · σ̄σσ),
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where the last result is calculated directly from Eq. (A.2) and
the definition of ĜK using only the Fermi-Dirac distribution.
Collecting the above in Ǧ and calculating ǦǦ we get the pos-
sible normalization condition

Ǧ ◦ Ǧ = 2τ
0⊗
(
σ̄

0 + p̂F · σ̄σσ
)
. (7)

In order to show that this is in fact a general normalization
condition for Eq. (6), the normalization in Eq. (7) must be con-
sistent with this equation. This can be shown to be the case
using a general parametrization for Ǧ30,31, where the domi-
nant terms are

Ǧ = Ğ ′⊗ σ̄
0 + Ğ ′′⊗ p̂F · σ̄σσ, (8)

and further assuming Ğ ′ = Ğ ′′ (see the Appendix for details.)
Here Ğ ′ and Ğ ′′ are functions in Keldysh space excluding the
spin parts of the Green’s functions. The reason these particu-
lar terms are dominant is that they commute with vFpF ·τ0⊗ σ̄σσ

in the Eilenberger equation, which in the quasiclassical limit
is by far the largest term. The assumption Ğ ′ = Ğ ′′ means
that the spin structure of ĜR/A is locked and proportional to
the projector on to helical eigenstates.27

We also notice that the parametrization

ĜK = ĜR ◦ ĥ− ĥ◦ ĜA (9)

solves the off-diagonal part of the normalization, ĜR ◦ ĜK +

ĜK ◦ ĜA = 0, when

ĥ = h′⊗ σ̄
0 +h′′⊗ (p̂F · σ̄σσ). (10)

The reason ĥ has to be parametrized this way is that the so-
lution of ĜK has to commute with p̂F · σ̄σσ, meaning that ĜK

has to have the same form as Eq. (8). In order for Eq. (9) to
have this form, ĥ must be parametrized as stated above. When
inserting the parametrization for ĥ into Eq. (9), we find that

ĜK =
(

GR ◦(h′+h′′)− (h′+h′′)◦GA
)
⊗(σ̄0+ p̂F · σ̄σσ), (11)

and hence the spin structure of ĜK is locked in the same way
as for ĜR/A, allowing us to simplify Eq. (8) in the following
way:

Ǧ = Ğ ⊗ (σ̄0 + p̂F · σ̄σσ), (12)

where Ğ ◦ Ğ = τ0, and Ğ has the same structure as the usual
8× 8 Keldysh Green’s function, Eq. (A.3). Equation (10)
is a new result which establishes how the non-equilibrium
distribution function matrix can be parametrized for quasi-
classical Dirac materials. Note that the normalization condi-
tion is therefore generally valid for both equilibrium and non-
equilibrium situations in superconductor-normal Dirac mate-
rial structures, and it is a good approximation for doped and
weakly magnetic topological insulators.

C. Diffusive limit

In the experimentally common “dirty limit”, where the non-
magnetic impurity scattering rate is high, we can expand the
matrix Ğ in spherical harmonics,

Ğ ≈ Ğs + p̂F · Ğp. (13)

In this limit, we can also use the self-consistent Born approxi-
mation when manipulating the self-energies related to the im-
purity potentials. This leads to the following expressions for
the self-energies (see Refs. 14 and 15, and the Appendix for
details):

ς̌imp =−
i

2τ
〈Ǧ〉F , (14)

ς̌sf =−
i

6τsf
τ

3⊗ σ̄σσ〈Ǧ〉F · τ3⊗ σ̄σσ, (15)

where 〈·〉F denotes averaging over the Fermi surface.
When performing averages over the Fermi surface, the di-

mensionality of the Fermi surface greatly impacts the result-
ing equations. We hence treat the cases of electrons on a 1D
edge (Fig. 1(a)) and 2D surface (Fig. 1(b)) separately.

FIG. 1: Sketch of an SF junction in the two cases of (a) 2D
Dirac materials with electron transport on a 1D edge, and (b)
3D Dirac materials with electron transport on a 2D surface.

The figure also defines the coordinate system used.

1. Dirac electrons moving on a 1D edge

For simplicity we will drop the spin-flip term here. Insert-
ing the approximation Eq. (14) into the Eilenberger equation,
Eq. (6), together with the parametrization in Eq. (12), and per-
forming a trace over the spin space matrices yields

vF ·∇Ğ = i
[
ετ

3 + i∆τ
1 +

i
2τ

Ğs, Ğ
]◦

+ i
[
(h+ vFeA)τ3 +

i
2τ

Ğp, p̂FĞ
]◦
. (16)
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In order to separate terms even and odd in p̂F, we use Eq. (13)
and average over the Fermi surface after multiplying with the
identity and p̂F respectively, the first case giving

vF∇ · Ğp = i
[
ετ

3 + i∆τ
1, Ğs

]◦
+ i
[
(h+ vFeA)τ3, Ğp

]◦
, (17)

while first multiplying with p̂F and then averaging yields

vF∇Ğs = i
[
ετ

3 + i∆τ
1, Ğp

]◦
+ i
[
(h+ vFeA)τ3, Ğs

]◦
. (18)

We see that the impurity scattering term has completely
dropped out from the above equations. This means that the
usual method of using the fact that τ→ 0 can not be used to
express Ğp in terms of Ğs. However, exploiting the fact that
we are considering a one-dimensional Fermi surface, we are
able to combine the two above equations to a simplified equa-
tion for Ğ ,

vF · ∇̂Ğ =
[
iετ

3−∆τ
1, Ğ

]◦
, (19)

where we have defined the operator

∇̂Ğ = ∇Ğ − i
vF

[
(h+ vFeA)τ3, Ğ

]◦
. (20)

We see that this is almost identical to the regular Eilenberger
equation5 without any spin structure. The most prominent dif-
ference is that the exchange field h now enters the equation in
the same way as the vector field A. Note that with the assump-
tions made above, the y- and z-components of the fields h and
A do not enter at all. The fact that the impurity scattering term
does not enter the Eilenberger equation at all simply expresses
that non-magnetic impurities cannot cause backscattering for
Dirac electrons moving along an edge.

2. Dirac electrons moving on a 2D surface

We again expand the matrix Ğ in spherical harmonics, and
assume that |Ğp| � |Ğs|. Inserting this together with the ex-
pressions for the impurity self-energies, Eqs. (14) and (15),
into the transformed Eilenberger equation Eq. (6), we get an
equation with terms both even and odd in p̂F. Again we sepa-
rate the even and odd terms by averaging over the Fermi sur-
face after multiplying with the identity and p̂F respectively,
which yields the equations

vF∇Ğs⊗ σ̄σσ+
vF

2
∇(Ğp · σ̄σσ)⊗ σ̄σσ = i

[
Č, Ğs⊗ σ̄

0 +
1
2
Ğp⊗ σ̄σσ

]◦
(21)

and

vF∇(Ğp⊗ σ̄σσ) · σ̄σσ +
vF

2
{

∇(Ğs⊗ σ̄σσ‖),τ
0⊗ σ̄σσ

}
= i
[
Č, Ğs⊗ σ̄σσ‖+ Ğp⊗ σ̄

0
]◦
, (22)

where

Č ≡ ετ
3⊗ σ̄

0 + i∆τ
1⊗ σ̄

0 +(h+ vFeA) · τ3⊗ σ̄σσ

+
i

2τsf
τ

3(Ğs⊗ σ̄
0− 1

6
Ğp⊗ σ̄σσ

)
τ

3 +
i

2τ

(
Ğs⊗ σ̄

0 +
1
2
Ğp⊗ σ̄σσ

)
,

and the symbol ‖ denotes that only the in-plane (x- and y- )
components of the vector enters the equation. Performing a
trace over the spin-space matrices in Eqs. (21) and (22), ne-
glecting terms second order in Ğp, we get

vF

2
∇ · Ğp = i

[
ετ

3 + i∆τ
1 +

i
2τsf

τ
3Ğsτ

3, Ğs

]◦
+

i
2
[
(h‖+ vFeA‖)τ3, Ğp

]◦
, (23)

and

vF∇Ğs = i
[
ετ

3 + i∆τ
1 +

i
2τsf

τ
3Ğsτ

3 +
i

4τ
Ğs, Ğp

]◦
+ i
[
(h‖+ vFeA‖)τ3− i

12τsf
τ

3Ğpτ
3, Ğs

]◦
. (24)

In the high-impurity limit, the mean time between scatter-
ing events τ becomes very small. Together with the assump-
tion that |Ğp| � |Ğs|, this allows us to neglect all terms linear
in Ğ except the impurity scattering term in Eq. (24). Follow-
ing the regular procedure7 to express Ğp in terms of Ğs, we
arrive at

Ğp =−2τvFĞs ◦ ∇̂Ğs, (25)

where ∇̂ is the operator defined in Eq. (20) with only the in-
plane components of the fields. Since ∇Ğs ∼ εv−1

F , where ε

is small compared to the Fermi energy, we see that the as-
sumption |Ğp| � |Ğs| holds in the high-impurity limit where
τ→ 0. Inserting the above into Eq. (23), and defining the dif-
fusion constant D ≡ τv2

F/2, we arrive at the Usadel equation
for the isotropic matrix,

2Di∇̂ · (Ğ ◦ ∇̂Ğ) =

[
ετ

3 + i∆τ
1 +

i
2τsf

τ
3Ğτ

3, Ğ
]◦

, (26)

where we have dropped the subscript s. The form is very sim-
ilar to the regular Usadel equation, with the significant dif-
ference that the exchange field enters in a way similar to the
vector field.18

D. Riccati parametrization

The retarded component of Eq. (26) can be solved nu-
merically in the full proximity effect regime using the Ric-
cati parametrization20–22. The particle-hole part of the trans-
formed retarded Green’s function matrix ĜR has the following
symmetries,

GR =

(
G F
F̃ −G

)
, (27)

where the ˜(·) is the combined operation of complex conjuga-
tion and letting ε→−ε. We have used that G = G̃ , which fol-
lows from the normalization condition. This differs slightly
from the symmetries of the regular retarded matrix ĝR (due
to the unitary transformation conducted initially), but using
the regular parametrization in terms of the arbitrary unknown
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functions γ and γ́ as an ansatz, G = N(1+ γγ́) and F = 2Nγ

with N = (1− γγ́)−1, we find from the normalization for GR

that F̃ =−2Nγ́. Since F and F̃ are related by the tilde oper-
ation, we must have γ́ = −γ̃. We therefore parametrize GR in

the following way,

GR = N
(
(1− γγ̃) 2γ

2γ̃ −(1− γγ̃)

)
, (28)

where N = (1+ γγ̃)−1. GR can thus be found by determining
γ and γ̃. Since G and F are functions and not matrices, the
Riccati parametrization is greatly simplified since N, γ and γ̃

all commute. Inserting this parametrization into (26), we get
two differential equations for γ and γ̃:

D(∇2
γ−2Nγ̃(∇γ)2) =−iεγ+

∆

2
(γγ−1)+

1
τsf

γ(2N−1)+
2iD
vF

(∇ ·h)γ+ 4iD
vF

(2N−1)h ·∇γ+
4Dh2

v2
F

(2N−1)γ, (29a)

D(∇2
γ̃−2Nγ(∇γ̃)2) =−iεγ̃+

∆

2
(γ̃γ̃−1)+

1
τsf

γ̃(2N−1)− 2iD
vF

(∇ ·h)γ̃− 4iD
vF

(2N−1)h ·∇γ̃+
4Dh2

v2
F

(2N−1)γ̃. (29b)

Notice that the second equation is the tilde-conjugate of the
first. The above equations are a new result which renders a
numerical treatment of the Usadel equation for Dirac materi-
als particularly efficient.

III. RESULTS AND DISCUSSION

We derived the Eilenberger equation for a Dirac material
Eq. (4). Transforming this according to Eq. (5) and supple-
menting it with the normalization condition Eq. (7), we ar-
rive at a simplified Eilenberger equation for the particle-hole
part of the Keldysh matrix, Eq. (19) supplemented by the nor-
malization condition Ğ ◦ Ğ = τ0. For Dirac electrons mov-
ing on a surface, we have arrived at a Usadel equation for the
isotropic particle-hole part of the Keldysh matrix, Eq. (26).
In both the above equations we have defined the operator
∇̂G = ∇G − i(h‖/vF) ·

[
τ3,G

]◦, where the ◦-product reduces
to regular matrix multiplication in equilibrium. In the follow-
ing, we first solve the retarded components of Eqs. (19) and
(26) for various systems in equilibrium. Afterwards, we pro-
ceed to solve the Keldysh-Usadel equation for the distribution
function matrix h (see the Appendix for details), allowing us
to study S/N and S/F structures brought out of equilibrium by
an applied bias potential.

A. Bulk solution in N, F and S

Using Eqs. (19) and (26), we find the bulk solution in a
normal Dirac material (N) and proximity induced ferromagnet
(F) to be GR = τ3. Adding the spin structure by Kronecker
multiplying with the matrix σ̄0 + p̂F · σ̄σσ and using the unitary
transformation Û in Eq. (5), we find identical solutions for
both N and F:

ĝR
N/F =

(
σ̄0 + p̂F · σ̄σσ 0

0 −σ̄0 + p̂F · σ̄σσ∗
)
. (30)

We see that the above solution satisfies the necessary sym-
metries between the two diagonals. Furthermore, this so-
lution is consistent with the fact that backscattering is su-
pressed even in high-impurity Dirac materials due to the spin-
momentum locking.1,3 This can be seen by e.g. calculating
the spin-dependent density of states for Dirac edge electrons
with spin in the±x-direction for p̂F =±x̂. Using the relations
ψ

†
↑x = (ψ†

↑z +ψ
†
↓z)/
√

2 and ψ
†
↓x = (ψ†

↑z −ψ
†
↓z)/
√

2 between
the creation and annihilation field operators with spins in the
x- and z-directions, we can express the density of states for
spin up (down) in the x-direction as

N↑(↓)x =
N0

2
Re
{

Tr [ḡR +(−)ḡR
σ̄

1]
}
, (31)

where N0 is the density of states per spin level in the nor-
mal state. Using this result, we get N↑x = 2N0 and N↓x = 0
when p̂F = +x̂, and N↑x = 0 and N↓x = 2N0 when p̂F = −x̂,
consistent with the fact that there is no backscattering from
non-magnetic impurities.

The bulk solution in a proximity induced superconducting
Dirac material is similar to that of a normal superconductor,
the difference being the spin-structure of the resulting Green’s
function matrix:

ĝR
S =

(
c(σ̄0 + p̂F · σ̄σσ) seiφ(σ̄0 + p̂F · σ̄σσ)iσ̄2

se−iφiσ̄2(σ̄0 + p̂F · σ̄σσ) −c(σ̄0− p̂F · σ̄σσ∗)

)
(32)

where we have used the θ-parametrization,12,13 with c =
coshθ, s = sinhθ and θ = arctanh(|∆|/ε). From the spin-
structure, we see that both s- and p-wave pairing is present.
We also see that a superconducting gap is present in the den-
sity of states, but with the possibility for a finite density of
states only for electrons with spins in the direction of motion.



6

B. Application: superconducting proximity effect for Dirac
edge electrons in normal and ferromagnetic regions

In the case of electrons on a 1D edge, the simplified Eilen-
berger equation Eq. (19) can be solved exactly for both S/N
and S/F structures. Using transparent boundaries, i.e. conti-
nuity of the Green’s functions, we find that the solution for the
transformed retarded Green’s function in an S/F structure is

GR(x) =

(
c ise

2i
vF

(εpx+hx)x

ise−
2i
vF

(εpx+hx)x −c

)
, (33)

where px = ±1 depending on the direction of the Fermi mo-
mentum, and hx is the x-component of the exchange field.
From the above we see that there is no attenuation of the
anomalous components of GR due to the exchange field.

C. Application: superconducting proximity effect for Dirac
surface electrons in normal and ferromagnetic regions

In the case of Dirac electrons moving on a surface, we solve
the Usadel equation Eq. (26) in the weak proximity regime.
This regime is valid either when the interface transparency is
low, or the system is close to the critical temperature, in both
cases leading to weak superconducting correlations in the F
region. Hence the solution in this case is expanded around
the bulk solution τ3, G ≈ τ3 + δG , where δG has the matrix
structure shown in Eq. (27). Using the normalization condi-
tion one can show that the corrections δG , δG̃ to the normal
components of G is second order in the corrections δF , δF̃
to the anomalous components, δG = −δF δF̃ /2. Hence we

will focus on finding the solution only for δF and δF̃ rather
than all elements in δG . Assuming that the system varies only
along the x-direction, we insert the expansion into Eq. (26)
and keep only terms to first order in δF , δF̃ . Solving the
resulting differential equations we find the general solutions

δF = e
2ihxx

vF (A1 coshkx+A2 sinhkx), (34a)

δF̃ = e−
2ihxx

vF (A3 coshkx+A4 sinhkx), (34b)

where k =
√

4h2
y/v2

F− iε/D, and A j, j = 1,2,3,4 are x-
independent functions which must be determined by the
boundary conditions.

In an S/F structure, where the solution must be equal to the
superconducting bulk solution at the left boundary (x = 0),
and equal to zero at the right boundary (x = L), we get the
following solution for the ferromagnetic region

G
F
= τ

3−

(
0 e

2ihxx
vF

e−
2ihxx

vF 0

)
i sinhθ

sinhk(x−L)
sinhkL

. (35)

From this we see that the Cooper pair correlation function os-
cillates and is damped in the F-region. Notice that the value of
hx does not affect the penetration length of Cooper pairs into
the F-region. However, increasing the exchange field in the y-
direction increases the damping of the above functions, mean-
ing that the Cooper pairs’ penetration length into the F-region
depends on only hy, ξF ∼ |vF/hy|, compared to ∼

√
D/|h|

in the normal case.32 From this we see that the effect on the
system differs greatly depending on whether the field points
parallel or perpendicular to the transport direction.

In an S/F/S structure, where we assume that the absolute
value of the superconducting gap is the same in the left and
right superconductors, we arrive at the solution

G
F
= τ

3−

 0 e
2ihxx

vF
+iφL

[
sinhk(x−L)− e−

2ihxL
vF

+iφ sinhkx
]

e−
2ihxx

vF
−iφL

[
sinhk(x−L)− e

2ihxL
vF
−iφ sinhkx

]
0

 i sinhθ

sinhkL
, (36)

where φ = φR− φL is the phase difference between the right
and left superconductors, and L is the length of the weak-link.

Starting from the expression for the probability current den-
sity in a Dirac material, j(r) = vF ∑αβ ψ

†
α(r)σ̄σσαβψ

β
(r), we de-

rive the following expression for the charge current density
given in terms of the transformed Green’s function matrices,

jq = N0eD
∫

dεTr {τ3(Ğ ◦ ∇̂Ğ)K}, (37)

where the superscript K means that we take the Keldysh com-
ponent of the matrix Ğ ◦ ∇̂Ğ . In equilibrium, this expression

can be simplified to

jq = N0eD
∫

dεTr {τ3GR
∇̂GR +(GR

∇̂GR)†
τ

3} tanh
βε

2
.

(38)
Inserting the above results for the S/F/S-junction, we arrive
at the following expression for the current density in the x-
direction,

jx
q =−4N0eDsin

(
φ− 2hxL

vF

)
×

∫
dεℑm

{
k

sinhkL

}
sinh2

θ tanh
βε

2
. (39)

We see that in the absence of exchange fields, the current
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FIG. 2: Current-phase relation of a Dirac S/N/S structure at
temperature T/Tc = 0.02 for different lengths of the

weak-link. The length is given in units of ξS, the diffusive
coherence length of a bulk superconductor. The current

decreases for increasing L/ξS, and is skewed compared to the
regular sinφ-dependence, as shown in the inset where the

current is normalized to the critical current.

follows the regular sinφ-dependence on the phase difference
between the superconductors. In an S/F/S-junction, however,
the x-component of the exchange field leads to a shift in the
current-phase relation, consistent with previous findings.23

Since this shift depends on both hx and the length of the junc-
tion, the current at φ = 0 can in principle be tuned by the
length of the weak-link.

A similar result is found when studying the local density of
states. The local spin-independent density of states is defined
by N(ε,r) = N0Re{Tr [ḡ(ε,r)]}/212,13, where N0 is the den-
sity of states per spin level at the Fermi level. Dividing by N0
and switching to the transformed Green’s functions, we find
the normalized density of states

D(ε,r) = Re{G(ε,r)} ≈ 1− 1
2

Re{δF (ε,r)δF̃ (ε,r)}, (40)

where we have used the weak-proximity approximation to
second order. Inserting the results for the S/F/S-junction, we
get

D(ε,x) = 1+Re

{
sinh2

θ

2sinh2 kL

[
sinh2 k(x−L)+ sinh2 kx

−2sinh(k(x−L))sinh(kx) · cos
(

φ− 2hxL
vF

)]}
.

(41)

Motivated by the experiment of Sochnikov et al.33, we have
solved the Usadel equation in the N-region of an S/N/S struc-
ture numerically using the Riccati parametrization and an-
alyzed the full proximity effect. Calculating the current at
temperatures close to the critical temperature, we get results
in good correspondence with the analytical weak proximity

results. At low temperatures, we get the current-phase rela-
tion shown in Fig. 2 for different junction lengths in the ab-
sence of an exchange field, where we have defined the con-
stant I0 =N0eD∆A/L. The figure shows that the current-phase
relation is skewed compared to the regular sinφ-dependence,
reproducing the experimental results reported in Ref. 33. Us-
ing εF = 0.05 eV to estimate the density of states at the Fermi
level, N0, and parameter values from Sochnikov et al., we find
I0 = 0.2 µA. For e.g. junction length L = 400 nm, correspond-
ing to L/ξS = 1, we get a numerical value for the critical cur-
rent, IC = 2.8 µA, which is in reasonable agreement with Ref.
33. Another interesting experimental finding was reported in
Ref. 34, who found signatures of induced triplet superconduc-
tivity in a superconductor/3D topological insulator bilayer.

The weak-proximity results showed that the x- and y-
components of the exchange field affect the system in very
different ways. This is also found to be the case when consid-
ering the full proximity effect: increasing hy lowers the crit-
ical current, while increasing hx leads only to a phase-shift
δ =−2hxL/vF in the current-phase relation without changing
the critical current, as shown in Fig. 3(a). This is also found
numerically to be the case for the density of states, where in-
creasing hx affects the density of states only as a phase-shift
in the φ-dependence, in agreement with the weak-proximity
results in Eq. (41). At the value hxL/vF = π/2 the phase-
dependence of the density of states is inverted compared to the
normal case, as seen in Fig. 3(b) and (c). Thus, with a finite
hx the energy ground state of the system might also be shifted
to a phase φ0 other than 0 or π,35–37 where φ0 can be tuned by
the exchange field and the length of the junction. With a finite
value of hy, however, the density of states approaches that of
a normal metal.

For various different values of the exchange field, we have
not been able to produce a zero-energy peak in the DOS, a
signature of odd-frequency spin-triplet pairing (although ex-
ceptions exist38), which has been theoretically predicted to be
present in such structures.26 Using the unitary transformation
in Eq. (5) to transform solutions to Eq. (26) back to the regular
spin basis, we find the spin-structure of the anomalous matrix
f̄ to be

f̄ =−iF
(
−px + ipy 1
−1 px + ipy

)
, (42)

where F is the particle-hole part of the solution, and px and
py are the components of the unit vector p̂F. First of all, we
notice that the solution has both spin-singlet and -triplet com-
ponents. However, due to the factors of px, py, the spin-triplet
components have p-wave pairing, not odd-frequency s-wave
pairing. Getting spin-triplet solutions with odd-frequency s-
wave pairing would require the introduction of a factor of both
ε and px or py. However, the latter is impossible from the
p̂F-averaged Usadel equation, and it therefore seems that it is
not possible to get solutions including s-wave odd-frequency
triplet Cooper pairs from the Usadel equation describing Dirac
electrons moving on a surface.

The presence of p-wave pairing in proximity induced su-
perconducting TIs has been found theoretically also in e.g.
Refs. 26, 39, and 40, while it has been theoretically predicted
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FIG. 3: (a) Current-phase relation for different values of hxL/vF. We see that the x-component of the exchange field leads to a
phase-shift δ =−2hxL/vF, where L is the length of the F-region. This is also the case for the normalized local density of states

D(ε) at x = L/2, as seen when comparing the dependence on φ (b) with hx = 0, and (c) hxL/vF = π/2. In the latter case, the
dependence on φ is inverted compared to the regular dependence. All results are obtained at temperature T/Tc = 0.02.

that the p-wave component is suppressed compared to the s-
wave component in a disordered TI.27 Since both components
are described by the same particle-hole function in our solu-
tion, there can be no such suppression of the p-wave compo-
nent using this model.

The reason for the lack of odd-frequency s-wave compo-
nents and the lack of a suppression of the p-wave component
is the imposition of spin-locking by the assumption Ğ ′ = Ğ ′′
done when proving the normalization condition Eq. (7). In
neglecting terms on the grounds that the Fermi energy is by
far the largest energy scale in the system, we lose the possi-
bility of changing the spin-structure of the Green’s functions.
The implications of this assumption with regard to e.g. the
absence of odd-frequency correlations has not been discussed
in previous works.18 We note that our results are consistent
with Ref. 26 in the quasiclassical limit µ� h, since the odd-
frequency amplitude is smaller than the even-frequency one
by a factor (h/µ)2. Nevertheless, further work towards equa-
tions obtained when keeping terms small compared to Ğ ′, Ğ ′′
in the parametrization Eq. (8) would be necessary in attempt-
ing to resolve the different predictions.

D. Application: proximity effect in non-equilibrium normal
and ferromagnetic regions

In order to study non-equilibrium systems, we solve the
Keldysh component of the Usadel equation Eq. (26) using the
parametrization in terms of the matrix h [Eq. (11)] for S/N
and S/F bilayers with a potential bias V applied to the bound-
ary at x/L = 1. Using the parametrization h = hLτ0 + hT τ3

this amounts to solving two uncoupled equations for hL and
hT using the solutions for the retarded and advanced Green’s
functions (see the Appendix for details). For an S/N structure,
the differential conductance σ = dI/dV (normalized against
its normal-state value obtained at eV � ∆), shown for differ-
ent lengths of the normal region in Fig. 4a, displays behaviour
similar to the non-Dirac case.41 The distribution function for

electrons, defined by n = (1− hL − hT )/2, at potential bias
eV/∆ = 0.5 is shown in Fig. 4b. This differs from the non-
equilibrium N/N case in that the step in Fig. 4b has twice the
width but only half the height compared to the N/N case.12

Including an exchange field in the x-direction does not alter
the above result, since the field neither changes the solution
of the retarded and advanced Green’s functions, nor directly
enters the transport equations for the elements of h. However,
increasing hy does affect the solution, as shown in Fig. 4c for
hy/∆ = 10. We see that increasing hy leads to a small reduc-
tion of the peaks of σ around eV/∆ = 1, and a suppression of
the low-bias conductance feature for longer sample lengths.
This is further highlighted in Fig. 5, where we plot the differ-
ential conductance for different values of hy. When increasing
the exchange field, the peaks at eV/∆ = ±1 and the low-bias
conductance is suppressed, approaching that of a N/N struc-
ture (σ = 1) at high hy. This is consistent with the fact that the
superconducting correlations in the F-region are suppressed
when increasing the exchange field in the y-direction.

IV. CONCLUDING REMARKS

In summary, we have derived the quasiclassical non-
equilibrium Eilenberger and Usadel equations for Dirac edge
and surface electrons with spin-momentum locking. By
studying S/N, S/N/S, S/F and S/F/S structures, we have shown
that both singlet s-wave and triplet p-wave superconductivity
is induced in the normal and ferromagnetic regions. More-
over, we have shown that the different directions of the ex-
change field affect the systems in significantly different ways,
the penetration length of Cooper pairs into the F-region de-
pending only on the fields perpendicular to the transport di-
rection, ξF ∼ |vF/h⊥|. This difference is also clearly seen in
the results for the density of states and charge current in an
S/F/S-junction, where the exchange field in the transport di-
rection leads to a phase shift.23 We have also shown that the
charge current for an S/N/S-junction is skewed compared to
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FIG. 4: (a) Normalized differential conductance in an S/N structure with potential bias V for different lengths of the N-region.
(b) Distribution function n(ε) for electrons in the N-region of an SN bilayer with potential bias eV/∆ = 0.5 applied to the

boundary at x/L = 1. The length of the N-region is L/ξS = 1, and T/Tc = 0.02. (c) Normalized differential conductance in an
S/F structure with hx = 0, hy/∆ = 10.

FIG. 5: Normalized differential conductance in S/F structure
with L/ξS = 5 at different values of hy/∆. As hy is increased,
both the peaks at |eV |/∆ = 1 and the low-bias conductance is

suppressed, approaching that of a N/N structure at high hy.

the regular sinφ-dependence, in agreement with experimental
results.33 Moreover, we have found results for the differential
conductivity which resemble the non-Dirac case for S/N stuc-
tures with a potential bias,41 and showed how these results are
changed by increasing the y-component of the exchange field.

An important purpose of our work has been to provide
an in-depth analysis of technical aspects such as how to
parametrize the quasiclassical distribution functions that pro-
vide the kinetic equations out-of-equilibrium, and how to de-
scribe the full proximity effect regime with a numerically suit-
able Ricatti-parametrization.20,21 Due to the approximations
made during the derivation, keeping only lowest order terms,
we have not been able to find signatures of odd-frequency s-
wave pairing26 or suppression of the p-wave component of
the superconducting order parameter.27 This problem might
be solved by keeping terms small compared to Ğ ′, Ğ ′′ in the

parametrization Eq. (8), in this way avoiding the spin-locking
of the Green’s functions. Further work is also needed in de-
riving more general boundary conditions valid in Dirac ma-
terials, since the spin-momentum locking has consequences
when introducing boundaries between different materials.
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Appendix: Details of the derivation

The full system Hamiltonian reads

H =− ivF

∫
dr∑

αβ

ψ
†
α(r)(∇− ieA) · σ̄σσαβψ

β
(r)

+
∫

dr
(

∆(r)ψ†
↑(r)ψ

†
↓(r)+∆

†(r)ψ↓(r)ψ↑(r)
)

+
∫

dr∑
α

Vimp(r)ψ†
α(r)ψα(r)

+
∫

dr∑
αβ

ψ
†
α(r)Vsfs(r) · σ̄σσαβψ

β
(r)

−
∫

dr∑
αβ

ψ
†
α(r)h(r) · σ̄σσαβψ

β
(r), (A.1)

where ∆ is the superconducting pair potential, Vimp the impu-
rity potential, Vsfs the spin-flip potential, and h the exchange
field. Since only the kinetic term differs from the non-Dirac
case, we include only this term the following derivation.

The normal and anomalous retarded (R), advanced (A) and
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Keldysh (K) Green’s functions are defined by

GR
αβ
(r, t;r′, t ′) =−i〈

{
ψα(r, t),ψ

†
β
(r′, t ′)

}
〉θ(t− t ′),

FR
αβ
(r, t;r′, t ′) =−i〈

{
ψα(r, t),ψβ

(r′, t ′)
}
〉θ(t− t ′),

GA
αβ
(r, t;r′, t ′) = +i〈

{
ψα(r, t),ψ

†
β
(r′, t ′)

}
〉θ(t ′− t),

FA
αβ
(r, t;r′, t ′) = +i〈

{
ψα(r, t),ψβ

(r′, t ′)
}
〉θ(t ′− t),

GK
αβ
(r, t;r′, t ′) =−i〈

[
ψα(r, t),ψ

†
β
(r′, t ′)

]
〉,

FK
αβ
(r, t;r′, t ′) =−i〈

[
ψα(r, t),ψβ

(r′, t ′)
]
〉.

Using the Heisenberg equation of motion for an operator O,
i∂tO =

[
O,H

]
, we find the time-derivatives of the field oper-

ators. This in turn can be used to find the t and t ′-derivatives
of the above Green’s functions, which are collected in the fol-
lowing way,

iρ̂3
∂tǦ = δ(t− t ′)δ(r− r′)+ K̂Ǧ, (A.2a)

−i∂t ′Ǧρ̂
3 = δ(t− t ′)δ(r− r′)+ ǦK̂′†. (A.2b)

Here we have defined the 8×8-matrix Keldysh space,

Ǧ =

(
ĜR ĜK

0 ĜA

)
, (A.3)

consisting of the 4×4-matrices in particle-hole⊗spin space,

ĜR/A =

(
ḠR/A F̄R/A

F̄R/A∗ ḠR/A∗

)
, (A.4a)

ĜK =

(
ḠK F̄K

−F̄K∗ −ḠK∗

)
, (A.4b)

and the 2×2 Green’s function matrices in spin space,

ḠR/A/K =

(
GR/A/K
↑↑ GR/A/K

↑↓
GR/A/K
↓↑ GR/A/K

↓↓

)
, (A.5a)

F̄R/A/K =

(
FR/A/K
↑↑ FR/A/K

↑↓
FR/A/K
↓↑ FR/A/K

↓↓

)
. (A.5b)

In addition we have defined the matrices ρ̂3 ≡ τ3 ⊗
σ̄0 = diag(1,1,−1,−1), K̄ = −ivF(∇− ieA) · σ̄σσ, and K̂ =
diag(K̄, K̄∗) for notational simplicity, where ∇ acts to the left
or right according to the matrix with which it is multiplied.
Note that Kronecker products with identity matrices are im-
plied to resolve products between matrices of different dimen-
sions in Eq. (A.2). In addition, a prime (e.g. K̂′) denotes that
the matrix function is a function of the primed coordinates r′
and t ′. Subtracting Eq. (A.2b) from Eq. (A.2a) yields

iρ̂3
∂tǦ(r, t;r′, t ′) + i∂t ′Ǧ(r, t;r′, t ′)ρ̂3 (A.6)

= K̂Ǧ(r, t;r′, t ′)− Ǧ(r, t;r′, t ′)K̂′†.

Since we are interested in the two-particle wave functions
describing superconductivity, we perform a coordinate trans-
formation to the mixed representation, expressing the above
equation in terms of the center-of-mass coordinates rCOM =
(r + r′)/2 and T = (t + t ′)/2, and the relative coordinates

rrel = r− r′ and τ = t− t ′. Fourier transforming with respect
to the relative variables, the above equation can be expressed
as [

ερ̂
3, Ǧ(r, t,p,ε)

]⊗
=− ivF

2
{

∇Ǧ(r, t,p,ε), ρ̂3
σ̂σσ
}

+ vF
[
p · ρ̂3

σ̂σσ, Ǧ(r, t,p,ε)
]

− vFe
[
A · σ̂σσ, Ǧ(r, t,p,ε)

]⊗
, (A.7)

where we have defined the matrix σ̂σσ = diag(σ̄σσ, σ̄σσ∗), and let
rCOM→ r, T → t. The symbol ⊗ in the superscript denotes a
convolution over the variables,13 which can be expressed as

A⊗B = e
i
2 (∇

A
r ∇B

p−∇A
p∇B

r )A◦B
= e

i
2 (∇

A
r ∇B

p−∇A
p∇B

r )e−
i
2 (∂

A
t ∂B

ε−∂A
ε ∂B

t )AB, (A.8)

which also defines the ◦-product. Note that a dot product be-
tween ∇ and σ̂σσ is implied in the first term on the right hand
side of Eq. (A.7). Moreover, since vFp has no explicit time-
dependence, we can write the second commutator on the right
hand side of Eq. (A.7) as a ◦-commutator. Performing the
quasiclassical approximations, including the additional terms
and self-energies (see the next section) from the full system
Hamiltonian in Eq. (A.1), we arrive at the Eilenberger equa-
tion, Eq. (4).

1. Self-consistent Born approximation

The impurity potentials can be treated using the self-
consistent Born approximation. We use the Dyson equation15

δ(t− t ′)δ(r− r′) = (iρ̂3
∂t − K̂)Ǧ(r, t;r′, t ′) (A.9)

−
∫

dr′′
∫

dt ′′Σ̌(r, t;r′′, t ′′)Ǧ(r′′, t ′′;r′, t ′),

to incorporate the impurity potentials via a self-energy term.
The conjugate equation with t ′ and r′-derivatives reads

δ(t− t ′)δ(r− r′) = Ǧ(r, t;r′, t ′)(iρ̂3
∂
′
t − K̂′) (A.10)

−
∫

dr′′
∫

dt ′′Ǧ(r, t;r′′, t ′′)Σ̌(r′′, t ′′;r′, t ′).

Subtracting the latter from the former, i.e. repeating the step
which led to Eq. (A.6), and Fourier transforming with respect
to the relative variables, we see that the self-energy leads to an
additional term

[
Σ̌, Ǧ

]⊗
on the right side of Eq. (A.7). Perfom-

ing the quasiclassical approximations, the Eilenberger equa-
tion now gets a term −i

[
Σ̌, ǧ
]◦ on the right hand side, where

Σ̌ = Σ̌(r, t, p̂F,ε) is the Fourier transformed self-energy with
p = pF. Using the unitary transformation in Eq. (5), this leads
to a term −i

[
ς̌, Ǧ

]◦ in the transformed Eilenberger equation
Eq. (6), where ς̌≡ Û Σ̌Û†.

In the diffusive limit we treat the impurity and spin-
flip potentials using the self-consistent Born approximation,
where the self-energy due to a potential V (r) is approximated
by Σ̌(r, t;r′, t ′) = 〈V̌ (r)Ǧ(r, t;r′, t ′)V̌ (r′)〉.14,42 For the non-
magnetic impurity potential Vimp, which we assume to be real,
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we get the contribution to the self-energy

Σ̌imp(r, t;r′, t ′) = 〈Vimp(r)σ̄0Ǧ(r, t;r′, t ′)Vimp(r′)σ̄0〉

=
1

V 2

〈
∑
i, j

∑
k,k′

eik(r−ri)eik′(r′−r j)vimp(k)vimp(k′)Ǧ(r, t;r′, t ′)
〉
,

(A.11)

where we have inserted the Fourier decomposition of the po-
tential from Ni = niV impurities placed randomly in a volume
V . The average is done over the impurity positions. Due to
the random placement of the impurities, the main contribution
from the above expression will come from terms with i = j.
Performing the sum over i then introduces a factor Niδk,−k′ .
Since all dependence on impurity positions is gone, averag-
ing is trivial. Letting ∑k→ V /(2π)d ∫ dk, where d is the di-
mension of the Fermi surface, and Fourier transforming with
respect to the relative variables, we get

Σ̌imp(r, t,p,ε) = ni

∫ dq
(2π)d |vimp(p−q)|2Ǧ(r, t,q,ε).

(A.12)
We now use the approximation

∫
dk/(2π)d(. . .) →

N0
∫

dξp〈. . .〉F14,15, where N0 is the density of states per
spin at the Fermi level, and the definition of the quasiclassical
Green’s functions in Eq. (2) to rewrite the self-energy in terms
of the quasiclassical Green’s function. Using the unitary
transformation in Eq. (5) we arrive at

ς̌imp(r, t, p̂F,ε) =−iniN0π〈|vimp(pF−q)|2Ǧ(r, t, p̂F,ε)〉F.
(A.13)

Finally, by assuming that the scattering potential is close to
isotropic, we arrive at

ς̌imp(r, t, p̂F,ε) =−
i

2τ
〈Ǧ〉F, (A.14)

where we have defined the scattering time τ−1 =
2πniN0〈|vimp(pF−q)|2〉F.

We now turn to the spin-flip potential, for which the expres-
sion for the self-energy is

Σ̌sf(r, t;r′, t ′) = 〈Vsf(r, t)s · σ̂σσǦ(r, t;r′, t ′)Vsf(r′, t ′)s · σ̂σσ〉,
(A.15)

where averaging is done over both impurity locations and im-
purity spin states s, both assumed to be random. Following
the same procedure as above, we find14

Σ̌sf(r, t;r′, t) (A.16)

=
nsf

V ∑
k

eik(r−r′)|vsf(k)|2
S(S+1)

3
σ̂σσǦ(r, t;r′, t ′) · σ̂σσ,

where nsf is the density of spin-flip impurities, and S is the
spin quantum number. Fourier transforming, using the qua-
siclassical approximation and the unitary transformation, we
arrive at the self-energy in terms of the transformed quasiclas-
sical Green’s functions,

ς̌sf(r, t, p̂F,ε) =−
i
3

nsfN0πS(S+1)

× 〈|vsf(pF−q)|2τ
3⊗ σ̄σσǦ(r, t, p̂F,ε) · τ3⊗ σ̄σσ〉F

≈− i
6τsf

τ
3⊗ σ̄σσ〈Ǧ〉F · τ3⊗ σ̄σσ, (A.17)

where we have assumed a nearly isotropic scattering potential,
and defined the spin-flip scattering time τ

−1
sf = 2πnsfN0S(S+

1)〈|vsf(pF−q)|2〉F.

2. Check of normalization condition

The transformed Green’s function matrix can in general be
parametrized as30,31

Ǧ = Ğ ′⊗ σ̄
0 + Ğ ′′⊗ p̂F · σ̄σσ+ Ğ⊥⊗ p̂⊥ · σ̄σσ+ Ğ3⊗ σ̄

3, (A.18)

where p̂⊥ = pyx̂− pxŷ is a unit vector perpendicular to the di-
rection p̂F of the Fermi momentum. As was argued previously,
in the quasiclassical limit the dominant terms in Ǧ should
commute with p̂F · σ̄σσ. Hence we assume Ğ3, Ğ⊥ � Ğ ′, Ğ ′′.
We now insert the above parametrization into the Eilenberger
equation, Eq. (6), and neglect all terms containing Ğ3 and Ğ⊥
except when multiplied by the Fermi energy. We will use the
Born approximation to treat the impurity self-energies. For
notational simplicity we also neglect the spin-flip and vector
potential terms, which enter in ways similar to the terms con-
sidered below. The resulting equation has terms proportional
to either of the spin terms in the above parametrization (σ̄0,
p̂F · σ̄σσ, p̂⊥ · σ̄σσ and σ̄3), and can hence be separated into four
equations which all must be satisfied separately:

vFp̂F ·∇Ğ ′′ = i
[
ετ

3 +
i

2τ
〈Ğ ′〉F + i∆τ

1, Ğ ′
]◦

+ i
[
h · p̂Fτ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂F, Ğ ′′

]◦
,

(A.19a)

vFp̂F ·∇Ğ ′ = i
[
ετ

3 +
i

2τ
〈Ğ ′〉F + i∆τ

1, Ğ ′′
]◦

+ i
[
h · p̂Fτ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂F, Ğ ′

]◦
,

(A.19b)

vFp̂⊥ ·∇Ğ ′ = i
[
h · p̂⊥τ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂⊥, Ğ ′

]◦
+
{

hzτ
3, Ğ ′′

}◦
+2εFĞ3, (A.19c)

0 = i
{

h · p̂⊥τ
3 +

i
2τ
〈Ğ ′′p̂F〉F · p̂⊥, Ğ ′′

}◦
+
[
hzτ

3, Ğ ′
]◦
+2iεFĞ⊥. (A.19d)

We next multiply Eq. (6) by Ğ from the left and again sepa-
rately the right, before adding the resulting equations, giving

vF

2
Ǧ ◦
{

∇Ǧ ,τ0 ⊗ σ̄σσ
}
+

vF

2
{

∇Ǧ ,τ0⊗ σ̄σσ
}
◦ Ǧ

= i
[
ετ

3⊗ σ̄
0 + i∆τ

1⊗ σ̄
0 +h · τ3⊗ σ̄σσ

+
i

2τ
〈Ǧ〉F− vFpF · τ0⊗ σ̄σσ, Ǧ ◦ Ǧ

]◦
.(A.20)

Inserting the parametrization in Eq. (A.18) into the above
equation and separating the different spin terms, keeping
terms to the same order as above, we get the equations
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vFp̂F ·∇
{

Ğ ′′, Ğ ′
}◦

= i
[
ετ

3 +
i

2τ
〈Ğ ′〉F + i∆τ

1, Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′
]◦

+ i
[
h · p̂Fτ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂F,

{
Ğ ′′, Ğ ′

}◦]◦
,

(A.21a)

vFp̂F ·∇(Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′) = i
[
ετ

3 +
i

2τ
〈Ğ ′〉F + i∆τ

1,
{

Ğ ′′, Ğ ′
}◦]◦

+ i
[
h · p̂Fτ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂F, Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′

]◦
,

(A.21b)

vFp̂⊥ ·∇(Ğ ′ ◦ Ğ ′) = i
[
h · p̂⊥τ

3 +
i

2τ
〈Ğ ′′p̂F〉F · p̂⊥, Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′

]◦
+
{

hzτ
3,
{

Ğ ′′, Ğ ′
}◦}◦

+ 2εF
({

Ğ ′, Ğ3}◦− i
[
Ğ ′′, Ğ⊥

]◦)
, (A.21c)

ivFp̂⊥ ·
[
Ğ ′′,∇Ğ ′

]◦
=
{

h · p̂⊥τ
3 +

i
2τ
〈Ğ ′′p̂F〉F · p̂⊥,

{
Ğ ′′, Ğ ′

}◦}◦− i
[
hzτ

3, Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′
]◦

+ 2εF
({

Ğ ′, Ğ⊥
}◦

+ i
[
Ğ ′′, Ğ3]◦). (A.21d)

Inserting the parametrization Eq. (A.18) into the normaliza-
tion condition in Eq. (7) we get, to lowest order,

Ǧ ◦ Ǧ = (Ğ ′ ◦ Ğ ′+ Ğ ′′ ◦ Ğ ′′)⊗ σ̄
0 +
{

Ğ ′, Ğ ′′
}◦⊗ p̂F · σ̄σσ

= 2τ
0⊗ (σ̄0 + p̂F · σ̄σσ). (A.22)

From this we get the conditions
{

Ğ ′′, Ğ ′
}◦

= Ğ ′ ◦ Ğ ′ +
Ğ ′′ ◦ Ğ ′′ = 2τ0, i.e. we must assume that Ğ ′ = Ğ ′′. Hence

Eqs. (A.21a) and (A.21b) are satisfied by the normalization
condition. We can show that the last two of the above equa-
tions are also satisfied by using Eqs. (A.19c) and (A.19d) to-
gether with Ğ ′ = Ğ ′′, where we write only Ğ ′ below. For
simplicity we define Ă = h · p̂⊥τ3 + i

2τ
〈Ğ ′′p̂F〉F · p̂⊥. For

Eq. (A.21c) we get

vFp̂⊥ ·∇(Ğ ′ ◦ Ğ ′) = vFp̂⊥ · (Ğ ′ ◦∇Ğ ′+∇Ğ ′ ◦ Ğ ′)

= Ğ ′ ◦
(

i
[
Ă, Ğ ′

]◦
+
{

hzτ
3, Ğ ′

}◦
+2εFĞ3

)
+
(

i
[
Ă, Ğ ′

]◦
+
{

hzτ
3, Ğ ′

}◦
+2εFĞ3

)
◦ Ğ ′

= i
[
Ă, Ğ ′ ◦ Ğ ′

]◦
+2εF

{
Ğ ′, Ğ3}◦+ Ğ ′ ◦

{
hzτ

3, Ğ ′
}◦

+
{

hzτ
3, Ğ ′

}◦ ◦ Ğ ′

= i
[
Ă, Ğ ′ ◦ Ğ ′

]◦
+2εF

{
Ğ ′, Ğ3}◦+{hzτ

3, Ğ ′ ◦ Ğ ′
}◦

+
(

i
{

Ă, Ğ ′
}◦

+hzτ
3 ◦ Ğ ′+2iεFĞ⊥

)
◦ Ğ ′− Ğ ′ ◦

(
i
{

Ă, Ğ ′
}◦− Ğ ′ ◦hzτ

3 +2iεFĞ⊥
)

= i
[
Ă, Ğ ′ ◦ Ğ ′+ Ğ ′ ◦ Ğ ′

]◦
+
{

hzτ
3,
{

Ğ ′, Ğ ′
}◦}◦

+2εF
({

Ğ ′, Ğ3}◦− i
[
Ğ ′, Ğ⊥

]◦)
,

where we have used Eq. (A.19c) in the first line, and Eq. (A.19d) in the fourth line. In a similar way we can show that Eq. (A.21d)
also is satisfied:

ivFp̂⊥ ·
[
Ğ ′,∇Ğ ′

]◦
= ivFp̂⊥ · Ğ ′ ◦∇Ğ ′− ivFp̂⊥ ·∇Ğ ′ ◦ Ğ ′

=−Ğ ′ ◦
([

Ă, Ğ ′
]◦− i

{
hzτ

3, Ğ ′
}◦−2iεFĞ3

)
+
([

Ă, Ğ ′
]◦− i

{
hzτ

3, Ğ ′
}◦−2iεFĞ3

)
◦ Ğ ′

= 2iεF
[
Ğ ′, Ğ3]◦+ [Ă, Ğ ′]◦ ◦ Ğ ′− Ğ ′ ◦

[
Ă, Ğ ′

]◦− i
[
hzτ

3, Ğ ′ ◦ Ğ ′
]◦

+ Ğ ′ ◦
(

2εFĞ⊥+
{

Ă, Ğ ′
}◦

+ Ğ ′ ◦ ihzτ
3
)
+
(

2εFĞ⊥+
{

Ă, Ğ ′
}◦− ihzτ

3 ◦ Ğ ′
)
◦ Ğ ′

=
{

Ă,
{

Ğ ′, Ğ ′
}◦}◦− i

[
hzτ

3, Ğ ′ ◦ Ğ ′+ Ğ ′ ◦ Ğ ′
]◦

+2εF
({

Ğ ′, Ğ⊥
}◦

+ i
[
Ğ ′, Ğ3]◦).

Hence we have shown that the Eilenberger equation is con-
sistent with the normalization condition to lowest order un-
der the assumption that Ğ ′ = Ğ ′′, which is valid when the
exchange energy, spin-flip scattering potential and vector po-
tential is weak compared to the Fermi energy.

3. Usadel equation for h

Inserting the parametrization for GK in Eq. (11) with h =

h′+ h′′ into the Keldysh component of the Usadel equation,
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Eq. (26), we get

2iD∇̂

(
∇̂h−GR(∇̂h)GA + (GR

∇̂GR)h−h(GA
∇̂GA)

)
=
[
ετ

3,GRh−hGA], (A.23)

where we for simplicity have kept only the first term on
the right hand side of the Usadel equation. Inserting the
parametrization h = hLτ0 + hT τ3,12,13 we proceed by multi-
plying with the identity and τ3 and taking the trace.12 This
gives the two equations

0 = ∇ ·
{

∇hLTr {τ0−GRGA}−∇hT Tr {GR
τ

3GA}

+ hT Tr {τ3GR
∇̂GR− τ

3GA
∇̂GA}

}
, (A.24)

and

0 = ∇ ·
{

∇hT Tr {τ0−GR
τ

3GA
τ

3}−∇hLTr {GRGA
τ

3}

+ hLTr {τ3GR
∇̂GR− τ

3GA
∇̂GA}

}
. (A.25)

In situations where the last two traces in both the above equa-
tions are zero (for instance, the third term corresponds to a
supercurrent and is absent in S/N or S/F bilayers), we get two
decoupled second order equations for hL and hT ,

Tr {τ0 − GRGA}∇2hL (A.26)

= (∇hL)Tr {(∇GR)GA +GR(∇GA)},

Tr {τ0 − GR
τ

3GA
τ

3}∇2hT (A.27)

= (∇hT )Tr {(∇GR)τ3GA
τ

3 +GR
τ

3(∇GA)τ3}.

In this case the expression for the charge current simplifies to

jjjq = N0eD
∫

dε ∇hT Tr {τ0−GR
τ

3GA
τ

3}. (A.28)
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