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## Abstract

This thesis gives an introduction to the Mueller-Stokes calculus, which is used to describe partially and fully polarized light. It describes how polarized light interacts with various sample configurations resulting in a Mueller matrix, and how this can be measured by using appropriate instrumentation. Specifically, two such Mueller matrix ellipsometers have been realized. One system is based on rotating Fresnel bi-prism and the other on Ferro-electric liquid crystals. The systems are unique in different ways. The rotating Fresnel bi-prism Mueller matrix ellipsometer is an optimal UV-NIR achromatic suitable for high power angular scattering measurements. The Ferro-electric liquid crystals Mueller matrix ellipsometer is a fast acquisition system capable of measuring Mueller matrices at 50 Hz .

The thesis gives an introduction to the topics discussed in the attached six scientific papers. The first three papers report on construction and design of the ellipsometers. Paper I describes the design and characterization of two achromatic $132^{\circ}$ bi-prism compensators optimized for Mueller matrix applications, while paper II describes an actual implementation and tests of an optimal Mueller matrix ellipsometer using these prisms. Chapter 5 of this thesis, shows results from scattering and fluorescence measurements using this system. The Ferro-electric liquid crystals based Mueller matrix ellipsometer is outlined in Paper III. In Section 5.4 of this thesis, it is shown how this system can be extended to an imaging polarimeter. In paper II,III, IV and V some other applications of the systems are shown, which also test the performances.

- Paper I

The Fresnel bi-prism approach, also known as "achromatic device 1 (AD1)", was used in Paper I to design two achromatic $132^{\circ}$ compensators. Such compensators are favorable in Mueller matrix ellipsometers, since they are capable of producing optimal conditioned system matrices leading to small experimental errors. Several papers describe the design of achromatic halfwave or quarter-wave prisms, but to our knowledge no other papers has yet described achromatic $132^{\circ}$ prism designs. The actual measured retardation of two different prism materials, $\mathrm{CaF}_{2}$ and fused silica, are given. It was concluded that $\mathrm{CaF}_{2}$ is the superior material of the two concerning both spectral range ( $185-8000 \mathrm{~nm}$ ) and refractive index dispersion. Both prisms are specifically promising in broad band applications like for instance synchrotron based systems.

## - Paper II

A well conditioned multiple laser Mueller ellipsometer is constructed using the bi-prisms in Paper I. The well conditioning makes the system less sen-
sitive to calibration errors and noise. Several papers have outlined the importance of well conditioned system matrices also noted by Paper I. Paper II includes a complete deduction, concerning the relation between the condition numbers and experimental errors. In particular it is shown how the measured matrix errors are directly related to the product of the condition numbers and the calibration errors. In contradiction to the condition number's significance, few papers report the actual values obtained from working systems. This paper describes the instrumentation of an optimal broad band polarimeter with accompanying experimental results and the actual measured condition numbers during operation. The ability to measure physical realizable Mueller matrices is also discussed. To our knowledge, no other system design has obtained such well conditioned system matrices over the reported spectral range from UV to NIR.

- Paper III

Systems based on mechanical rotation of prisms, like that of Paper II, can be very slow compared to other technologies. The Liquid Crystals (LC) technology is for instance capable of operating at least one order of magnitude faster. Previously, LC Mueller matrix ellipsometers in the visible range has been reported. Paper III extends this range into the infra-red using Ferro Electric Liquid Crystals (FLC). As in Paper II, the design is chosen based on optimization on the condition numbers of the ellipsometer's system matrices. Fixed waveplates are included in the design in order to optimize the performance of the polarimeter. This results in a near optimal broad band performance. The measured actual switching times and retardation of the crystals are also reported. Based on stability considerations it is concluded that the FLC are capable of measuring a full Mueller matrices at 50 Hz . Paper III elaborates further on the first near infra-red-FLC spectroscopic Mueller matrix design and shows the first initial results.

- Paper IV

In complex media, like for instance tissue or other biological material, optical models can be hard, if not impossible, to obtain. Other analyzing techniques are then valuable. The Lu-Chipman matrix product decomposition is one such technique which can be used in order to obtain new knowledge of the system. Knowledge of artifacts generated by the decomposition itself is also needed in order to correctly interpret results. In Paper IV, three simple optical components are studied, a visible polarizer, a IR polarizer and a roughened glass plate. The azimuth orientations of such homogeneous polarization elements may be estimated from the direction of the eigenpolarization of the decomposed matrices. It is here demonstrated that there is an
apparent ambiguity in the determination of both the azimuth angles and the absolute retardance. For instance, one has to assume some prior knowledge of the system in order to interpret the absolute retardance value and orientation correctly. The paper reports on results from the FLC Mueller matrix ellipsometer.

- Paper V

The polarization response from a sample tends to provide information that is largely uncorrelated with spectral and intensity images and can give complementary information about samples. In Paper V several different types of land mines and three types of plants are investigated by detecting the Mueller matrix in a back scattering geometry at both specular and of specular angles. The depolarization index is concluded to be the polarization metric containing the most information, as it varies largely from sample to sample. The other polarization metrics like diattenuation and retardance is close to zero for back scattering geometries. The result shown that plants depolarize light more during 1570 nm coherent illumination than the mines. Depolarization information give complementary information and is capable of discriminating plants from surface mines. The depolarization profiles for the non-specular angles are shown to result in a Lorentzian profile.

- Paper VI

A part of this thesis work was also to study particles, such as aggregated proteins. Some Mueller matrix measurements of the protein Human transthyretin (TTR) are included in Chapter 5. In order to study protein conformation luminescent probes can be used. In Paper VI, three different conjugated polymers, currently used to study protein conformations, are optical characterized. All three polymers PTAA, POMT and POWT are constructed from a conjugated polythiophene backbone, but with different attached side groups. PTAA is an acetic acid, while POMT and POWT have amino acid based side-chains. By varying the ionic strength of the buffer solutions the polymers can be forced to twist and bend, due to charging or neutralization of the side-chains. The twist and bend of the polymers cause shift in the energy levels. Both the quantum efficiency and two photon absorption cross sections of the polymers are studied in this paper under various pH buffer solutions. Of the three studied polymers, POMT is shown to have both a better quantum efficiency and a larger two-photon absorption cross section. An example of spectral imaging using POMT attached to amyloidal fibrils is also given.
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Frantz Stabo-Eeg

## 1 Introduction

The vectorial nature of light is called polarization. It is one of the fundamental properties of light beside intensity, wavelength and coherence [1]. Light can be more or less polarized depending on how it is generated and how it interacts with matter. The light's polarization can be viewed in many everyday phenomena Figure 1.1. For instance, light becomes polarized when reflected from surfaces. This is clearly seen when viewing light reflections from a water surface through polaroid glasses. Particles that are much smaller than the wavelength cause the unpolarized sunlight to become strongly polarized. This scattering effect is known as Rayleigh scattering [2] and results in a polarization dependent pattern in the sky's hemisphere. Many living organism like insects [3] have polarization dependent vision and can utilize the natural polarization of the sky's hemisphere for navigation. Also many sea living animals can see polarized light. It has even been suggested that animals like cuttlefish use polarization to communicate [4]. Although animals have used polarization for a long time, the first recorded scientific observation of polarization was not until the discovery of double refraction in calcite (Iceland spar) in 1669, by Erasmus Bartholinus [5]. The Vikings may have utilized the sky's polarization in navigation, but this is disputed [6]. The history of polarization has been summarized by several authors [1,7-10].

The late discovery of polarization is probably related to the poor polarization sensitivity of the human eye. A human observer can be trained to see polarization [11], visible as a yellowish bow-tie shape called the Haidinger's brush. It got its named after Wilhelm Karl von Haidinger who first described it in 1844 [12]. Most people do not notice polarized light without wearing some kind of optical device, such as polaroid glasses. Several instruments called polarimeters or ellipsometers have been developed in order to investigate the polarization's interaction with matter. The first documented polarimeter was constructed by Biot in 1816 [13] which soon found its applications in sugar production [14].

The study of polarization has evolved into several scientific topics both within chemistry, biology and physics. Today polarization has many applications, such as ellipsometry, astronomical polarimetry, spectropolarimetry, radar polarimetry, remote sensing, polarization light scattering, cryptography and general studies of optical components [15].

Polarization can be described in different ways, see for instance Section 2.3 . Here the Stokes-Mueller calculus, which can describe randomly fluctuating light or


Figure 1.1: Some effects of polarization as it appears in nature. The polarization of the sky is utilized by many insects, like for instance the dung beetle. The sky's polarization can be seen by wearing polaroid glasses. Cuttlefish might even use polarization to communicate [4].
depolarized light, will be used. The ability of a sample to produce depolarized light is sometimes the only polarization metric which can distinguish objects, especially in backscattering geometries, see for instance Paper V or [16]. The alteration of the polarization state can be described by the Mueller matrix. It is basically a transfer matrix for both polarized and depolarized light. This transfer matrix can be measured by an optical technique referred to as either Mueller matrix polarimetry or Mueller Matrix Ellipsometry (MME).

Chapter 2 gives a short introduction to how polarized light is described by Stokes vectors and interacts with samples though Mueller matrices. Chapter 3 gives an introduction to how the Mueller matrix of a sample can be measured, and describe two such developed instruments, how they were optimized and calibrated. The measured Mueller matrix can sometimes be unphysical due to incorporated random noise or calibration errors. How to obtain physically realizable Mueller matrices is discussed in Chapter 4. Ellipsometry traditionally obtains physical information about the sample by modeling. When modeling is computationally difficult or impossible alternative techniques is important. This is discussed in

Chapter 4. Chapter 5 gives an introduction to studied unpublished applications of Mueller matrix ellipsometry, hence scattering, fluorescence and Mueller matrix imaging polarimetry, based on recent measurements. Chapter 6 gives a short summary and conclusion of this thesis work.

## 2 Polarized light

The following chapter gives an introduction to the notation used in the thesis and will serve as a brief introduction to the Mueller-Stokes calculus. A historical description to the origin to the Mueller-Stokes calculus can be found elsewhere [8].

### 2.1 Polarized light and the polarization ellipse

In the literature one finds different definitions of the polarization parameters. Here the convention proposed by Hauge et al. [17] will be used. The electric field components for fully polarized light propagating along the $z$-axis, are then decomposed into,

$$
\begin{equation*}
E_{x}(z, t)=\boldsymbol{\operatorname { R e }}\left[E_{x 0} e^{\left(i \omega t-\frac{2 \pi z}{\lambda}+\delta_{x}\right)}\right], E_{y}(z, t)=\boldsymbol{\operatorname { R e }}\left[E_{y 0} e^{\left(i \omega t-\frac{2 \pi z}{\lambda}+\delta_{y}\right)}\right], \tag{2.1}
\end{equation*}
$$

where $E_{x 0}$ and $E_{y 0}$ are amplitudes, $\omega$ the angular frequency, $\lambda$ the wavelength and $\delta_{x}$ and $\delta_{y}$ the phases for the electric field's $x$ and $y$ polarizations, respectively. The end point of the electrical field vector for fully polarized light generally follows an ellipse when traced at the same position in space over one period $T=\frac{2 \pi}{\omega}$, see Figure 2.1. For a phase-shift of exactly $\delta=\delta_{y}-\delta_{x}=\frac{\pi}{2} \pm n \cdot \pi$ one has circularly polarized light. The clockwise rotation of the electric field, when viewed into the source, is defined as right circular polarization. The ellipticity $\epsilon$, is defined as the tangent between the half axes of this ellipse, whereas the azimuth angle $\theta$ is defined as the rotation of its major axis. $\epsilon$ and $\theta$ can be shown to be the related to the phases and amplitudes of the electric fields compontents [17],

$$
\begin{equation*}
\sin 2 \epsilon=\frac{2 E_{x 0} E_{y 0}}{E_{x 0}^{2}+E_{y 0}^{2}} \sin \delta, \quad \tan 2 \theta=\frac{2 E_{x 0} E_{y 0}}{E_{x 0}^{2}+E_{y 0}^{2}} \cos \delta . \tag{2.2}
\end{equation*}
$$



Figure 2.1: The polarization ellipse. Plotted with phase-shift $\delta=\pi / 3$ and amplitudes $E_{x 0}=E_{y 0}$.

### 2.2 Partial polarized light and the Mueller-Stokes calculus

George Gabriel Stokes stated in 1852 [18] that any mixture of incoherent polarized light can be fully determined by four parameters. $\overbrace{}^{*}$

$$
\mathbf{s}=\left[\begin{array}{c}
s_{0}  \tag{2.3}\\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right]=\left[\begin{array}{c}
I_{0}+I_{90} \\
I_{0}-I_{90} \\
I_{45}-I_{-45} \\
I_{R}-I_{L}
\end{array}\right]=\left[\begin{array}{c}
<E_{x 0}^{2}>+<E_{y 0}^{2}> \\
<E_{x 0}^{2}>-<E_{y 0}^{2}> \\
2<E_{x 0} E_{y 0} \cos (\delta)> \\
2<E_{x 0} E_{y 0} \sin (\delta)>
\end{array}\right]
$$

The intensity measurements $I$, refer to common polarization states, $<>$ corresponds to a time-average of the associated electric field components and $\delta$ the phase shift $]^{+}$The Stokes parameters are related to the ellipticity and azimuth angle for fully polarized light [17],

$$
\mathbf{s}=s_{0}\left[\begin{array}{c}
1  \tag{2.4}\\
\cos (2 \epsilon) \cos (2 \theta) \\
\cos (2 \epsilon) \sin (2 \theta) \\
\sin (2 \epsilon)
\end{array}\right] .
$$

Henri Poincaré found that the Stokes parameters can be geometrically represented

[^0]

Figure 2.2: The Stokes vector can be projected onto a surface called the Poincaré sphere. Its location is determined by the azimuth and ellipticity angle $\theta$ and $\epsilon$. Partially polarized states can be described by using the degree of polarization $P$ as radius.
by a sphere [20]. The surface of the Poincaré sphere can be drawn by using $s_{1}, s_{2}, s_{3}$ as a Cartesian coordinate system ${ }^{7}$, see Figure 2.2. For fully polarized light $s_{0}=\sqrt{s_{1}^{2}+s_{2}^{2}+s_{3}^{2}}$. This is not true for partially polarized light. Instead an important metric, the degree of polarization $P$ [21],

$$
\begin{equation*}
P=\frac{\sqrt{s_{1}^{2}+s_{2}^{2}+s_{3}^{2}}}{s_{0}} \tag{2.5}
\end{equation*}
$$

is used. Partially polarized states can also be represented within the Poincaré sphere by using $P$ as the radius. In this representation totally unpolarized light is collapsed into the origin of the sphere [21]. A general polarization state can then be described by s $=[1, P \cos (2 \epsilon) \cos (2 \theta), P \cos (2 \epsilon) \sin (2 \theta), P \sin (2 \epsilon)]^{T}$ [17]. Paul Soleillet [22] and Francis Perrin [23] described linear algebraic relations how to transfer a polarization state interacting with materials to another state using the Stokes formalism. This linear relation was later put into matrix form by Hans Mueller [24]. The physically realizable transfer matrix $\mathbf{M}$ is today known as the

[^1]Mueller matrix

$$
\begin{align*}
\mathbf{s}^{\prime} & =\mathbf{M} \cdot \mathbf{s} \\
{\left[\begin{array}{r}
s_{0}^{\prime} \\
s_{1}^{\prime} \\
s_{2}^{\prime} \\
s_{3}^{\prime}
\end{array}\right] } & =\left[\begin{array}{llll}
m_{11} & m_{12} & m_{13} & m_{14} \\
m_{21} & m_{22} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{33} & m_{34} \\
m_{41} & m_{42} & m_{43} & m_{44}
\end{array}\right] \cdot\left[\begin{array}{l}
s_{0} \\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right] \tag{2.6}
\end{align*}
$$

Here $\mathbf{s}^{\prime}$ is the resulting column vector of Stokes parameters upon interaction between a sample associated with the Mueller matrix M, with some incoming light's Stokes vector s. Consequently, any optical system's Mueller matrix $\mathbf{M}_{\text {sys }}$, which is constructed by a succession of optical components, can be directly calculated by multiplication of the Mueller matrices of the sub-components or layers, as the light propagate from 1 to N .

$$
\begin{equation*}
\mathbf{M}_{s y s}=\mathbf{M}_{N} \mathbf{M}_{N-1} \cdots \mathbf{M}_{1} . \tag{2.7}
\end{equation*}
$$

The Mueller matrices for standard components have been derived $[1,15]$, for convenience some specific matrices used in this thesis are described below.

## The Mueller matrix of a homogenous diattenuating retarder

A diattenuating sample, or diattenuator, experiences differences in absorption between the two principal axes, while a retarder experiences difference in phase $\delta_{c}=\delta_{s}-\delta_{f}$ with one axis being slow (s) and the other fast (f) (i.e. $\delta_{s}>\delta_{f}$ ). A sample, where the eigenpolarization states of the retarder are aligned with the eigenpolarization states of the diattenuator, is referred to as homogenous [15]. A homogenous diattenuating retarder has the following Mueller matrix

$$
\mathbf{M}_{\text {diat }}(T, \delta, \psi)=T\left[\begin{array}{cccc}
1 & \cos 2 \psi & 0 & 0  \tag{2.8}\\
\cos 2 \psi & 1 & 0 & 0 \\
0 & 0 & \sin 2 \psi_{c} \cos \delta_{c} & \sin 2 \psi_{c} \sin \delta_{c} \\
0 & 0 & -\sin 2 \psi_{c} \sin \delta_{c} & \sin 2 \psi_{c} \cos \delta_{c}
\end{array}\right]
$$

Here $\tan \psi e^{-i \delta_{c}}=\tan \left(\frac{T_{s}}{T_{p}}\right) e^{-i\left(\delta_{s}-\delta_{f}\right)}$, and $T_{f}$ and $T_{s}$ are the transmission coefficient of the matrix' fast and slow axis. $T=\frac{\left|T_{f}\right|^{2}+\left|T_{s}\right|^{2}}{2}$ is the transmission coefficient for unpolarized light. Note that this matrix also can describe a pure diattenuator $\left(\delta_{c}=0\right)$, a pure retarder $\left(\Psi=\frac{\pi}{4}\right)$, and the identity matrix $\left(\Psi=\frac{\pi}{4}, \delta_{c}=0\right)$.

[^2]
## The Mueller matrix of a polarizer

One extreme case of a diattenuator is an ideal polarizer which only transmitt one polarization state. The Mueller matrix of Eq. 2.8 can then be reduced to

$$
\mathbf{M}_{p o l}=\frac{\tau}{2}\left[\begin{array}{llll}
1 & 1 & 0 & 0  \tag{2.9}\\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

where $\tau$ is the transmission coefficient.

## The Mueller matrix of an isotropic reflecting surface

The reflection of an electrometric light-wave at an interface between two isotropic media can be accurately described by the Fresnel complex reflection coefficients $R_{p}$ and $R_{s}$. The Mueller matrix $\mathbf{M}_{r e f}$ for such a reflecting surface has an identical form as that of a homogenous diattenuating retarder in Eq. 2.8 ,

$$
\mathbf{M}_{r e f}=\tau\left[\begin{array}{cccc}
1 & -\cos 2 \psi & 0 & 0  \tag{2.10}\\
-\cos 2 \psi & 1 & 0 & 0 \\
0 & 0 & \sin 2 \psi \cos \Delta & \sin 2 \psi \sin \Delta \\
0 & 0 & -\sin 2 \psi \sin \Delta & \sin 2 \psi \cos \Delta
\end{array}\right]
$$

where $\frac{R_{p}}{R_{s}}=\tan \psi e^{i \Delta}=\tan \left(\frac{r_{p}}{r_{s}}\right) e^{i\left(\Delta_{p}-\Delta_{s}\right)} . \Delta$ is the altered phase difference between the $s-$ and $p$-polarization and $\tan \psi$ is the absolute value of the ratio between the real $r_{s}$ and $r_{p}$ reflection coefficients. $\tau=\frac{\left|r_{p}\right|^{2}+\left|r_{s}\right|^{2}}{2}$ is the reflection coefficient for unpolarized light.

## Optical Rotation and rotation of coordinate systems

Rotation of the electromagnetic field vector around the axis of propagation can be described by the Mueller matrix $\mathbf{R}$,

$$
\mathbf{R}(\theta)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.11}\\
0 & \cos (2 \theta) & \sin (2 \theta) & 0 \\
0 & -\sin (2 \theta) & \cos (2 \theta) & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

$\mathbf{R}$ is also used to transform between coordinates systems rotated around the axis of light propagation. A Mueller matrix $\mathbf{M}(\theta)$ which has been rotated an angle $\theta$, is given by

$$
\begin{equation*}
\mathbf{M}(\theta)=\mathbf{R}(-\theta) \mathbf{M R}(\theta) \tag{2.12}
\end{equation*}
$$

### 2.3 Alternative descriptions of polarized light

The Mueller-Stokes calculus is not unique, but it is the most complete description of polarized light available [21]. However, it has some limitations compared with other approaches. First of all, absolute phase information of the light is not retained, as it is based on intensities instead of amplitudes. Alternative representations such as the Jones calculus $[21,25,26]$ or the cross-spectral density matrix of Wolf [27], must be used in order to describe interference phenomena. The Stokes vector is also constructed by a non-orthogonal vector space which complicates the matrix algebra.

The Jones calculus $[25,26]$ defines the amplitudes and phases of the electric field components in a vector $\mathbf{E}$ and optical interactions using $2 \times 2$ transfer matrices J,

$$
\begin{align*}
\mathbf{E}^{\prime} & =\mathbf{J E} \\
{\left[\begin{array}{c}
E_{x}^{\prime} \\
E_{y}^{\prime}
\end{array}\right] } & =\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
E_{x} \\
E_{y}
\end{array}\right] . \tag{2.13}
\end{align*}
$$

This calculus is equivalent to the Mueller calculus when describing fully polarized light, but can not describe any depolarizing effects. Another popular description of partially polarized light is the density matrix formalism [28] T] In the density matrix calculus correlations between the electric fields components of the light are calculated and presented in $2 \times 2$ matrix form. The density matrix is a Hermitian matrix defined as the direct product of the Jones vector with its Hermitian adjoint,

$$
\mathbf{J}_{M}=\left[\begin{array}{cc}
\left.<E_{x} E_{x}^{*}\right\rangle & \left.<E_{x} E_{y}^{*}\right\rangle  \tag{2.14}\\
\left\langle E_{y} E_{x}^{*}\right\rangle & \left.<E_{y} E_{y}^{*}\right\rangle
\end{array}\right]\left[\begin{array}{cc}
J_{x x} & J_{x y} \\
J_{y x} & J_{y y}
\end{array}\right] .
$$

The brackets denote averaging over many wave cycles. Among the three most known representations are that of Wiener, Barakat [29] and Wolf [30]. The Stokes vector and the density matrices contain the same information and are simple linear combination of each other. When rewriting the density matrix as a vector $\mathbf{J}_{M}^{4 \times 1}$ the transformation is carried out using [17,21,31],

$$
\begin{align*}
\mathbf{s} & =\mathbf{A} \mathbf{J}_{M}^{4 \times 1}, \\
{\left[\begin{array}{l}
s_{0} \\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right] } & =\left[\begin{array}{cccc}
1 & 0 & 0 & 1 \\
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
0 & i & -i & 0
\end{array}\right]\left[\begin{array}{l}
J_{x x} \\
J_{x y} \\
J_{y x} \\
J_{y y}
\end{array}\right] . \tag{2.15}
\end{align*}
$$

[^3]A $4 \times 4$ density transfer matrix $\mathbf{F}_{J}$ can be constructed from Eq 2.14 [17]

$$
\mathbf{F}_{J}=\mathbf{J} \otimes \mathbf{J}^{*}=\left[\begin{array}{cccc}
a a^{*} & a b^{*} & b a^{*} & b b^{*}  \tag{2.16}\\
a c^{*} & a d^{*} & b c^{*} & b d^{*} \\
c a^{*} & c b^{*} & d a^{*} & d b^{*} \\
c c^{*} & c d^{*} & d c^{*} & d d^{*}
\end{array}\right]
$$

$\otimes$ is the Kronecker product. $\mathbf{F}_{J}$ can be directly related to the Mueller-Stokes formalism using Eq. 2.15

$$
\begin{equation*}
\mathbf{M}_{J}=\mathbf{A F}_{J} \mathbf{A}^{-1} \tag{2.17}
\end{equation*}
$$

$$
=\frac{1}{2}\left[\begin{array}{cccc}
a a^{*}+c c^{*}+b b^{*}+d d^{*} & a a^{*}+c c^{*}-b b^{*}-d d^{*} & a b^{*}+c d^{*}+b a^{*}+d c^{*} & \left.-i\left(a b^{*}+c d^{*}\right)+b a^{*}-d c^{*}\right)  \tag{2.18}\\
a a^{*}-c c^{*}+b b^{*}-d d^{*} & a a^{*}-c c^{*}-b b^{*}+d d^{*} & a b^{*}-c d^{*}+b a^{*}-d c^{*} & -i\left(a b^{*}-c d^{*}-b a^{*}+d c^{*}\right) \\
a c^{*}+c a^{*}+b d^{*}+d b^{*} & a c^{*}+c a^{*}-b d^{*}-d b^{*} & a d^{*}+c b^{*}+b c^{*}+d a^{*} & -i\left(a d^{*}+c b^{*}-b c^{*}-d a^{*}\right) \\
i\left(a c^{*}-c a^{*}+b d^{*}-d b^{*}\right) & i\left(a c^{*}-c a^{*}-b d^{*}+d b^{*}\right) & i\left(a d^{*}-c b^{*}+b c^{*}-d a^{*}\right) & a d^{*}-c b^{*}-b c^{*}+d a^{*}
\end{array}\right] .
$$

$\mathbf{M}_{J}$ is called a Mueller-Jones matrix due to the direct relation between the Mueller matrix and Jones matrix. Barakat and Anderson stated the set of conditions when a Mueller matrix can be defined by a Jones matrix, i.e. when it is a MuellerJones matrix [32]. They also showed how a non-Mueller-Jones matrix can be approximated to its nearest complementary Jones matrix, see 4.1.1. Barakat and Anderson used Simons definition for the coherency matrix [33] in order to establish the Hermitian matrix.

When using $2 \times 2$ transfer matrices the density formalism is unable to describe depolarizing samples like the Mueller-Stokes calculus [21]. The coherency matrix is also harder to visualize than the Stokes vector. For more information about the coherency matrix, see $[21,28,29]$. Non of the described calculi changes the state of polarization as the wave propagates.

## 3 Polarimeters

This chapter describes how to measure the interaction between polarized light and a sample using the $4 \times 4$ Mueller matrix. Such an instrument is either referred to as a Mueller matrix polarimeter or a Mueller Matrix Ellipsometer (MME) depending on the author or research field. The Mueller matrix depends on wavelength, angle of incident and location on the sample [15]. In the following these will be assumed fixed for simplicity.

### 3.1 General approach

A polarimeter consists of five basic parts; a light source, a Polarization State Generator (PSG), a sample, a Polarization State Analyzer (PSA) and a detector, see Figure 3.1. Basically, the Mueller matrix of a sample is found by probing it with a


Figure 3.1: Simplified sketch of the basic components of a polarimeter; source, Polarization State Generator (PSG), sample, Polarization State Analyzer (PSA) and detector.
set of appropriate polarization states, controlled by the PSG, and then analyzing the altered polarization state with the PSA. At least four intensity measurements are required to determine a single Stokes vector [34]. To find all 16 Mueller matrix elements a minimum of four probing states are needed for each Stokes vector measurement [15]. In most setups both the PSA and PSG have an anti-symmetric ordering and use the same optical components. A variety of possible technical solutions exist, such as systems based on photo-elastic modulators [35], electro-optical modulators [36-38], Pockel's cells [39,40], liquid crystals [37,41,42], rotating prisms retarders or wave plates [43, 44]. The PSA and PSG can either be based on a fixed set or based on continuous modulation of the polarization states. Continuous modulation like photo-elastic modulators can operate very fast, but requires
complicated demodulation techniques. The thesis will focus on non-modulating techniques using a fixed set of polarization states, as it simplifies the acquisition and reduces the overall cost considerably. Two different systems have been designed, built and evaluated: one system based on dual rotating prism retarders (Paper I and II), and a second system based on Ferro-electric Liquid Crystal (FLC) and fixed waveplates (Paper III). In both systems a single intensity matrix $\mathbf{B}$ is collected. $\mathbf{B}$ depends on both the Mueller matrix of the sample $\mathbf{M}$, and the system's generating and analyzing matrices $\mathbf{W}$ and $\mathbf{A}$,

$$
\begin{equation*}
\mathbf{B}=\mathbf{A M W} . \tag{3.1}
\end{equation*}
$$

$\mathbf{M}$ is found by inverting the matrices $\mathbf{A}$ and $\mathbf{W}$ and form

$$
\begin{equation*}
\mathbf{M}=\mathbf{A}^{-1} \mathbf{B W}^{-1} . \tag{3.2}
\end{equation*}
$$

Theoretical expressions for the generating matrix $\mathbf{W}$ and analyzing matrix $\mathbf{A}$ are not needed in practical implementations, as they can be found by calibration, see Section 3.5. However, explicit expressions are needed when optimizing performance.

### 3.2 General expressions for the system matrices

The system matrices $\mathbf{A}$ and $\mathbf{W}$ are not Mueller matrices, but constructed by a set of probing Stokes vectors $\{\mathbf{w}\}$ and a set of analyzing states $\{\mathbf{a}\}$. Each vector $\mathbf{w}_{\mathbf{i}}$ in $\{\mathbf{w}\}$ can be found by multiplying the polarization state generator's Mueller matrix $\mathbf{M}_{P S G_{i}}$ in state $i$ with the Stokes vector for unpolarized light $\mathbf{s}_{\text {unpol }}=[1,0,0,0]^{T}$,

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{M}_{P S G_{i}} \cdot \mathbf{s}_{\text {unpol }} . \tag{3.3}
\end{equation*}
$$

If four probing states are used, $\mathbf{W}$ is given by

$$
\begin{equation*}
\mathbf{W}=\left[\mathbf{w}_{1}, \mathbf{w}_{2}, \mathbf{w}_{3}, \mathbf{w}_{4}\right] . \tag{3.4}
\end{equation*}
$$

Similarly, an analyzing matrix A can be defined for each analyzing state $\mathbf{a}_{j}$, given by the first row of the PSA's Mueller matrix $\mathbf{M}_{P S A_{j}}$ in state $j$.

$$
\begin{equation*}
\mathbf{a}_{j}=[1,0,0,0] \cdot \mathbf{M}_{P S A_{j}} . \tag{3.5}
\end{equation*}
$$

A $4 \times 4$ analyzing matrix $\mathbf{A}$ can then be constructed ${ }^{*}$,

$$
\mathbf{A}=\left[\begin{array}{l}
\mathbf{a}_{1}  \tag{3.6}\\
\mathbf{a}_{2} \\
\mathbf{a}_{3} \\
\mathbf{a}_{4}
\end{array}\right] .
$$

Each element $b_{i, j}$ in $\mathbf{B}$ can now be measured, and the Mueller matrix of the sample retracted. $\mathbf{A}$ and $\mathbf{W}$ can also be constructed using more than four states resulting in $n \times 4$ and $4 \times m$ matrices.

### 3.3 Specific expressions for the system matrices

Each of the two experimental systems in this thesis uses rotated retarders having Mueller matrices of the form $\mathbf{M}_{r e t}(\theta, \delta)$ given by Eq. 2.12 and 2.8:

$$
\mathbf{M}_{r e t}(\theta, \delta)=\mathbf{M}_{r o t}(\theta)^{-1} \mathbf{M}_{r e t}(\delta) \mathbf{M}_{r o t}(\theta)
$$

$$
=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{3.7}\\
0 & (\cos (2 \theta))^{2}+(\sin (2 \theta))^{2} \cos (\delta) & \cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & -\sin (2 \theta) \sin (\delta) \\
0 & \cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & (\sin (2 \theta))^{2}+(\cos (2 \theta))^{2} \cos (\delta) & \cos (2 \theta) \sin (\delta) \\
0 & \sin (2 \theta) \sin (\delta) & -\cos (2 \theta) \sin (\delta) & \cos (\delta)
\end{array}\right],
$$

with $\psi_{c}=\frac{\pi}{4}$ and $T=1$.

### 3.3.1 The compensator based Mueller matrix ellipsometer

The ellipsometer of Paper II is based on Azzam's dual rotating compensator setup [43]. 团The compensators are specially designed Fresnel bi-prisms where the retardation is created by four internal reflections, see Paper I. The PSG and PSA designs are realized by combining a linear polarizer with a compensator rotated at angle $\theta$ from the transmission axis of the polarizer, see Figure 3.2. The resulting Mueller matrix $\mathbf{M}_{P S G}$ for the PSG is given by

$$
\mathbf{M}_{P S G}(\theta, \delta)=\mathbf{M}_{r e t}(\theta, \delta) \mathbf{M}_{p o l}
$$

[^4]

Figure 3.2: The optical components of the Fresnel bi-prism setup. (S) Source, (P) Polarizer, (C) Compensator, (D) Detector.

$$
=\left[\begin{array}{cccc}
1 & 1 & 0 & 0  \tag{3.8}\\
(\cos (2 \theta))^{2}+(\sin (2 \theta))^{2} \cos (\delta) & (\cos (2 \theta))^{2}+(\sin (2 \theta))^{2} \cos (\delta) & 0 & 0 \\
\cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & \cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & 0 & 0 \\
\sin (2 \theta) \sin (\delta) & \sin (2 \theta) \sin (\delta) & 0 & 0
\end{array}\right] .
$$

Each rotation angle $\theta_{i}$ creates a vector state in $\{\mathbf{w}\}$. The Mueller matrix of the PSA $\mathbf{M}_{P S A}$ can be constructed with the opposite ordering of the optical element. ${ }^{\text {f }}$

$$
\mathbf{M}_{P S A}=\mathbf{M}_{p o l} \mathbf{M}_{r e t}(\theta, \delta)
$$

$$
=\left[\begin{array}{cccc}
1 & \cos ^{2}(2 \theta)+\sin ^{2}(2 \theta) \cos (\delta) & \cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & -\sin (2 \theta) \sin (\delta)  \tag{3.9}\\
1 & \cos ^{2}(2 \theta)+\sin ^{2}(2 \theta) \cos (\delta) & \cos (2 \theta) \sin (2 \theta)-\sin (2 \theta) \cos (\delta) \cos (2 \theta) & -\sin (2 \theta) \sin (\delta) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

A realization of a Mueller matrix ellipsometer based on this approach is described in Paper II.

### 3.3.2 The Ferro-electric liquid crystal based system

A second MME was developed, which was based upon a combination of fixed waveplates and Ferro-electric Liquid Crystals (FLC). FLCs are made out of the smectic C liquid crystals. The molecules are arranged in layers and each molecule layer is aligned at an angle with the layer-normal. The chirality of the molecule introduces a spontaneous dipole moment. This dipole moment is used to control

[^5]the liquid crystal by applying an external electric field. Two stable directions of the molecular alignment are possible depending on the direction of the electric field. Since the molecules are birefringent a two-state optical retarder can be constructed. The total retardation is proportional to the crystal thickness.

The FLC-MME was uniquely designed to operate in the near infrared range. A different FLC-MME system for the visible FLC-MME range has been reported by others [45]. The arrangement of the optical components can be viewed in Figure 3.3. and is a variant of the Stokes polarimeter of Gandorfer et al. [46]. The Mueller


Figure 3.3: The optical components of the FLC setup. ( $\theta$ ) Rotation angles, ( $P$ ) Polarizer, $\left(F_{i}\right)$ Fixed waveplate, $\left(L C_{i}\right)$ Ferro-electric liquid crystals, (D) Detector.
matrix for the PSG, $\mathbf{M}_{F L C_{P S G}}$, can be calculated from
$\mathbf{M}_{F L C_{P S G}}=\mathbf{M}_{r e t}\left(\theta_{L C_{2}}, \Delta_{L C_{2}}\right) \mathbf{M}_{r e t}\left(\theta_{F_{2}}, \Delta_{F_{2}}\right) \mathbf{M}_{r e t}\left(\theta_{L C_{1}}, \Delta_{L C_{1}}\right) \mathbf{M}_{r e t}\left(\theta_{F_{1}}, \Delta_{F_{1}}\right) \mathbf{M}_{p o l}$,
since each FLC effectively acts as a fixed waveplate. Similarly, the matrix $\mathbf{M}_{F L C_{P S A}}$ is given by
$\mathbf{M}_{F L C_{P S A}}=\mathbf{M}_{p o l} \mathbf{M}_{r e t}\left(\theta_{F_{4}}, \Delta_{F_{4}}\right) \mathbf{M}_{r e t}\left(\theta_{L C_{4}}, \Delta_{L C_{4}}\right) \mathbf{M}_{r e t}\left(\theta_{F_{3}}, \Delta_{F_{3}}\right) \mathbf{M}_{r e t}\left(\theta_{L C_{4}}, \Delta_{L C_{4}}\right)$.

Only the four variables $\theta_{L C_{1}}, \theta_{L C_{2}}, \theta_{L C_{3}}$ and $\theta_{L C_{4}}$ are influenced during switching of the FLC's creating overall $2^{4}=16$ combined generating and analyzing polarization states. The measured intensity, as the FLC's switch through each step, is effected by the detectors impulse response and the internal movement of the liquid crystal molecules, see Figure 3.4. The intensity vector is cut a length $\Delta T$ directly after each step to avoid unstable values. Calculations were performed to find the best place to cut the vector. Figure 3.5 shows the calculated statistical variance for different cut lengths $\Delta T$ when sampling at 120 kHz and measuring each step at 1.2 ms . Already after 0.2 ms some stability is obtained. The best stability was found after approximately 0.8 ms . After this the variance increases since the number of remaining sample points of the intensity vector decreases.


Figure 3.4: The measured voltage from the InGaAs detector as the crystals switch through each of their 16 steps with the sample position void (blue and red dots). Some points in the vector are removed to avoid the oscillation introduced with each step. Only the last points in the measurements for each step are kept (red dots). The solid black line shows the averaged value of the kept values.


Figure 3.5: The calculated variance for different cut lengths $\Delta T$ when sampling at 120 kHz and measuring each step at 1.2 ms .

### 3.4 Optimization of MME performance

The matrix inversion of Eq. 3.2 magnifies the measurement noise in $\mathbf{M}$ due to calibration errors $\frac{\|\Delta \mathbf{A}\|}{\|A\|}$ and $\frac{\|\mathbf{\Delta} \mathbf{W}\|}{\|W\|}$, and measurement noise $\left(\frac{\|\mathbf{\Delta B}\|}{\|\mathbf{B}\|}\right)$, since

$$
\begin{equation*}
\frac{\|\mathbf{\Delta} \mathbf{M}\|}{\|\mathbf{M}\|} \lesssim \kappa_{A} \frac{\|\boldsymbol{\Delta} \mathbf{A}\|}{\|\mathbf{A}\|}+\kappa_{W} \frac{\|\boldsymbol{\Delta} \mathbf{W}\|}{\|W\|}+\kappa_{W} \kappa_{A} \frac{\|\mathbf{\Delta} \mathbf{B}\|}{\|\mathbf{B}\|} \tag{3.12}
\end{equation*}
$$

(see the appendix of Paper II for the detailed derivation). $\kappa_{W}$ and $\kappa_{A}$ are the corresponding matrix condition numbers for $\mathbf{W}$ and $\mathbf{A}$. The condition number is defined by the matrix norm

$$
\begin{equation*}
\kappa_{A}=\|\mathbf{A}\|\|\mathbf{A}\|^{-1} \tag{3.13}
\end{equation*}
$$

The norm is calculated as the ratio of the largest to the smallest singular value of the matrix [47]. Both systems were optimized by minimization of the system condition numbers in order to minimize effects of errors. Minimizing the condition


Figure 3.6: The optimal polarization states create a tetrahedron within the Poincaré sphere. The dotted 8 shaped line represents all the available polarization states with the rotating compensator based PSG [48].
numbers maximizes the relative importance of each probing Stokes vector and analyzing vector, making them as linearly independent as possible.

The optimization is described in detail in Paper I for the Fresnel Bi-prism system and results of the FLC system's optimization are presented in Paper III. The most optimal states for the rotating compensator system are shown in Figure 3.6 .

### 3.5 Calibration

The calibration routine for the MMEs is based on the procedure suggested by Compain et al. [49]. A short description of the calibration process is also given in Paper II and III, but some more details and background are outlined in this section.

The main limitations of the calibration are:

- The forms of the Mueller matrices of the reference samples have to be known.
- The orientation of one of the reference samples must be precisely known.
- Coarse prior knowledge about the other calibration sample orientation is needed.
- The set of reference samples must include at least two samples with sufficiently different Mueller matrices, so that $\mathbf{W}$ and $\mathbf{A}$ become uniquely defined.

The calibration routine has several attractive properties:

- The choice of calibration samples does not dependent on $\mathbf{A}$ or $\mathbf{W}$.
- $\mathbf{A}$ and $\mathbf{W}$ can be independently determined.
- System simulation is not needed to account for errors.
- All systematic errors are accounted for, as long as the calibration configuration is equal to that of the measurement configuration.

Many different sets of calibration samples can be used. The focus will here be on transmission calibration using two polarizers and a retarder.

A set of intensity matrices $\{\mathbf{B}\}$ accompanying the set of calibration samples $\{\mathbf{M}\}$, together with that of no sample $\mathbf{B}_{0}$, are measured,

$$
\begin{equation*}
\mathbf{B}_{0}=\mathbf{A W}, \quad \mathbf{B}_{i}=\mathbf{A} \mathbf{M}_{i} \mathbf{W}, \quad i=1,2,3 \tag{3.14}
\end{equation*}
$$

Two sets $\{\mathbf{C}\}$ and $\left\{\mathbf{C}^{\prime}\right\}$ are then constructed, with each set defined as

$$
\begin{align*}
& \mathbf{C}_{i}=\mathbf{B}_{0}^{-1} \mathbf{B}_{i}=\mathbf{W}^{-1} \mathbf{M}_{i} \mathbf{W}, \quad i=1,2,3  \tag{3.15}\\
& \text { and } \\
& \mathbf{C}_{i}^{\prime}=\mathbf{B}_{i} \mathbf{B}_{0}^{-1}=\mathbf{A M}_{i} \mathbf{A}^{-1}, \quad i=1,2,3 . \tag{3.16}
\end{align*}
$$

$\mathbf{C}_{i}$ is independent of $\mathbf{A}$, and $\mathbf{C}_{i}^{\prime}$ is independent of $\mathbf{W} . \mathbf{C}_{i}, \mathbf{C}_{i}^{\prime}$ and $\mathbf{M}_{i}$ are similar matrices ${ }^{5}$ with the same eigenvalues, apart from the introduced random noise A sample with both retardation and diattenuation will take a Mueller matrix in the form of that of Eq. 2.8, having two real and two imaginary eigenvalues,

$$
\begin{array}{ll}
\lambda_{R 1}=2 \tau \cos ^{2} \psi, & \lambda_{R 2}=2 \tau \sin ^{2} \psi \\
\lambda_{C 1}=\tau \sin 2 \psi e^{-i \Delta}, & \lambda_{C 2}=\tau \sin 2 \psi e^{+i \Delta} \tag{3.18}
\end{array}
$$

[^6]By associating the eigenvalues of $\mathbf{C}_{i}$ with the theoretical eigenvalues of $\mathbf{M}_{i}$, the Mueller matrix of each calibration sample can be reconstructed

$$
\begin{gather*}
\tau=\frac{1}{2}\left(\lambda_{R 1}+\lambda_{R 2}\right), \Delta= \pm \frac{1}{2} \ln \left(\frac{C 2}{C 1}\right)  \tag{3.19}\\
\Psi=\arctan \left(\sqrt{\frac{\lambda_{R 1}}{\lambda_{R 2}}}\right) \text { or } \Psi=\frac{\pi}{2}-\arctan \left(\sqrt{\frac{\lambda_{R 2}}{\lambda_{R 1}}}\right) . \tag{3.20}
\end{gather*}
$$

Some prior knowledge of the sample is needed, since the choice of all optical parameters is not unique. The transmission $\tau$ of a polarizer like that of Eq. 2.9 is

$$
\begin{equation*}
\tau=\operatorname{Trace}(\mathbf{M}) \tag{3.21}
\end{equation*}
$$

$\mathbf{W}$ and $\mathbf{X}^{\prime}$ are found, after reconstructing the set $\{\mathbf{M}\}$, by solving two sets of linear equations

$$
\begin{align*}
\mathbf{M}_{i} \mathbf{X}-\mathbf{X C}_{i} & =0  \tag{3.22}\\
\mathbf{X}^{\prime} \mathbf{M}_{i}-\mathbf{C}_{i}^{\prime} \mathbf{X}^{\prime} & =0, \tag{3.23}
\end{align*}
$$

These equations have unique solutions $\mathbf{X}=\mathbf{W}$ and $\mathbf{X}^{\prime}=\mathbf{A}$. It is convenient to rewrite 3.22 and 3.23 ,

$$
\begin{align*}
\mathbf{H}_{i} \mathbf{x} & =0  \tag{3.24}\\
\mathbf{H}_{i}^{\prime} \mathbf{x}^{\prime} & =0, \tag{3.25}
\end{align*}
$$

where $\mathbf{H}_{i}$ and $\mathbf{H}_{i}^{\prime}$ are $16 \times 16$ matrices and $\mathbf{x}$ and $\mathbf{x}^{\prime}$ are $16 \times 1$ vectors. In the case of $\mathbf{H}_{i}$ this is established by first defining

$$
\begin{gather*}
\mathbf{G}_{i}^{1}=\mathbf{M}_{i} \mathbf{U}^{1}-\mathbf{U}^{1} \mathbf{C}_{i} \\
\vdots  \tag{3.26}\\
\mathbf{G}_{i}^{16}=\mathbf{M}_{i} \mathbf{U}^{16}-\mathbf{U}^{16} \mathbf{C}_{i},
\end{gather*}
$$

where

$$
\mathbf{U}^{1}=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{3.27}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \mathbf{U}^{2}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \cdots, \mathbf{U}^{16}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

Each $4 \times 4$ matrix $\mathbf{G}_{i}$ is written into a new $16 \times 1$ vector $\mathbf{g}_{i}$. $\mathbf{K}$ is then constructed from

$$
\begin{equation*}
\mathbf{K}=\left[\mathbf{g}_{1}, \mathbf{g}_{2}, \cdots, \mathbf{g}_{16}\right] . \tag{3.28}
\end{equation*}
$$



Figure 3.7: Ratio of the smallest to the second smallest eigenvalue of the matrix K Eq. 3.33, used in the solution for the 16 elements of $\mathbf{W}$ and $\mathbf{A}$.
$\mathbf{K}^{\prime}{ }_{j}$ is created similarly starting with Eq 3.23 . The over-determined system's least square solution can be found by solving

$$
\begin{align*}
\mathbf{K x} & =0  \tag{3.29}\\
\mathbf{K}^{\prime} \mathbf{x}^{\prime} & =0 \tag{3.30}
\end{align*}
$$

where $\mathbf{K}$ and $\mathbf{K}^{\prime}$ are given by

$$
\begin{align*}
\mathbf{K} & =\mathbf{H}_{1}^{T} \mathbf{H}_{1}+\mathbf{H}_{2}^{T} \mathbf{H}_{2}+\mathbf{H}_{3}^{T} \mathbf{H}_{3}  \tag{3.31}\\
\mathbf{K}^{\prime} & =\mathbf{H}_{1}^{\prime T} \mathbf{H}_{1}^{\prime}+\mathbf{H}_{2}^{\prime T} \mathbf{H}_{2}^{\prime}+\mathbf{H}_{3}^{\prime T} \mathbf{H}_{3}^{\prime} . \tag{3.32}
\end{align*}
$$

Their unique solutions are found for the one eigenvalue equal to zero, with corresponding eigenvectors $\mathbf{w}$ and $\mathbf{a}$. $\mathbf{w}$ and $\mathbf{a}$ are then rewritten into the $4 \times 4$ matrices $\mathbf{W}^{\prime}$ and $\mathbf{A}^{\prime}$. The retrieved system matrices $\mathbf{W}^{\prime}$ and $\mathbf{A}^{\prime}$ are multiplied by an arbitrary constant, since any scalar multiplied with the solution also is a solution of 3.31 and 3.32. Both $\mathbf{A}^{\prime}$ and $\mathbf{W}^{\prime}$ are then rescaled with their matrix norms $\left\|\mathbf{A}^{\prime}\right\|$ and $\left\|\mathbf{W}^{\prime}\right\|$. This scaling has no practical effect on $\mathbf{M}$, but can be convenient if one likes to compare results from several calibrations (like in Section 3.6).

When noise is present Eq. 3.30 and Eq. 3.32 are unlikely to be zero. The solutions are then found by choosing the eigenvectors which correspond to the smallest eigenvalues $\lambda_{16}$ and $\lambda_{16}^{\prime}$. The orientation of the calibration sample cannot be found by their matrix eigenvalues, since rotation, defined in Eq. 2.12 , also produces similar matrices. The matrices $\mathbf{K}$ and $\mathbf{K}^{\prime}$ in Eq. 3.31 are functions of these angles with eigenvalues $\left\{\lambda_{1}\left(\theta_{\text {pol } 2}, \theta_{\text {ret }}\right), \ldots, \lambda_{16}\left(\theta_{\text {pol2 }}, \theta_{\text {ret }}\right)\right\}$. The set of rotation angles $\{\theta\}$ of the reference samples must be related to the position of one of the
reference samples. In our setups the orientation of first polarizer $\theta_{\text {pol }}$ is assumed to be known. $\lambda_{16}$ will approach zero while the rest are non-zero for the correct values of other calibration samples, in this case $\theta_{\text {pol2 }}$ and $\theta_{\text {ret }}$ [49]. The values of the angles can then be obtained by minimizing the ratio of the smallest eigenvalue $\lambda_{16}$ compared to the other non-null eigenvalues of $\mathbf{K}$ and $\mathbf{K}^{\prime}$,

$$
\begin{equation*}
\epsilon_{W}=\frac{\lambda_{16}}{\sum_{i=1}^{15} \lambda_{i}}, \quad \epsilon_{A}=\frac{\lambda_{16}^{\prime}}{\sum_{i=1}^{15} \lambda_{i}^{\prime}}, \tag{3.33}
\end{equation*}
$$

see Figure 3.7. The angles found from $\epsilon_{W}$ and $\epsilon_{A}$ can be different due to noise. Optimization is therefore performed upon the sum of $\epsilon_{W}$ and $\epsilon_{A}$. When the orientations of the second polarizer $\theta_{\text {pol } 2}$ and the retarder $\theta_{\text {ret }}$ have been found, the correct rotated Mueller matrices are inserted into Eq. 3.16 and Eq. 3.15, to obtain $\mathbf{A}$ and $\mathbf{W}$.

### 3.5.1 Choice of reference samples

Compain [49] also stated that the accuracy of the calibration routine is optimal when $\frac{\lambda_{15}}{\lambda_{1}}$ is at its maximum, (i.e. the ratio between the second smallest and


Figure 3.8: The error estimator $\frac{\lambda_{15}}{\lambda_{1}}$ for different choices of polarizer orientation $\theta_{\text {pol }}$ and retardation orientation $\theta_{\text {ret }}$.
the largest eigenvalue), which should ensure good balance among the 15 nonzero
eigenvalues of the matrix $\mathbf{K}$. For the choice of calibration samples, two polarizers and one retarder, this occurs when [50]:

$$
\begin{align*}
\theta_{\text {pol }} & =90^{\circ}  \tag{3.34}\\
\theta_{\text {ret }} & =30.5^{\circ} \text { or } 59.5^{\circ}  \tag{3.35}\\
\Delta & =109^{\circ} . \tag{3.36}
\end{align*}
$$

$\Delta=132^{\circ}$ retarders were chosen as calibration samples in our systems, since these already were available. These retarders also have a $\frac{\lambda_{15}}{\lambda_{1}}$ value similar to that of $\Delta=109^{\circ}$. Figure 3.8 shows how the accuracy is altered in the calibration for different choice of polarizer orientations $\theta_{\text {pol }}$ and retardation orientation $\theta_{\text {ret }}$ using the achromatic $\Delta=132^{\circ}$ retarder. The calibration is best when the error estimator $\frac{\lambda_{15}}{\lambda_{1}}$ is at its maximum (colored coded in the figure). The optimal orientations of the calibration samples were found to be equal to those found when using a $\Delta=109^{\circ}$ retarder.

### 3.6 Accuracy

38 different calibrations were performed in order to quantify the accuracy of the rotating compensator MME. The data were sampled at 15 kHz acquiring 10000 samples for each intensity measurement $b_{i, j}$, using 473 nm coherent laser illumination. Figure 3.9 shows the resulting Mueller matrix for the Fresnel bi-prism calibration sample M3, both when the sample has been part of the calibration, and when using the obtained averaged calibration on multiple measurements. The mean variances $\bar{\sigma}^{2}$ and mean standard deviations $\bar{\sigma}$, averaged over all the Mueller matrix elements $m_{i, j}$ and calculated for all the calibration $\{\mathbf{M 0}, \mathrm{M} 1, \mathbf{M} 2, \mathrm{M} 3\}$, are tabulated in Table 3.1. Calculated values for $\mathbf{A}$ and $\mathbf{M}$ are also shown. The index $c$ in the table is used for the values obtained when M3 is a part of the calibrations, while the index $s$ is used for values obtained using the averaged system matrices $\mathbf{A}_{\text {avg }}$ and $\mathbf{W}_{\text {avg }}$. As observed from Figure 3.9 and Table 3.1, the standard deviation of $s$ is almost double to that of $c$. This is as expected since, in the case of $c$, each of the system matrices has been optimized to fit individually together with 3 other samples ( $\sigma_{s} \approx \sigma_{c} / \sqrt{(4)}$ ). The measurement used in this thesis should be compared against the values of $s$. The average condition numbers calculated from the calibrations were $\kappa_{A}=1.80$ and $\kappa_{W}=1.80$, and this leads to a maximum relative error $\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|} \lesssim 1 \%$ when using the right hand side of Eq. 3.12 by calculating $\frac{\|\Delta \mathbf{A}\|}{\|\mathbf{A}\|}=\frac{\left\|\sum_{i=1}^{n} \mathbf{A}_{i}-\mathbf{A}_{\text {avg }}\right\|}{\left\|\mathbf{A}_{\text {avg }}\right\|}$. This value is larger than the average $\frac{\|\Delta \mathbf{M}\|}{\|\mathbf{M}\|}=0.06 \%$ calculated from all the samples. This accuracy is only assured when the actual measuring configuration is close to that used in the calibration.


Figure 3.9: The variation of the Fresnel bi-prism calibration sample M3 when it is a part of the calibration (green) and when using the averaged calibration matrices $\mathbf{A}_{\text {avg }}$ and $\mathbf{W}_{\text {avg }}$ on multiple measurements (red).

Table 3.1: The calculated standard deviation and variance from the averaged matrix values.

|  | $\mathbf{A}$ | $\mathbf{W}$ | $\mathbf{M 0}_{c}$ | $\mathbf{M 1}_{c}$ | $\mathbf{M 2}_{c}$ | $\mathbf{M 3}_{c}$ | $\mathbf{M 0}_{s}$ | $\mathbf{M 1}_{s}$ | $\mathbf{M 2}{ }_{s}$ | $\mathbf{M 3}_{s}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{\sigma}^{2}\left(10^{-6}\right)$ | 0.36 | 0.45 | 0.071 | 0.12 | 0.74 | 0.33 | 1.0 | 0.38 | 1.5 | 1.2 |
| $\bar{\sigma}\left(10^{-4}\right)$ | 6.0 | 6.7 | 2.7 | 3.5 | 8.6 | 5.8 | 10.0 | 6.2 | 12.3 | 10.7 |

## 4 Analyzing the Mueller matrix

As stated by Chipman: "It is impossible to analyze real arbitrary Mueller matrices without considering three tricky topics: physical realizability, depolarization and inhomogenity" [15] * ${ }^{*}$. Chapter 3 outlined how the Mueller matrix could be measured by different techniques. Here an introduction to how to retrieve physically relevant parameters from measurements will be given. A pre-requisite for reaching between theory and experiments are embedded within the Mueller-Jones formalism. The Jones matrices are constructed from first principles, while the Mueller-Stokes calculus is a phenomenological construction. If the system can be described by a Jones matrix, the system's Mueller-Jones matrix can be directly found using Eq. 2.18. It is also possible to filter an unphysical matrix to its nearest complimentary physically realizable Mueller matrix or Mueller-Jones matrix in order to remove noise or analyze physical properties.

### 4.1 A physically realizable Mueller matrix

Not all real $4 \times 4$ matrices are physically realizable Mueller matrices, see Figure 4.1. Even matrices which transfer a Stokes vector into another Stokes vector (Stokes Matrix) might not be a Mueller matrix [53]. Tests which can determine if a matrix is physically realizable are valuable in order to find computational errors, noise and systematical errors in data collected in measurements.

A Mueller matrix must satisfy two constraints to be physically realizable $[8,54]$ 用

1. The polarization constraint:

The matrix must not over-polarize, i.e $\mathbf{M}$ can not produce outgoing Stokes vectors with degree of polarization greater than unity.
2. The gain constraint:

The gain of the matrix must be less than unity, i.e $\mathbf{M}$ can not produce

[^7]

Figure 4.1: Different domains for $4 \times 4$ matrices.
outgoing Stokes vectors with larger intensity than that of the incoming Stokes vector.

Using a set of restricting conditions on sertain linear combinations of M's subelements one check if the matrix is physical realizable. Simpler conditions can be made if one chooses to transfer the Mueller matrix to a positive semidefinite coherency matrix $[53,55,56]$.

## The polarization constraint

Cloude showed that the polarization constraint is satisfied if the sample's $4 \times 4$ Hermitian coherency matrix is positive semidefinite. Cloude's coherency matrix is used in Paper II. Here, the coherency matrix of Simon will be discussed [33], since it is unitarily equivalent to Cloude's matrix [53], (i.e. has the same eigenvalues) ${ }^{\text {t. }}$ The coherency matrix, according to Simon, is equal to $[32,33]$

$$
\begin{equation*}
\mathbf{H}=\frac{1}{2} \sum_{i=1}^{4} \sum_{j=1}^{4} m_{i, j} \sigma_{i} \otimes \sigma_{j}^{*}, \tag{4.1}
\end{equation*}
$$

[^8]where $\sigma_{i}$ and $\sigma_{j}$ are the Pauli spin matrices
\[

\sigma_{1}=\left[$$
\begin{array}{ll}
1 & 0  \tag{4.2}\\
0 & 1
\end{array}
$$\right], \quad \sigma_{2}=\left[$$
\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}
$$\right], \quad \sigma_{3}=\left[$$
\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}
$$\right], \quad \sigma_{4}=\left[$$
\begin{array}{cc}
0 & -i \\
i & 0
\end{array}
$$\right]
\]

The Mueller matrix is physically realizable if $\mathbf{H}$ has no negative eigenvalues (the coherency matrix is positive semidefinite). Cloude also defined a system fidelity $H_{f i d}(\mathrm{~dB})$ [55] to quantify the quality of the measured $\mathbf{M}$,

$$
\begin{equation*}
H_{f i d}=-10 \log _{10} \frac{\sum \lambda_{+}}{\sum \lambda_{-}} \tag{4.3}
\end{equation*}
$$

where $\lambda_{+}$and $\lambda_{-}$are the positive and negative eigenvalues of the coherence matrix H. $H_{\text {fid }}$ can be used to check the performance of a polarimeter like in Paper II, and help discovering artifacts in measurements like in Section 5.4.

## The gain constraint

Cloude's realizability test does not consider gain. The gain constraint is satisfied if [54]

$$
\begin{align*}
& g_{f}=m_{11}+\sqrt{\left(m_{12}^{2}+m_{13}^{2}+m_{14}^{2}\right)} \leq 1  \tag{4.4}\\
& g_{r}=m_{11}+\sqrt{\left(m_{21}^{2}+m_{31}^{2}+m_{41}^{2}\right)} \leq 1 \tag{4.5}
\end{align*}
$$

These constraints are also referred to as the forward and backward transmittance constraints. This is specially important for unscaled absolute Mueller matrix measurements containing transmission or reflection information.

### 4.1.1 Mueller Matrix filtering

## Filtering to obtain physical Mueller matrices

The measured matrix $\mathbf{M}$ can be approximated (or filtered) to it's nearest physically correct Mueller matrix $\mathbf{M}^{\prime} . \mathbf{M}$ is filtered by setting all negative eigenvalues in the diagonal matrix $\mathbf{D}$, from a spectral decomposition $\mathbf{H}=\mathbf{V D V}^{*}$ to zero, and multiplying the new eigenvalue matrix $\mathbf{D}^{\prime}$ with the corresponding eigenvector matrices V. A filtered coherency matrix $\mathbf{H}^{\prime}$ is then obtained,

$$
\begin{equation*}
\mathbf{H}^{\prime}=\mathbf{V D}^{\prime} \mathbf{V}^{*} . \tag{4.6}
\end{equation*}
$$

$\mathbf{V}^{*}$ is the conjugate transpose of $\mathbf{V}$. The filtered matrix $\mathbf{H}^{\prime}$ is thereafter converted back to a filtered Mueller matrix $\mathbf{M}^{\prime}$, see the end of this section. It has been shown by numerical simulation [57], that the error reduction from this filtering is about $30 \%$ for non-depolarizing samples, and $10 \%$ for samples with depolarization.

## Filtering to get Mueller-Jones matrices

Kostinski showed that a physically realizable Mueller matrix M can be decomposed into a non-depolarizing Mueller-Jones matrix $\mathbf{M}_{J}$ and an independent additive depolarizing matrix $\mathbf{M}_{\text {comp }}$, when the depolarization is isotropic [58]:

$$
\begin{equation*}
\mathbf{M}=\mathbf{M}_{J}+\mathbf{M}_{\text {comp }} . \tag{4.7}
\end{equation*}
$$

More specifically, any physically realizable Mueller matrix M can be regarded as a combination of four Mueller-Jones matrices [32]:

$$
\begin{equation*}
\mathbf{M}=\Sigma_{i=1}^{4} \lambda_{i} \mathbf{M}_{J_{i}} \tag{4.8}
\end{equation*}
$$

Each $\mathbf{M}_{J_{i}}$ is constructed from the corresponding eigenvector $\mathbf{v}_{i}$ in $\mathbf{V}$. If the largest eigenvalue $\lambda_{1}$ satisfies $\left|\lambda_{1}\right| \gg \max \left(\left|\lambda_{2}\right|,\left|\lambda_{3}\right|,\left|\lambda_{4}\right|\right)$, the matrix $\mathbf{M}$ can be approximated by a single Mueller-Jones matrix by performing filtering. The filtering to a Mueller-Jones matrix can be found by first calculating a filtered Coherency matrix $H_{J}$ by

$$
\begin{equation*}
\mathbf{H}_{\mathbf{J}}^{\prime}=\left(\lambda_{1}-\frac{d}{2} \mathbf{v}_{\mathbf{1}} \mathbf{v}_{\mathbf{1}}^{*}\right) \tag{4.9}
\end{equation*}
$$

and then transforming it into a Mueller-Jones matrix [59]. Here $\mathbf{v}_{1}$ is the eigenvector corresponding to $\lambda_{1}$, and $d$ is given by

$$
\begin{equation*}
d=\frac{2}{3}\left(\lambda_{2}+\lambda_{3}+\lambda_{4}\right) . \tag{4.10}
\end{equation*}
$$

## Transformation from $\mathbf{H}_{J}$ to $\mathrm{M}_{J}$

The coherency matrix $\mathbf{H}_{\mathbf{J}}$ for a Mueller-Jones matrix is calculated using Eq. 4.1 and Eq. 2.18, resulting in

$$
\mathbf{H}_{\mathbf{J}}=\left[\begin{array}{cccc}
|a|^{2} & a^{*} b & a^{*} c & a^{*} d  \tag{4.11}\\
b^{*} a & |b|^{2} & b^{*} c & b^{*} d \\
c^{*} a & c^{*} b & |c|^{2} & c^{*} d \\
d^{*} a & d^{*} b & d^{*} c & |d|^{2}
\end{array}\right]
$$

which clearly is a Hermitian matrix. $\mathbf{F}_{\mathbf{J}}$ is obtained by comparing Eq. 4.11 with Eq. 2.18. The sub-elements of $\mathbf{H}_{\mathbf{J}}$ are reorganized in the following order:

$$
\mathbf{F}_{\mathbf{J}}=\left[\begin{array}{llll}
h_{1,1} & h_{1,2} & h_{2,1} & h_{2,2}  \tag{4.12}\\
h_{1,3} & h_{1,4} & h_{2,3} & h_{2,4} \\
h_{3,1} & h_{3,2} & h_{4,1} & h_{4,2} \\
h_{3,3} & h_{3,4} & h_{4,3} & h_{4,4}
\end{array}\right] .
$$

The Mueller-Jones matrix is calculated using Eq. 2.17. The same transformation is used to transform the filtered $\mathbf{H}^{\prime}$, Eq. 4.9, back to $\mathbf{M}^{\prime}$. This is done by first using Eq. 4.12 obtaining a matrix $\mathbf{F}^{\prime}$, and then using Eq. 2.17 establishing $\mathbf{M}^{\prime}$.

### 4.2 Product decomposition

The Mueller matrix contains all polarization effects produced by a sample. They can be summarized by three main effects:

- Depolarization is the ability to create randomly polarized light, i.e. loss of coherence of the incident field.
- Diattenuation is the difference in transmittance or reflectance between orthogonal components of the incident field.
- Linear dichroism: difference in transmittance or reflectance between the linear components.
- Circular dichroism: difference in transmittance or reflectance between the circular components.
- Retardance is the shift of phase between orthogonal components of the incident field.
- Linear retardance: difference in phase between the linear components
- Optical rotation: difference in phase between the circular components

Lu and Chipman developed a data reduction algorithm for separating these physical properties within the Mueller matrix. This algorithm can be practical when sample modeling is impossible or unpractical to implement. Any arbitrary physical Mueller matrix M, can be divided into uniquely defined product of three simpler matrices, a diattenuation matrix $\mathbf{M}_{D}$, a retardance matrix $\mathbf{M}_{R}$ and a pure depolarizing matrix $\mathbf{M}_{\Delta}[60]$. Six different possible factor orderings are possible in this decomposition. Devided in two main routines, a forward and reverse product decomposition routine [61-63]. Each routine consists of three equivalent interchangeable orderings using simple orthogonal transformations. The forward decomposition routine corresponds to an optical ordering with the depolarizer being at the end, while the reverse decomposition routine corresponds to an optical ordering with the depolarizer at the front $[62,63]$. Consequently, the chosen decomposition should be based on some prior knowledge of the sample in which the depolarization occurs. fis

[^9]Some physical quantities within the Mueller matrix can be directly found from the matrix elements without performing decomposition. These include the diattenuation vector $\mathbf{d}$, polariance vector $\mathbf{p}$ and depolarization index $P_{d}$ (defined in Eq. 4.3). A $2 \times 2$ short hand notation is often used for convenience:

$$
\begin{align*}
\mathbf{M} & =m_{1,1}\left[\begin{array}{ll}
1 & \mathbf{d}^{T} \\
\mathbf{p} & \mathbb{M}
\end{array}\right]  \tag{4.13}\\
\mathbf{d} & =\frac{\left[m_{12}, m_{13}, m_{14}\right]^{T}}{m_{11}}  \tag{4.14}\\
\mathbf{p} & =\frac{\left[m_{21}, m_{31}, m_{41}\right]^{T}}{m_{11}} . \tag{4.15}
\end{align*}
$$

$\mathbb{M}$ is the $3 \times 3$ lower right sub-matrix of $\mathbf{M}$, and $\mathbf{d}$ and $\mathbf{p}$ are $3 \times 1$ vectors. The length of $\mathbf{p}$ is recognized as the degree of polarization for completely unpolarized incoming light. The length $d$ of $\mathbf{d}$ is the absolute difference in transmission $T_{q}$ and $T_{r}$ scaled by its sum, i.e.

$$
\begin{equation*}
d=\frac{\left|T_{q}-T_{r}\right|}{T_{q}+T_{r}} \tag{4.16}
\end{equation*}
$$

for the Mueller matrix eigenpolarization states $q$ and $r$. For isotropic reflective surfaces, this equals to the difference in the reflectance between the $s$ - and $p$-polarizations.

The focus will here be only on the forward decomposition. It has the following ordering of the sub-matrices [60],

$$
\begin{equation*}
\mathbf{M}=m_{11} \mathbf{M}_{\Delta} \mathbf{M}_{R} \mathbf{M}_{D} \tag{4.17}
\end{equation*}
$$

with the form

$$
\mathbf{M}_{D}=\left[\begin{array}{cc}
1 & \mathbf{d}^{T}  \tag{4.18}\\
\mathbf{d} & \mathbb{M}_{D}
\end{array}\right], \quad \mathbf{M}_{R}=\left[\begin{array}{cc}
1 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbb{M}_{R}
\end{array}\right], \quad \mathbf{M}_{\Delta}=\left[\begin{array}{cc}
1 & \mathbf{0}^{T} \\
\mathbf{p}_{\Delta} & \mathbb{M}_{\Delta}
\end{array}\right]
$$

The first step of the forward decomposition is to construct the diattenuating matrix $\mathbf{M}_{D}$ by finding the sub-matrix $\mathbb{M}_{D}$, which is given by

$$
\begin{equation*}
\mathbb{M}_{D}=\sqrt{1-d^{2}} \mathbf{I}+\left(1-\sqrt{1-d^{2}}\right) \hat{\mathbf{d}} \hat{\mathbf{d}}^{T} \tag{4.19}
\end{equation*}
$$

where $I$ is the $3 \times 3$ identity matrix and $\hat{\mathbf{d}}=\mathbf{d} /|\mathbf{d}|$. The contribution from the diattenuation can then be removed from the original Mueller matrix $\mathbf{M}$ by inversion,

$$
\begin{align*}
\mathbf{M}^{\prime} & =\mathbf{M M}_{D}^{-1}=\mathbf{M}_{\Delta} \mathbf{M}_{R}  \tag{4.20}\\
& =\left[\begin{array}{cc}
1 & \mathbf{0}^{T} \\
\mathbf{p}_{\Delta} & \mathbb{M}_{\Delta} \mathbb{M}_{R}
\end{array}\right]=\left[\begin{array}{cc}
1 & \mathbf{0}^{T} \\
\mathbf{p}_{\Delta} & \mathbb{M}^{\prime}
\end{array}\right] . \tag{4.21}
\end{align*}
$$

[^10]Two new sub-matrices can now be constructed:

$$
\begin{equation*}
\mathbb{M}_{R}=\frac{1}{\sqrt{1-d^{2}}}\left(\mathbb{M}-\left(1-\sqrt{1-d^{2}} \hat{\mathbf{p}} \hat{\mathbf{d}}^{T}\right)\right. \tag{4.22}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbb{M}_{\Delta} & = \pm\left(\mathbb{M}^{\prime} \mathbb{M}^{\prime T}\right. \\
& \left.+\left(\sqrt{\lambda_{1} \lambda_{2}}+\sqrt{\lambda_{2} \lambda_{3}}+\sqrt{\lambda_{3} \lambda_{1}}\right) \mathbf{I}\right)^{-1}\left(\sqrt{\lambda_{1}}+\sqrt{\lambda_{2}}+\sqrt{\lambda_{3}}\right) \mathbb{M}^{\prime} \mathbb{M}^{\prime T} \\
& \left.+\sqrt{\lambda_{1} \lambda_{2} \lambda_{3}} \mathbf{I}\right) \tag{4.23}
\end{align*}
$$

from which $\mathbf{M}_{R}$ and $\mathbf{M}_{\Delta}$ in Eq. 4.18 are found. $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are the eigenvalues of the matrix product $\mathbb{M}^{\prime}\left(\mathbb{M}^{\prime}\right)^{T}$. The sign is given by the sign of the determinant of $\mathbb{M}^{\prime}$. If the overall determinant of $\mathbf{M}$ is negative, a more general form of Eq. 4.23 must be used [65]. The polariance vector of $\mathbf{M}^{\prime}, \mathbf{p}_{\Delta}$, is given by

$$
\begin{equation*}
\mathbf{p}_{\Delta}=\frac{\mathbf{p}-\mathbb{M} \mathbf{d}}{1-D^{2}} \tag{4.24}
\end{equation*}
$$

A retardance vector $\mathbf{r}=\left[1, r_{1}, r_{2}, r_{3}\right]$ can be defined from sub-elements $m_{R_{i, j}}$ of the decomposed $\mathbf{M}_{R}$ matrix:

$$
\mathbf{r}=\frac{R}{2 \sin (R)}\left[\begin{array}{l}
m_{R_{3,4}}-m_{R_{4,3}}  \tag{4.25}\\
m_{R_{4,2}}-m_{R_{2,4}} \\
m_{R_{2,3}}-m_{R_{3,2}}
\end{array}\right],
$$

where

$$
\begin{gather*}
R=|\mathbf{r}|=\cos ^{-1}\left(\frac{\operatorname{Trace}\left(\mathbf{M}_{R}\right)-1}{2}\right)  \tag{4.26}\\
\theta=\frac{1}{2} \arctan \left(\frac{r_{2}}{r_{1}}\right)=\frac{1}{2} \arctan \left(\frac{m_{R_{4,2}}-m_{R_{2,4}}}{m_{R_{3,4}}-m_{R_{4,3}}}\right) . \tag{4.27}
\end{gather*}
$$

## Decomposition of the retarding Matrix

The decomposed retardance matrix $\mathbf{M}_{R}$ can be decomposed further into a product of two sub-matrices, one rotated linear retarder matrix $\mathbf{M}_{L R}$ and one optical rotation matrix $\mathbf{M}_{O R}$ [66],

$$
\begin{equation*}
\mathbf{M}_{R}=\mathbf{M}_{L R} \mathbf{M}_{O R} \tag{4.28}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{M}_{L R}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos (2 \theta)^{2}+(\sin (2 \theta))^{2} \cos (\delta) & \sin (2 \theta) \cos (2 \theta)(1-\cos (\delta)) & -\sin (2 \theta) \sin (\delta) \\
0 & \sin (2 \theta) \cos (2 \theta)(1-\cos (\delta)) & \sin (2 \theta)^{2}+(\cos (2 \theta))^{2} \cos (\delta) & \cos (2 \theta) \cos (\delta) \\
0 & \sin (2 \theta) \sin (\delta) & -\cos (2 \theta) \sin (\delta) & \cos (\delta)
\end{array}\right],  \tag{4.29}\\
\mathbf{M}_{O R}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos (2 \alpha) & \sin (2 \alpha) & 0 \\
0 & -\sin (2 \alpha) & \cos (2 \alpha) & 0 \\
0 & 0 & 0
\end{array}\right] . \tag{4.30}
\end{gather*}
$$

The linear retardance $\delta$ and optical rotation $\alpha$ are expressed by

$$
\begin{gather*}
\delta=2 \cos ^{-1}\left[\sqrt{r_{3}^{2} \sin ^{2}\left(\frac{R}{2}\right)+\cos ^{2}\left(\frac{R}{2}\right)}\right],  \tag{4.31}\\
\alpha=\cos ^{-1}\left[\frac{\cos \left(\frac{R}{2}\right)}{\cos \left(\frac{\delta}{2}\right)}\right] . \tag{4.32}
\end{gather*}
$$

### 4.3 Depolarization

One of the main reasons to apply the Mueller-Stokes calculus is to study depolarization effects. The depolarization phenomenon usually originates from rapidly varying retardance, diattenuation, multiple reflections, multiple scatterings or are due to spatial integration over an extended sample with varying polarimetric response. There are many ways of quantifying depolarization which easily can lead to confusion. Each of these depolarization metrics is defined in a slightly different manner and thereby has a slightly different interpretation. First of all it is important to know when depolarization is present and quantify its magnitude. In this thesis we have chosen to use the polarization index to quantify the polarization power of the Mueller matrix. In the following section we will relate the polarization index to some other metrics often found in the literature.

## When is a Mueller matrix depolarizing?

It has been stated that a necessary [33,67] and sufficent [68] condition for a Mueller matrix $\mathbf{M}$ to be non-depolarizing is

$$
\begin{equation*}
\operatorname{Trace}\left(\mathbf{M}^{T} \mathbf{M}\right)=\sum_{i, j=1}^{4} m_{i, j}^{2}=4 m_{11}^{2} \tag{4.33}
\end{equation*}
$$

This statement is only correct for a physical Mueller matrix [54], i.e. when the eigenvalues of the corresponding coherency matrix are non-negative.

## The depolarization index

The depolarization index or degree of purity $P_{d}$, is defined by [69]

$$
P_{d}=\sqrt{\frac{\sum_{i, j=1}^{4} m_{i, j}^{2}-m_{1,1}^{2}}{3 m_{1,1}^{2}}} \begin{cases}1, & \text { Completely polarized } \\ 0, & \text { Completely depolarized }\end{cases}
$$

and measures the deviation from Eq 4.33 . Its magnitude describes the Euclidian distance for how close $\mathbf{M}$ is to the set of non-depolarizing Mueller matrices [15]. $P_{d}$ is closely related but not equivalent to another definition of depolarization, namely the Average Degree of Polarization.

## The Average Degree of Polarization

The Average Degree of Polarization (ADoP) is based on a geometrical average of all incoming fully polarized states. It is defined by [70]

$$
A D o P=\frac{1}{\pi} \int_{0}^{\pi} \int_{\pi / 4}^{-\pi / 4} P(\epsilon, \theta) \cos (2 \epsilon) \mathrm{d} \theta \mathrm{~d} \epsilon \begin{cases}0, & \text { Completely polarized } \\ 1, & \text { Completely depolarized }\end{cases}
$$

where $P$ is the degree of polarization, given by Eq. 2.5, for the outgoing Stokes vector $\mathbf{s}^{\prime}$. Chipman performed a comparison between the average geometrical degree of polarization and the polarization index and found for some cases large discrepancies [70]. Especially for cases where the depolarization acts non-symmetrically, i.e when the diattenuation and polariance vectors are different, i.e. $\mathbf{d} \neq \mathbf{p}$. However, computation of ADoP is much more time consuming than $P_{D}$. So in many cases it can be convenient to calculate $P_{D}$ instead. Note that for $\mathbf{p}=\mathbf{d}$ smaller discrepancies are found. In the same way an average degree of linear and circular polarization, $P_{L}$ and $P_{C}$, can be expressed [71].

## Entrophy

As given by Eq. 4.8 any Mueller matrix can be described by a combination of four other Mueller-Jones matrices. The entrophy of the Mueller matrix is an often used disorder parameter and is given by $[72,73]$

$$
E=-\sum_{i=1}^{4} p_{i} \log _{4}\left(p_{i}\right) \begin{cases}1, & \text { Completely depolarized } \\ 0, & \text { Completely polarized }\end{cases}
$$

where $p_{i}=\frac{\lambda_{i}}{\sum_{j=1}^{\lambda_{i} \lambda_{j}}}$ and the $\lambda_{i}$ are the eigenvalues of the coherency matrix. If the disorder is high the Mueller matrix must be expressed by four Mueller-Jones matrices, while matrices with a low entrophy can be approximated by a smaller number of matrices or even a single matrix.

## Relations

The entrophy can be related to the depolarization index for isotropic depolarization [71] ,

$$
\begin{equation*}
E_{i s o}=-\frac{3 P_{d}+1}{4} \log _{4}\left(\frac{3 P_{d}+1}{4}\right)-3 \frac{1-P_{d}}{4} \log _{4}\left(\frac{1-P_{d}}{4}\right), \tag{4.34}
\end{equation*}
$$

and for anisotropic depolarization [71],

$$
\begin{equation*}
E_{\text {aniso }}=E_{\text {iso }}-\frac{1}{2 m_{00}} \sum_{i=1}^{3} \lambda_{i} \log _{4}\left(\frac{2 \lambda_{i}}{m_{00}\left(1-P_{d}\right)}\right) . \tag{4.35}
\end{equation*}
$$

## 5 Future applications of Mueller matrix ellipsometry

This chapter will present resently studied MME applications and currently unpublished work. Section 5.1 will give a short introduction to Rayleigh and Mie scattering, which will be used to compare results obtained from scattering measurements on protein aggregates using the rotating compensator setup. Fluorescence Mueller matrix measurements on fluorescein in glycerol and embedded within proteins will be presented and discussed. Section 5.4 present how the FLC setup was extended to an imaging Mueller matrix ellipsometer and give a specific example of how this can be utilized in mechanical stress analysis.

Mueller matrix ellipsometry can be used in many other areas than that discussed throughout this thesis. Some other possible applications are discussed in references $[21,74,75]$. The attached thesis papers also show a few applications of MME which will not be discussed further here.

### 5.1 Light scattering

### 5.1.1 Elastic scattering of particles

Gustav Mie originally derived the expressions for elastic scattering of electromagnetic waves by spherical particles. Bohren and Huffman derived these result using the Stokes-Mueller formalism [2]. The scattered field ( $\mathbf{E}_{\text {sca }}$ ) during plane wave illumination ( $\mathbf{E}_{\text {inc }}$ ) can be related using the transfer Jones matrix (or scattering matrix),

$$
\left[\begin{array}{c}
E_{\|, s c a}  \tag{5.1}\\
E_{\perp, s c a}
\end{array}\right] \propto\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{c}
E_{\|, i n c} \\
E_{\perp, i n c}
\end{array}\right] .
$$

$E_{\|}$and $E_{\perp}$ are the electric fields parallel and orthogonal to the scattering plane. For optical active particles, $b$ and $c$ are generally different from zero, while being zero for symmetric particles like spheres or cylinders [2]. When $b=c=0$, the


Figure 5.1: The scattered field $\left(\mathbf{E}_{\text {sca }}\right)$ during plane wave illumination $\left(\mathbf{E}_{\text {inc }}\right)$. $|\mathbf{k}|=\left|\mathbf{k}_{\text {inc }}\right|=\left|\mathbf{k}_{\text {sca }}\right|$ is the length for the wave-vector appropriate for the surrounding medium and $\theta$ is the scatter angle.
corresponding Mueller matrix elements, using Eq.2.18, become

$$
\begin{align*}
m_{1,1}=m_{2,2} & =\frac{1}{2}\left(\left|a^{2}\right|+\left|d^{2}\right|\right) \\
m_{1,2} & =m_{2,1}
\end{align*}=\frac{1}{2}\left(\left|a^{2}\right|-\left|d^{2}\right|\right), ~=\mathbf{R e}\left(a d^{*}\right) .
$$

For a sufficiently small particle regardless of shape the matrix elements are proportional to

$$
\begin{align*}
& m_{1,1}=\frac{1}{2}\left(1+\cos ^{2} \theta\right) \\
& m_{1,2}=-\frac{1}{2} \sin ^{2} \theta \\
& m_{3,3}=\cos \theta \\
& m_{3,4}=0 . \tag{5.3}
\end{align*}
$$

This is known as Rayleigh scattering. Here $\theta$ is the scattered angle, see Figure 5.1. For larger spherical particles, the matrix elements are given by the Mie theory [2],

$$
\begin{align*}
& a=\sum_{n=1}^{\infty} \frac{2 n+1}{n(n+1)}\left(a_{n} \tau_{n}+b_{n} \pi_{n}\right) \\
& d=\sum_{n=1}^{\infty} \frac{2 n+1}{n(n+1)}\left(a_{n} \pi_{n}+b_{n} \tau_{n}\right), \tag{5.4}
\end{align*}
$$

where $\pi_{n}$ and $\tau_{n}$ are recursive functions

$$
\begin{align*}
\pi_{n} & =\frac{2 n-1}{n-1} \cos \theta \pi_{n-1}-\frac{n}{n-1} \pi_{n-2}  \tag{5.5}\\
\tau_{n} & =n \cos (\theta) \pi_{n}-(n+1) \pi n-1 \tag{5.6}
\end{align*}
$$

Specifically $\pi_{0}=0, \pi_{1}=1$ and $a_{n}$ and $b_{n}$ are scattering coefficients given by

$$
\begin{align*}
a_{n} & =\frac{m \psi_{n}(m x) \psi_{n}^{\prime}(x)-\psi_{n}(x) \psi_{n}^{\prime}(m x)}{m \psi_{n}(m x) \zeta_{n}^{\prime}(x)-\zeta_{n}(x) \psi_{n}^{\prime}(m x)} \\
b_{n} & =\frac{\psi_{n}(m x) \psi_{n}^{\prime}(x)-m \psi_{n}(x) \psi_{n}^{\prime}(m x)}{\psi_{n}(m x) \zeta_{n}^{\prime}(x)-m \zeta_{n}(x) \psi_{n}^{\prime}(m x)} \tag{5.7}
\end{align*}
$$

when the permeability of the particle and surrounding medium is the same, $\psi$ and $\zeta$ are Riccati-Bessel functions of the first and second kind. The prime indicates differentiation with respect to the arguments in the parentheses. $x$ is a size parameter scaled as $x=\frac{2 \pi N \hat{a}}{\lambda}$. $\hat{a}$ is the radius of the particle, $m=\frac{N_{1}}{N}$ is the relative refractive indices between that of the particle $N_{1}$ and that of the surrounding medium $N$. Implemented computer codes for the Mie-scattering algorithm are available on the web [76]. In this thesis the Matlab code implemented by Dave Barnett was used [77]. More robust and accurate algorithms for calculating $a_{n}$ and $b_{n}$ can be implemented [78].

The PSA in the rotating compensator setup collects light through a circular pinhole. The PSA will collect light from a larger area than for $\theta=90^{\circ}$, as the effective project area becomes an ellipse. This is known as the "Lambert's cosine law". In this case the measured Mueller matrix $\mathbf{M}$ is rescaled with $\sin \theta$,

$$
\begin{equation*}
\mathbf{M}^{\prime}=\mathbf{M} \sin \theta \tag{5.8}
\end{equation*}
$$

in order to obtain a Lambertian surface, i.e. an area independent of viewing angle. An example of measured and simulated scattering from an ensemble with mean sphere radius $\hat{a}=1.95 \mu \mathrm{~m}$ is shown in Figure 5.2, together with results from Mueller matrix measurements using the rotating compensator setup. In the simulation $N=1.596$ and $N_{1}=1.336$ were used. The simulated data was averaged over an ensemble of different particles sizes. Scattering from an ensemble of particles can be seen as a sum of scattering Mueller matrices for each individual particle [2]. Each individual matrix was scaled by a Gaussian particle distribution with standard deviation $\sigma=3.3 \cdot 10^{-8} \mathrm{~m}$.

### 5.1.2 Inelastic scattering of particles

A special case of scattering is when the photon gives up or gains energy, i.e. inelastic scattering, for instance by phonon-photon interactions. To the author's


Figure 5.2: The measured (dotted) and simulated scattering Mueller matrix (solid red) for spherical particles with mean particle radius $\hat{a}=1.95 \mu \mathrm{~m}$ and $\lambda=532 \mathrm{~nm}$ for various scatter angles $\theta$. In the simulation a Gaussian ensemble of particle sizes with standard deviation $\sigma=0.03 \mu \mathrm{~m}$, was used.
knowledge, the Mueller matrix calculus has not been widely adopted for inelastic scattering Some authors have used the Mueller matrix calculus to calculate Raman scattering [79], scattering from anisotropic biomolecules and ellipsoids [80], inelastic scattering from a uniform sphere [81] or cylinders [82]. Videen [81] used an extension of Mie theory which follows the derivation of Bohren and Huffman [2]. In inelastic scattering the scattered field $E_{s c a}$ has a lower wavenumber $k_{2}=\frac{2 \pi}{\lambda_{2}}$ than that of the plane-wave illumination $E_{\text {inc' }}$ 's, $k_{1}=\frac{2 \pi}{\lambda_{1}}$. According to Videen et. al [81] inelastic scattered radiation from large particles differs from that of elastic scattered radiation, while the matrix elements are equal to the matrix elements of Eq. 5.3 for both elastic and inelastic in the Rayleigh regime (small particles) [81]. The absolute magnitude of the un-scaled elements is approximately 10 times less for inelastic radiation.

### 5.2 Investigating fluorescence anisotropy using MME

Luminescence can be induced by the absorption of light. First the absorbed photon causes an electron to be excited from a lower electronic state (usually the ground state) to an excited state, then as the electron relaxes from the excited state to a lower electronic state a photon is emitted [83]. Luminescence is divided into two categories; fluorescence if the transition is spin allowed and phosphorescence if it is not. The energy of the absorbed photon is usually higher than that of the emitted photon.

The population of excited states within a fluorescent sample is given by the illuminating polarization states, as only molecules with a parallel transition moments component will be excited. To what extent the emitted light also is polarized, is usually determined by calculating the fluorescence anisotropy, defined as [83]

$$
\begin{equation*}
r_{A}=\frac{I_{\|}-I_{\perp}}{I_{\|}+2 I_{\perp}} . \tag{5.9}
\end{equation*}
$$

Here $I_{\|}$and $I_{\perp}$ are the detected fluorescent intensities when measured between parallel and crossed polarizers. Eq. 5.9 bears resemblance to the diattenuation metric in Eq 4.16.

The anisotropy in a solvent is usually time-depended as the molecules will rotate after excitation. A steady state anisotropy can be calculated from an average anisotropy decay assuming a single exponential decay curve [83]

$$
\begin{equation*}
r_{s}=\frac{r_{0}}{1+\frac{\tau_{F}}{\theta_{F}}} . \tag{5.10}
\end{equation*}
$$

Here, $\theta_{F}$ is the rotational correlation time of the molecule and $\tau_{F}$ the fluorescence life time.

In this section the Mueller matrix approach will be used in order to investigate the fluorescent signal from fluorescein in a solvent and bound to proteins. To retrieve an estimate for the anisotropy from a measured Mueller matrix M, the transmitted intensities will be assumed to be approximately equal to,

$$
\begin{gather*}
I_{\|} \approx I\left(\mathbf{P}_{90^{\circ}} \mathbf{M s}_{90^{\circ}}\right)  \tag{5.11}\\
I_{\perp} \approx I\left(\mathbf{P}_{0^{\circ}} \mathbf{M} \mathbf{s}_{90^{\circ}}\right) . \tag{5.12}
\end{gather*}
$$

Here $\mathbf{M}$ is multiplied with a polarizer $\mathbf{P}$, Eq.2.9, aligned at $0^{\circ}$ and $90^{\circ}$ and an incoming Stokes vector $\mathbf{S}_{90^{\circ}}=[1,-1,0,0]^{T}$,

### 5.2.1 Fluorescein dissolved in various glycerol/ethanol concentrations

Fluorescein consists of a single linear dipole moment. Fluorescein diluted in a 0.1 M NaOH solution is known to have a rotational correlation time of 120 ps [84], which is multiple orders faster than the spped of the rotating compensator setup. Samples with different concentrations of glycerol and fluorescein dissolved in ethanol were prepared and the fluorescence Mueller matrix was measured. The sample was excited by a 473 nm coherent laser source and the emitted fluorescein signal was passed through a 532 nm interference filter. The MME was calibrated in transmission mode using both the 473 nm laser, for obtaining the generating matrix $\mathbf{W}$, and at 532 nm for obtaining the analyzing matrix $\mathbf{A}$ of the system.

An angular Mueller matrix scan was performed on the $99.5 \%$ glycerol solution. All the samples were stored in a cylindrical sample cell that was submerged within a larger cylindrical cell filled with water. The water in the large cylindrical cell minimized surface reflections and lens effects from the small sample cell, see Figure 5.3. The resulting angular measurement is shown in Figure 5.4. The fluores-


Figure 5.3: In scattering measurements with solvent samples, the cylindrical sample cell were submerged within a larger cylindrical cell filled with water to minimize surface reflections and lens effects.
cence Mueller matrix measured for fluorescein followed the same trend as expected


Figure 5.4: The measured fluorescent Mueller matrix using a band lowpass filter (cutoff 490 nm ) for fluorescein during 473 nm excitation (black) and for fluorescein embedded in aggregated Human transthyretin (TTR) protein (blue).
for isotropic inelastic scattering apart from the fact that the measured fluorescence Mueller matrix elements are scaled by depolarization and that the matrix element $m_{4,4}$ is zero. The observed depolarization can easily be explained. The fluorescein solution consists of an ensemble of fluorescein molecules with randomly orientated linear dipole moments. The measured Mueller matrix consists of an averaged population of excited states given by the PSG's four polarization states. Each of these polarization states created by the rotating compensator MME is elliptical, see for instance Figure 3.6. They will to some extent populate excited states orthogonal to each other causing depolarization. Additional depolarization will be caused by the $\cos ^{2} \theta$ probability rule [83] of also populating dipole moments aligned at an angle $\theta$ with the incoming polarizaion state. It is natural to expect $m_{4,4}$ to be zero as fluorescein is unable to emit circularly polarized light, since it only has a linear dipole moment. The theory for inelastic scattering from a uniform sphere described by Videen et. al [81] is therefore incapable of describing this system, as $m_{4,4}=m_{3,3}$ in their description. Few attempts have been made using the Mueller matrix approach to fluorescence [85]. The Mueller matrix formalism would need to be extended to account for such phenomena.

The steady state anisotropy was calculated from time resolved anisotropy measurements performed with a Jobin Yvon IBH FluoroCube photon-counting


Figure 5.5: The steady-state anisotropy $r_{s}(*)$, calculated Mueller matrix anisotropy $r_{A}(\diamond)$ and the polarization index $P_{d}(\square)$ for fluorescein dissolved in different glycerol-ethanol concentrations.
spectrometer in order to compare results with the MME measurements. The measured decay curves were fitted to a single exponential decay $r(t)=r_{0} e^{-t / \theta_{F}}$ and the rotational correlation time $\theta_{F}$ was obtained. The average fluorescence life time $\tau_{F}$ for fluorescein was calculated from the same measurements resulting in $\tau_{F}=3.86$ ns. The fluorescence Mueller matrix measurements and steady state anisotropy measurements were performed for fluorescein diluted in $25 \%, 50 \%, 75 \%$ and $99,5 \%$ glycerol concentrations in ethanol at $\theta=90^{\circ}$. As seen from Figure 5.4, this is the angle where the amplitudes of $m_{1,2}$ and $m_{2,1}$ are largest. The polarization index and an estimate for the fluorescent anisotropy were compared to the calculated steady state anisotropy, see Figure 5.5. The steady-state anisotropy $r_{s}(*)$ and the calculated Mueller matrix anisotropy $r_{A}$ follow the same trend, within experimental analysis. Also the depolarization index follow this trend. They all increase as the molecules become immobilized for higher concentrations of glycerol, which is expected since the emitted light become more polarized.


Figure 5.6: Proteins can sometimes unfold to an abnormal conformation which can aggregate into a fiber structure.

### 5.3 MME measurements during protein aggregation

Misfolded proteins and peptides can evolve into amyloid fibrils. Aggregates of such structures are known to be the hallmark of a least 20 different diseases [86], including Diabetes II, Alzheimer's and Parkinson's. During the formation of fibrils the abnormal protein conformations can go through several pre-fibrillar states see Figure 5.6. Paper VI investigates three conjugated polyelectrolytes used to study protein folding processes. In this section polarimetric signatures from aggregated Human transthyretin (TTR) protein will be investigated by performing scattering and fluorescence Mueller matrix ellipsometry.

### 5.3.1 Elastic scattering measurements

The protein Human transthyretin (TTR) is known to aggregate to particles and fibrillar structures upon certain denaturing conditions [87,88]. Scattering polarimetric measurements were performed after the TTR proteins had aggregated to a final stable end product. The aggregates were submerged in distilled water and illuminated with a 405 nm coherent laser source. The rotating compensator system was then used to collect the Mueller matrices for various scatter angles. The results were compared with Rayleigh and Mie scattering. The same cylindrical sample cell, as that shown in Figure 5.3, was used. As can be seen from Figure 5.7, the scattered light clearly follow the profiles expected for Rayleigh scattering. As the upper right $2 \times 2$ and lower $2 \times 2$ sub-elements are close to zero. This indicate that the element $b$ and $c$ in Eq. 5.1 is zero. One can therefore conclude that there is no large optical active effect in the aggregated protein sample. Large oscillations are expected in the matrix elements for outside the Rayleigh limit for spherical particles, as the scatter angle varies. In the matrices seen in Figure 5.8, a particle with refractive index 1.4 submerged in water has been assumed. Large oscillations are seen for particles with greater radius than $0.2 \mu \mathrm{~m}$. An ensemble of various particle sizes will to some extent average the oscillation observed in the matrix elements, as it can be seen as a sum over Mueller matrices [2]. The matrix element $m_{12}$ and $m_{3,3}$ are generally larger than those seen for Rayleigh scattering, so this averaging will result in a different matrix. Large differences are observed


Figure 5.7: The scattering Mueller matrix from aggregated TTR proteins during 405 nm coherent illumination at various scatter angle $\theta$ (blue dots), resembles Rayleigh scattering (red line) with the exception of $m_{1,1}$.
for element $m_{1,1}$ for particles below $0.2 \mu \mathrm{~m} . m_{1,1}$ becomes increasingly dominated by forward scattering as the particle size increases. This is also seen in Figure 5.7, as $m_{1,1}$ is not $\propto\left(1+\cos ^{2}(\theta)\right)$.

### 5.3.2 Polarimetric Fluorescence measurements

A solution of TTR protein with embedded fluorescein molecules was prepared and added a NaCl solution in order to start the aggregation process. The sample was excited with a 473 nm coherent laser source, and the PSA collected the fluorescence Mueller matrices by passing the scattered light through a lowpass filter. The fluorescent Mueller matrices were collected within three time periods, before the aggregation process started, 60-5000 s and $147000-15000 \mathrm{~s}$ after, with 50 s intervals.

Both the depolarization index given by Eq 4.3 and $r_{A}$ Eq. 5.12 were calculated from the Mueller matrices.

The calculated results, shown in Figure 5.9, were fitted against $R(t)$ and


Figure 5.8: The Scattering Mueller matrices for different particles sizes $[0.2,0.3,0.5,1] \mu \mathrm{m}$.

Table 5.1: Measured and fitted parameters from the Protein aggregation process.

| $R_{0}$ | $A_{r 1}$ | $A_{r 2}$ | $\tau_{r 1}$ | $\tau_{r 2}$ | $P_{0}$ | $A_{p 1}$ | $A_{p 2}$ | $\tau_{p 1}$ | $\tau_{p 2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.32 | 0.20 | 0.06 | 160 | 5130 | 0.27 | 0.17 | 0.53 | 160 | 5280 |

$P_{d}(t)$, given by

$$
\begin{align*}
R(t) & =R_{\infty}-A_{r 1} e^{-t / \tau_{r 1}}-A_{r 2} e^{-t / \tau_{r 2}},  \tag{5.13}\\
P_{d}(t) & =P_{\infty}-A_{p 1} e^{-t / \tau_{p 1}}-A_{r 2} e^{-t / \tau_{p 2}} . \tag{5.14}
\end{align*}
$$

$R_{\infty}$ and $P_{\infty}$ are the end state anisotropy and end state depolarization index. The parameters obtained from the fit are tabulated in Table 5.1. The protein aggregation process seems to be governed by one fast and one slow process, which fits a double exponential decay curve [87]. Also an angular scan of the final state of the aggregated protein was performed, which resulted in similar fluorescent Mueller matrix as that observed for fluorescein in glycerol, see Figure 5.4. As the proteins form larger and larger aggregates, they use a longer time to rotate in the solution. Due to this the embedded fluorescein molecule will also become less mobile. This is probably the reasons why the light becomes more polarized with a higher anisotropy as seen in Figure 5.9. The dynamics in the aggregation process can be


Figure 5.9: The measured and fitted polarization index $P_{d}$ (o) and anisotropy $r_{A}(\times)$ during the TTR protein aggregation.
followed either by measuring the polarization index during the aggregation process or by performing anisotropy measurements.

Table 5.2: Other Mueller matrix imaging polarimeters found in the literature. (EOVR) Electro optical variable retarder, (PC) Pockels cells, (DOA) division of amplitude ( $R R$ ) Rotating retarder, ( $L C V R$ ) Liquid-crystal variable retarders, (QWP) quarter waveplate

| Author | Technology | Wavelength (nm) | Light source |
| :--- | :--- | :--- | :--- |
| Chipman and Pezzaniti [44] | RR | 633 | He-Ne laser |
| Pelz et.al. $[39]$ | PC | 785 | laser diode |
| Lara and Dainty [40] | PC+DOA | 535 | solid state laser |
| Bueno and Artal [37] | LCVR+QWP | 633 | laser diode |
| Baba et.al. [91] | EOVR | 635 | white light |
| Laude-Boulesteix et. al. $[41]$ | LCVR | $500-700$ | white light |

### 5.4 NIR to IR imaging MME

Polarimetric imaging can provide information that is uncorrelated with spectral and intensity images gives complementary information about samples. Polarimetric imaging is being used in various applications like remote sensing [89], biology [90], biomedical imaging [37,39, 41, 91] and industrial monitoring [92].
From a literature survey, summarized in Table 5.2, several other Mueller matrix imaging polarimeters were found.


Figure 5.10: Schematics of the Mueller matrix imaging polarimeter. $L_{1}$ and $L_{2}$ focus and collimates the laser light onto and from a coherence scrambler (CS). The sample $S$ is mounted between the polarization state generator PSG and the polarization state analyzer PSA.

The Ferro-electric liquid crystal based ellipsometer described in Section 3.3.2 and Paper III, was modified to be used also for imaging MME. A telescopic lens system ( $L_{3}, L_{4}$ ) was mounted after the PSA in order to image the sample onto the CCD of a XEVA-FPA-1.7- 640 digital camera, as shown in Figure 5.10. The chosen digital camera operates at 15 Hz and has a 14 -bit InGaAs detector array
being sensitive in the range $0.9-1.7 \mu \mathrm{~m}$. The samples are illuminated with a coherent laser source that has passed through a rotating diffuser plate (coherence scrambler), mounted in front of the PSG. The laser light is focused onto a small point on the diffuser plate of the coherence scrambler and a second lens collimates the scattered light. This removes the speckle patterns in the final image otherwise created by laser illumination. Each individual pixel $x, y$ collects the intensity B equal to that of Eq. 3.1. The system is then calibrated using the procedure described in Section 3.5. The Mueller matrix at each pixel is obtained using Eq. 3.2 from which a Mueller matrix image $\mathbf{M}_{p i c}$ is constructed,

$$
\mathbf{M}_{p i c}=\left[\begin{array}{cccc}
m_{1,1}^{1,1} \cdots m_{1,1}^{1, l} & \cdots & \cdots & m_{1,4}^{1,1} \cdots m_{1,4}^{1, l}  \tag{5.15}\\
\vdots & \vdots & \vdots & \vdots \\
m_{1,1}^{k, 1} \cdots m_{1,1}^{k, l} & \cdots & \cdots & m_{1,4}^{k, 1} \cdots m_{1,4}^{k, l} \\
\vdots & \ddots & & \vdots \\
\vdots & & \ddots & \vdots \\
m_{4,1}^{1,1} \cdots m_{4,1}^{1, l} & \cdots & \cdots & m_{4,4}^{1,1} \cdots m_{4,4}^{1, l} \\
\vdots & \vdots & \vdots & \vdots \\
m_{4,1}^{k, 1} \cdots m_{4,1}^{k, l} & \cdots & \cdots & m_{4,4}^{k, 1} \cdots m_{4,4}^{k, l}
\end{array}\right]
$$

### 5.4.1 Polarimetric stress and strain mapping

Polarimetric imaging is an excellent tool for investigating stress in materials. Transparent materials which experience a non-uniform stress usally become optically anisotropic. Polarimetric imaging can for instance be used in lens design [93] to reduce unwanted stress. The capability of the MME system to image stress


Figure 5.11: Schematics of the scene under investigation. A screw enforced stress upon a glass prism in $\mathrm{CaF}_{2}$. The prism is non-opaque directly below the screw, due to a crudely polished chamfer.
patterns was investigated by inducing a direct force onto an optical component. A $\mathrm{CaF}_{2}$ prism was pressed between a screw and a support, see Figure 5.11. The FLC imaging MME collected the Mueller matrix image $\mathbf{M}_{\text {pic }}$ as pressure was enforced by a screw. The obtained $\mathbf{M}_{p i c}$, see Figure 5.12, experienced changes in the lower right $3 \times 3$ elements.

No visible polariance or diattenuation was seen for this sample, since the first column and row vector of the Mueller matrices are zero. A consequence of this is that the retardance vector $\mathbf{r}=\left[1, r_{1}, r_{2}, r_{3}\right]$ can be directly calculated from the subelements $m_{i, j}$ of $\mathbf{M}$, since $\mathbf{M}$ has the form of $\mathbf{M}_{R}$ in Eq. 4.17. The decomposition routine of Section 4.2 is not needed. However, the decomposition technique would be valuable for other samples when diattenuation and depolarization are present. The total retardation $R$ is given by Eq. 4.26. The azimuth orientation $\theta$ of $\mathbf{r}$ is parallel with the fast axis of the rotated retarder equivalent system, and is given by Eq. 4.27. Figure 5.13 shows the orientation of the slow axis of the retarder (arrows, $\theta+\pi / 2)$ and the magnitude of the total retardation (color coded). The retardation's slow axis has a higher optical density than the fast axis and is proportional to the compression in the prism. The relative magnitude and orientation of the stress distribution in the prism can thereby be obtained. To estimate the quality of


Figure 5.12: The changes in the measured Mueller matrix of the $\mathrm{CaF}_{2}$ prism are similar to that of a rotated pure retarder, upon enforcing stress.


Figure 5.13: Combined vector field and absolute retardance for the $\mathrm{CaF}_{2}$ prism during strain. The magnitude of the retardation is color coded in the figure, while the orientation of the retardations slow axis is indicated by arrows, i.e. the orientation of the polarization vector which will experience the highest optical density when passing through the prism.
the measurements the Cloude fidelity test, Eq. 4.3, was applied on the measured Mueller matrices, see Section 4.1. The fidelity of $\mathbf{M}_{p i c}$ in Figure 5.12 is shown in Figure 5.14. Dust and interference fringes are not visible in for instance Figure 5.13, but are clearly visible in Figure 5.14. Questionable data points can in this way be discriminated from the physically correct data points with high contrast. The chamfer edge and the screw areas where the light has not been transmitted are two such areas. Also the white stripes in the lower left corner show an area which has not been properly covered by one of the calibration samples. The waveplate used in this calibration was actually too small to cover the whole image area. The same areas contain small dark patches where the Mueller matrices are physically realizable. This is a limitation in the fidelity test. It can only detect matrices which are physically realizable and not check if they are $100 \%$ correct.


Figure 5.14: The fidelity of the measured Mueller matrix. Dust and interference fringes are clearly visible with high contrast when using the Cloude fidelity test.

## 6 Summary and Conclusion

One of the first approaches for measuring the complete Mueller matrix was to apply polarizers in combination with rotating retarders. The first ellipsometer discussed in this thesis is a variant of such a setup. This system is unique as it uses achromatic $\mathrm{CaF}_{2} 132^{\circ}$ Fresnel bi-prisms for obtaining the Mueller matrix. This makes it capable of performing optimal measurements over a broad wavelength range. The achromatic behavior of the prisms is due to the low dispersion of $\mathrm{CaF}_{2}$ and the large internal reflection angle within the prisms. The ellipsometer system has been specifically tested for wavelengths at 405, 473, 532, 633 and 1570 nm , which results in well conditioned system matrices. A well conditioned system is important for reducing calibration and random noise errors. The prisms' actual retardance has been shown to be close to optimum within the $400-8000$ nm region and should be able to perform well also further into the ultra-violet region. This ellipsometer is intended for scattering measurements, and in Chapter 5 this instrument was used in scattering and fluorescence studies. In addition to the applications tested in Paper II, it was shown that the aggregation process of protein Human transthyretin (TTR) could be followed by using fluorescence Mueller matrix measurements. The protein aggregation dynamics seemed to be governed by one fast and one slow process. It was fitted to a double exponential decay curve, as observed earlier [87]. The final stable state of the aggregation process resulted in particle sizes near the Rayleigh limit with aggregated proteins smaller than the wavelength ( 405 nm ). The exception was element $m_{1,1}$ which was slightly larger towards forward scattering.

Some improvements can still be made to the rotating compensator system. The electronics should be upgraded to lower the overall random noise. The current from the PMT detector is for instance measured over a high Ohm resistor in order to read out a voltage signal to the NI-DAQ board. Also a reference detector should be applied in the system, as oscillations in the laser sources are not currently accounted for. In studies of scattering processes, the system might also perform better if it is calibrated on suspension of spherical particles as performed by Kaplan et al. [94]. Only transmission calibration is currently used. Kaplan et al.'s approach has its own problems as clustering of particles and non-spherical particles can create systematical errors. The approach also includes mounting a removable polarizer directly in front of the PSA. The mounting arm of the PSA has been extended in order to make place for an extra polarizer. This makes it
suitable also for reflection calibration [49]. Chapter 5 also points out that further theoretical development of the Mueller-Stokes description is needed for describing fluorescence Mueller matrix ellipsometry in order to account for photo-selection processes given by the PSG.

The acquisition speed is also quite low $(1 / 50 \mathrm{~Hz})$, mainly due to the accurate but slow Newport PR50 stepper motors with a maximum angular speed of only $20^{\circ} / \mathrm{s}$. A faster system can be achieved by exchanging the two stepper motors of the PSA and PSG. The overall speed of the system has been optimized to some extent using the current stepper motors. The distance between each of the optimized angular positions are not equal, as it consists of a short step $\Delta \theta B$ and a large step $\Delta \theta A$. Now the current optimized stepping profile, shown in Figure 6.1, is used.


Figure 6.1: The current stepping profile of the PSAs angle $\theta$ and PSG $\bar{\theta} . \Delta \theta B$ and $\Delta \theta A$ are the angular distance between the steps.

A FLC-MME was designed in order to acquire Mueller matrices fast. Currently it can acquire complete Mueller matrices at around 50 Hz . It has been optimized for operation between $800-1900 \mathrm{~nm}$ and is to our knowledge the first Ferro-electric based NIR Mueller ellipsometer. The system might be pushed to operate faster than 50 Hz on the expense of accuracy. Some stability is already obtained after 0.2 ms , as seen from the plot of the variance in Figure 3.5. Mueller matrices can easily be sampled at 150 Hz . Operating faster than this will seriously reduce accuracy as the FLCs become unstable. The system is not truly optimal for a broad wavelength, as the system can be improved by choosing different fixed waveplates and FLCs thicknesses. Our group has also designed a system based on nematic liquid crystals variable retarders [42], which has an optimal broad band performance. This system operates at a lower acquisition speed $(0.25 \mathrm{~Hz})$, as


Figure 6.2: The illuminating polarization state is reflected by the two mirrors and the backscattered light is imaged by a Newtonian telescope onto a CCD.
stability of the crystals is reached at a later time.
Chapter 5 showed how the FLC based system could be extended to an imaging polarimeter by including lenses and exchanging the InGaAs detector with an InGaAs CCD. The current camera operates at 15 Hz which reduces the acquisition rate of Mueller matrices to approximately 1 Hz . The main speed limitations is the calculation of the Mueller matrix from Eq 3.2 which scales with the resolution of the image. Work is currently under progress as Master student projects to reduce this calculation time. This is important for real time monitoring of a sample. The $\mathbf{B}_{p i c}$ images can also be stored directly to the hard drive during acquisition and the Mueller matrices be calculated later on. The optics in the imaging system, currently image the sample at an approximate 1:1 ratio. The numerical aperture of the system is rater low and limits the overall resolution. The resolution has not yet been our main concern since it will limit the acquisition speed, but can be further improved.

Paper V discussed the possibility of utilizing polarimetry for mine detection, however some sort of imaging polarimeter should be used. One option would be to use a system similar to Breugnot and Clémenceau's design. They report on a remote dual rotating Mueller matrix imaging polarimeter which includes a Newtonian telescope collecting the backscattered light [16], see Figure 6.2. They also suggested a much simpler polarimetric acquisition routine for backscattering
geometries. In backscattering geometries only the diagonal elements of the Mueller matrix appear to be non-zero [16] (as concluded in our detailed investigation). Depolarization is the only polarimetric containing information. This was also the case for the measured mines in Paper V. In many cases also the elements which alter the linear depolarization $m_{2,2}$ and $m_{3,3}$ are similar. This was also the general case for the mines. However, large differences were observed in some of the plants. This is probably due to the ordered fiber structure of the leafs. A few of the mines showed differences in these values which were probably caused by surfaces scratches. Breugnot and Clémenceau show that in cases where $m_{2,2}$ and $m_{3,3}$ are similar, the acquisition can be simplified by illuminating with only one specific polarization state and using only two orthogonal analyzing states. If the system is used in some sort of "division of amplitude configuration" [34], where two CCD cameras measure different polarization states, the system can operate in a static configuration with no moving parts. $m_{2,2}$ and $m_{4,4}$ cannot be separated with this limited number of measurements, so Breugnot and Clémenceau used a different definition for magnitude of the depolarization,

$$
\begin{equation*}
P_{d}=\frac{2 m_{2,2}+m_{4,4}}{m_{1,1}} \tag{6.1}
\end{equation*}
$$

The techniques discussed in this thesis are general and can be applied for optimizing and calibrating any Mueller matrix ellipsometer. One of the discussed routines is the eigenvalue calibration technique of Compain et al. [49], which appears as a powerful characterization tool, as it can also be used for non-ideal systems. The techniques for analyzing the Mueller matrix are also general. Checking if the measured Mueller matrix is physically realizable by using Cloude's fidelity test has proven to give valuable information about the measurement. The fidelity is low when serious artifacts, such as partial beam blocking and misalignment, are present. This becomes specially obvious in imaging systems, as dust and interference patterns can be identified with high contrast, see Figure 5.14. Cloude's fidelity test works best for non-polarizing samples. To the author's experience, depolarizing samples easily become physically realizable even when artifacts are present. To the author's experience, measurements with larger fidelity than -15 dB have usually been effected by calibration errors or misalignment.

The decomposition routine of Lu and Chipman [60] is an attractive analyzing technique when system modeling is impossible or hard, as the physical parameters of the Mueller matrix like diattenuation, retardation and depolarization can be obtained. The orientations of the retardation axis and diattenuation axis are also easily obtained. This can for instance be directly related to stress fields as demonstrated in Figure 5.13, or orientation of microstructures or samples as in Paper IV. Several variants of the decomposition routine exist. In this thesis only a review of the forward decomposition procedure was emphasized. As pointed out in

Section 4.2, which decomposition routine to use is governed by the depolarization in the samples. Discussion around inhomogeneous Mueller matrices has also been omitted in this thesis, since other variants of the decomposition routine must be used in such cases.
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#### Abstract

Amyloid diseases such as Alzheimer's and spongiform encephalopathies evolve from aggregation of proteins due to misfolding of the protein structure. Early disease handling require sophisticated but yet simple techniques to follow the complex properties of the aggregation process. Conjugated polyelectrolytes (CPEs) have shown promising capabilities acting as optical biological sensors, since they can specifically bind to polypeptides both in solution and in solid phase. The structural changes in biomolecules can be monitored by changes of the optical spectra of the CPEs, both in absorption and emission modes. Notably, the studied CPEs possess multi-photon excitation capability, making them potential for in vivo imaging using laser scanning microscopy. Aggregation of proteins depends on concentration, temperature and pH . The optical effect on the molecular probe in various environments must also be investigated if applied in these environments. Here we present the results of quantum efficiency and two-photon absorption cross-section of three CPEs: POMT, POWT and PTAA in three different pH buffer systems. The extinction coefficient and quantum efficiency were measured. POMT was found to have the highest quantum efficiency being approximately 0.10 at pH 2.0. The two-photon absorption cross-section was measured for POMT and POWT and was found to be more than 18-25 times and 7-11 times that of Fluorescein, respectively. We also show how POMT fluorescence can be used to distinguish conformational differences between amyloid fibrils formed from reduced and non-reduced insulin in spectrally resolved images recorded with a laser scanning microscope using both one- and two-photon excitation.


© 2007 Elsevier B.V. All rights reserved.
Keywords: Quantum efficiency; Bio-sensing; Two-photon absorption; Polythiophenes; Conjugated polymers; Protein aggregation; Conformational changes

## 1. Introduction

Misfolded proteins and peptides can evolve into amyloid fibrils. Aggregates of such structures are known to be the hallmark of a least 20 different diseases [1], including Diabetes II, Alzheimer's and Parkinson's. During the formation of fibrils the abnormal protein conformations can go

[^11]through several pre-fibrillar states. In the search of effective treatment a better understanding of how such precursor states are formed is therefore of interest. Our laboratories are working towards understanding the molecular basis behind protein misfolding diseases. A plethora of new molecules and fluorescence techniques are developed to facilitate this work. Previously, we have shown how substituted conjugated polymers, so called conjugated polyelectrolytes (CPEs) can be used to study peptides and proteins conformational changes [2-5]. Notably, chiral CPEs bind differently to different enantiomers of synthetic


Fig. 1. Scheme: Molecular structures of POMT, POWT and PTAA.
peptides [2]. They can also be used to stain regions of amyloidic misfolded proteins in tissue samples. It has been shown that two photon excitation of fluorescence is a possible route for bioimaging of tissue samples [6]. Most importantly CPE's change their conformation depending on the binding partner (protein) and the environment. This conformational change induces a change in optical properties of the CPE and thereby directly couples protein conformation to spectroscopic signal. Of interest is to enable analysis of conformational variations within amyloid structures to facilitate our understanding of heterogeneities of fibrillar states. Non-linear characterization together with fluorescence anisotropy are currently also being applied and have been shown capable of detecting small aggregates of dye label peptide [7].

Aggregation of proteins depends on concentration, temperature and pH . To effectively use CPEs as optical biosensors, their optical properties in the solvent of choice must also be investigated, to determine if there are changes of the probes in addition to changes due to binding to biomolecules $[3,8]$. Very often acidic pH is applied to destabilize the native protein conformation in order to facilitate protein misfolding on the timescale of minutes to days instead of years in an affected individual. This paper presents the photo-physical characterization of three CPEs: POMT (poly(3-[(S)-5-amino-5-methoxycarboxyl-3-oxapentyl]-2, 5-thiophenylene hydrochloride): Nilsson et al. [2]), POWT (poly(3-[(S)-5-amino-5-carboxyl-3-oxapentyl]-2,5-thiophenylene hydrochloride): Andersson et al. [9]), and PTAA (poly(thiophene-3-acetic acid): Ding et al. [10]). The extinction coefficient and quantum efficiency ( QE ) of these CPEs in three widely used buffer systems, 10 mM HCl pH 2.0 , 20 mM MES pH 5.9 , and $100 \mathrm{mM} \mathrm{Na} 2 \mathrm{CO}_{3} \mathrm{pH} 10.0$, at room temperature, were investigated. For POMT and POWT also the two-photon absorption cross-section was determined. A scheme with the studied structures is shown in Fig. 1.

## 2. Experimental

A Shimadzu UV-1601 PC UV-visible spectrophotometer was used for the absorption measurements. For time and spectrally resolved detection, a Jobin Yvon IBH FluoroCube photon-counting spectrometer was used. All spectra were corrected against the wavelength dependent detector effciency. Fluorescence was measured in time-cor-
related single photon counting (TC-SPC) mode. For twophoton absorption cross-section measurements the 180 fs pulses of the Ti:Sapphire laser (Coherent MIRA 900-F) was used. A pulse picker (Coherent 9200 Pulse Picker) was used to lower and control $(9.5 \mathrm{kHz}$ to 4.75 MHz$)$ the pulse repetition frequency. An IBH TB-01 module (optical trigger) was used as time-reference using a thin glass wedge to take out a small part of the fundamental. For the single photon excitation luminescence of a 443 nm IBH NanoLED (S/N 04493) was used.

The different dilute concentrations of the polymers were prepared in the following manner before performing the measurements: first the three polymers were weighted and dissolved in deionized water at concentrations $1(\mathrm{mg} / \mathrm{ml})$ in separate initial solutions. Then $3 \times 3$ quartz cuvettes containing the three pH buffer solution were prepared. The concentrations was then increased by adding small amounts of the polymers from the initial solutions. The procedure was performed for fluorescein dissolved in NaOH , used as a reference sample in the QE measurements.

Amyloid fibrils were generated through incubation of $320 \mu \mathrm{M}$ bovine insulin in 25 mM HCl at $65^{\circ} \mathrm{C}$ the presence and absence of reducing agent ( $14 \mathrm{mM} \beta$-mercaptoethanol) for 5 days. Staining with POMT was performed taking a $30 \mu \mathrm{l}$ aliquot of amyloid fibrils into $500 \mu \mathrm{l} 25 \mathrm{mM} \mathrm{HCl}$ and mixing with $2.5 \mu$ of POMT ( $1 \mathrm{mg} / \mathrm{ml}$ ). The stained amyloid were pelleted through centrifugation at 3000 rpm for 15 minutes and the pellet was applied on a glass microslide. The amyloid fibrils were visualized using a Zeiss 510LSM equipped with a META spectral detector. Excitation was performed using a 488 nm argon laser and a Ti:Sapphire fs laser tuned to 820 nm used for two-photon excitation, for further details, see [6].

## 3. Results and discussion

### 3.1. Extinction coefficient

Representative plots of absorbance versus CPE concentration for PTAA dissolved in the three buffer systems ( $\mathrm{mol} / \mathrm{l}$ ), are shown in Fig. 2. From these experimental data the extinction coefficient in each CPE/solvent case $\epsilon$ was calculated from the gradient of the linear fit by the use of the well known Beers law; $A=\log \left(\frac{I_{0}}{I_{t}}\right)=\epsilon c l$, where $A$ is the absorption, $l$ is the quarts cuvette length, $c$ is the concentration. The results in terms of absorbance are summarized in Table 1. Each CPE was typically a distribution of different chain lengths in the range 10-26 units. Due to this distribution average molecular weights were calculated from the figures in [2,4]. They were found to be $3750 \pm$ $170 \mathrm{~g} / \mathrm{mol}$ for POWT, $4630 \pm 260 \mathrm{~g} / \mathrm{mol}$ for POMT and $2500 \pm 260 \mathrm{~g} / \mathrm{mol}$ for PTAA.

A red-shifted maximum and a large extinction coefficient is generally believed to occur for the longest conjugation length. At low pH the amino groups become protonated. This happens at pH below the isoelectric point


Fig. 2. Absorbance at 443 nm of PTAA (OD) vs. concentration (mol/l) (buffers: $(\times) \mathrm{pH} 2.0,(\bigcirc) \mathrm{pH} 5.9,(*) \mathrm{pH} 10)$.

Table 1
The extinction coefficient $\epsilon 10^{4}\left(1 / \mathrm{mol} \mathrm{cm}^{-1}\right)$ and absorption maximum $A_{\lambda \text { max }}(\mathrm{nm})$ and emission maximum $F_{\lambda_{\text {max }}}$ for POMT, POWT and PTAA in various pH buffers

| Sample | pH 2.0 | pH 5.9 | pH 10.0 |
| :--- | :---: | :---: | :---: |
| POMT $\epsilon_{\lambda=443}$ | 19.8 | 10.1 | 8.46 |
| POWT $\epsilon_{\lambda=443}$ | 8.22 | 5.76 | 6.09 |
| PTAA $\epsilon_{\lambda=443}$ | 2.06 | 2.50 | 3.27 |
| POMT $A_{\lambda \max }$ | 460 | 415 | 450 |
| POWT $A_{\lambda \max }$ | 420 | 400 | 430 |
| PTAA $A_{\lambda \max }$ | 425 | 420 | 450 |
| POMT $F_{\lambda_{\text {max }}}$ | 590 | 585 | 610 |
| POWT $F_{\lambda \max }$ | 580 | 570 | 600 |
| PTAA $F_{\lambda \text { max }}$ | $590^{\mathrm{a}}$ | 590 | 600 |

${ }^{\text {a }}$ Very weak and noisy fluorescence signal.
( $\mathrm{p} I$ ), pH 5.9 for POWT and pH 9.2 POMT, resulting in a planar polythiophene backbone by charge repulsion between adjacent substituents. This agrees well with the data of POMT and POWT both having a strong absorption and red-shift for the expected planar conformation (Table 1). By similar arguments the shortest wavelength of the absorption maximum as well as the minimum extinction coefficient occur for the conformation with the shortest conjugation length. For POMT and POWT this occurs around the intermediate pH or higher pH . PTAA on the other hand does not contain the amino group and consequently the substituent becomes charged at high pH where the proton of the carboxyl group is attracted to the solvent, rendering the substituent negatively charged. Hence, the red-shift of the absorption maximum along with the maximum extinction coefficient occur at high pH (Table 1).

This is in agreement with earlier circular dichroism studies of POWT in pH buffer solution showed that pH -levels equal to the isoelectric point $(\mathrm{p} I)$ at pH 5.9 for this amino-acid leads to a helical conformation of the polymer
backbone $[4,11]$. In this conformation the overlap of the $\pi$ orbitals is reduced, resulting in a shorter conjugation length. This is the common explanation of the blue shift at pH 5.9 [11] (see also Table 1). The two other polythiophenes also experienced a similar absorption shift at intermediate pH . CD spectra taken of POMT around the same pH -value confirmed a similar structural configuration [2]. Single chain conformational changes for PTAA around the $\mathrm{p} K_{\mathrm{a}}$ value at $\mathrm{pH} 5.0-6.0$ were earlier reported by Kim et al. [12], also attributed to be a planar to non-planar transition. PTAA is known to be in an achiral state in deionized water and in 20 mM sodium phosphate at pH 7.4 . Extremely poor fluorescence was also experienced here for pH levels below pH 4 [12], as will be discussed further below.

### 3.2. Quantum efficiency

The quantum efficiency ( QE ) of a compound is defined as the probability for an absorbed photon to be re-emitted as luminescence. In absolute quantum efficiency measurements an extensive knowledge of the detection system is needed. However, the relative quantum efficiency can be determined by comparing the absorbance versus emission of the unknown sample relative a reference sample under identical experimental conditions. Thus, $\mathrm{QE}\left(\phi_{\mathrm{X}}\right)$ for a dilute sample X is given by [13]
$\phi_{\mathrm{X}} \approx \frac{F_{\mathrm{X}} A_{\mathrm{R}}}{F_{\mathrm{R}} A_{\mathrm{X}}}\left(\frac{n_{\mathrm{x}}}{n_{\mathrm{r}}}\right)^{2} \phi_{\mathrm{R}}$.
Here $F_{\mathrm{X}}$ and $F_{\mathrm{R}}$ are the integrated fluorescence spectrum, $A_{\mathrm{X}}$ and $A_{\mathrm{R}}$ the absorbance at the excitation wavelength. $n_{\mathrm{x}}$ and $n_{\mathrm{r}}$ are the refractive indices of the sample and reference, respectively. The refractive index are here approximated to be equal.

The absorbance and fluorescence spectra were collected for the CPEs dissolved in each of the buffers at increasing concentrations and care was taken to avoid too high concentration (absorbance was kept below OD 0.1). For each series of measurements a new reference data set was recorded to avoid errors from unexpected changes or drift of the excitation and detection systems. Representative plots of the integrated fluorescence versus absorbance are shown for PTAA in Fig. 3. The slope of the fitted straight lines was compared to the data of the well documented reference standard; fluorescein dissolved in 0.1 M NaOH having a QE of 0.90 [13]. The resulting QEs are collected in Table 2.

In contrast to the wavelength dependence of both the extinction coefficient and the absorbance maximum the quantum efficiency is not as straight forward to interpret. The strength of both the extinction coefficient and the spontaneous emission are proportional to the electronic transition dipole moment and to first order an increase or decrease of the conjugation length of the $\pi$-system would cancel if other dynamic quenching mechanisms are neglected. Nevertheless, both POMT and POWT (at low


Fig. 3. Absorbance of PTAA vs. integrated fluorescence (buffers ( $\bigcirc$ ) pH 2.0, (*) pH 5.9 , ( $\square$ ) pH 10 ).

Table 2
The measured quantum efficiency of POMT, POWT and PTAA for various pH concentration

| Sample | $\phi_{\mathrm{pH} 2.0}$ | $\phi_{\mathrm{pH} 5.9}$ | $\phi_{\mathrm{pH} 10.0}$ |
| :--- | :--- | :--- | :--- |
| POMT | 0.10 | 0.077 | 0.090 |
| POWT | 0.073 | 0.066 | 0.043 |
| PTAA | 0.0014 | 0.020 | 0.027 |

The refractive indexes in hence NaOH and the buffers are approximated equal.
pH ) as well as PTAA (at high pH ) have their largest QE corresponding to the planar conformation. We interpret this to the flexibility of the polymer chain: in solution the extended conformation is more stiff and less susceptible to relaxation processes imposed by local motions close to the excitation center that can quench the fluorescence. We also want to emphasize that the results of our samples in diluted solutions are not possible to directly compare with those obtained from conjugated polymers in solid films for which extensive data exist in the literature (see, e.g. Berggren et al. [14]). Comparing the three CPEs used in our experiments performed under similar conditions we note that all three conjugated polymers have a similar backbone with different substitution schemes. $\mathrm{C}=\mathrm{O}$ bonds are present in all three of them, and this is known to have a the strong electron affinity and perturb excitations within the $\pi$-conjugation framework, see Rothberg et al. (quenching in phenylenevinylene polymers [15]). For POWT at higher pH values the amino group in the side chain is deprotonated which enable it to behave as an hydrogen bond acceptor, and the polymer can form aggregates [11]. PTAA also form aggregates at pH below pH 4 as the car-boxyl-group become uncharged [12]. This aggregation process explain the poor QE for PTAA at pH 2.0 and for POWT at pH 10 as they both become quenched. It's noted that POMT increase it's QE at pH 10 which is peculiar
since POMT's $\mathrm{p} K_{\mathrm{a}}$ value are located in the region around $\mathrm{pH} 9-10$. Then POMT is uncharged and should more easily form aggregates. For instance POMT has been shown to form aggregates in alkaline buffer solutions with low ionic strength [2]. However, other investigations also show that when first dissolving the probe in deionized water and then diluting the probe in a buffer with higher ionic strength, similar conditions as used for the QE experiments, no precipitation of the polyelectrolyte is observed [6].

### 3.3. Two-photon absorption cross-section

The penetration depth by light in general biological tissue is largest in the near infrared (IR) region ( $750-850 \mathrm{~nm}$ ). Further towards the IR absorption of vibrational overtones of O-H bonds of water and related bond become larger. Towards the visible and UV-vis region both electronic absorption and scattering increase. Dyes with dipolar excitations in the visible-UV can usually also be excited by two-photon absorption by using wavelengths in the near IR. The two-photon excitation ( 2 PA ) process is therefore of interest because of improved optical depth. 2PA is a non-linear process proportional to the square of the light intensity. A tight focus along with dyes designed to have high 2PA cross-section is therefore required. We have previously shown that 2 PA can be used for imaging applications [6] and also made preliminary quantification of the importance of 2 PA in peptide-POMT association experiments [2]. Here we determined the absolute 2PA cross-section by using a fluorescence technique.

The time-averaged fluorescence $\langle F\rangle$ following from twophoton absorption are given by Webb and Xu [16]
$\langle F(t)\rangle=\frac{1}{2} \phi \eta C \delta \frac{8 n\langle P(t)\rangle^{2}}{\pi \lambda}$.
Here $\phi$ is the quantum efficiency, $\eta$ is a geometrical factor of the excitation and detection system, $\delta$ is the two photon absorbtion cross-section, $C$ is the concentration of the fluorophore, $n$ the refractive index of the solvent and finally $\langle P(t)\rangle$ and $\lambda$ are the time averaged laser power (photons/ second) and wavelength of the excitation source, respectively.

The determination of the 2PA cross-section can be further simplified if a reference dye with a known 2PA cross-section and QE is used. Eq. (2) can then be further simplified [17] by taking the ratio between a reference R and the measurand X .
$\delta_{\mathrm{X}}=\frac{\eta_{\mathrm{R}} \phi_{\mathrm{R}} C_{\mathrm{R}}\left\langle P_{\mathrm{R}}\right\rangle^{2} n_{\mathrm{R}}\langle F(t)\rangle_{\mathrm{X}}}{\eta_{\mathrm{X}} \phi_{\mathrm{X}} C_{\mathrm{X}}\left\langle P_{\mathrm{X}}\right\rangle^{2} n_{\mathrm{X}}\langle F(t)\rangle_{\mathrm{R}}} \delta_{\mathrm{R}}$
$\eta$ and $\langle P\rangle^{2}$ are kept constant and $n$ is approximately equal in all the solutions, giving
$\delta_{\mathrm{X}} \approx \frac{\langle F\rangle_{\mathrm{X}} \phi_{\mathrm{R}} C_{\mathrm{R}}}{\langle F\rangle_{\mathrm{R}} \phi_{\mathrm{X}} C_{\mathrm{X}}} \delta_{\mathrm{R}}$.
POWT and POMT were excited by light at 800 nm using a $f=10 \mathrm{~cm}$ lens to focus the beam into the fluorescence
compartment. Care was taken to optimize the position of the focus to be optimal with respect to the fluorescence detection system. The excitation laser was set to 4.75 MHz repetition rate and by scanning the monochromator, typically residing 2 s at each wavelength, and counting the total number of detected photons at each point, a two-photon absorption induced fluorescence spectrum is obtained.

Representative plots for POMT in the three different buffer solutions along with the Fluorescein reference is shown in Fig. 4. The associated 2PA cross-sections were calculated from the corrected fluorescence spectrum, see Table 3. As reference we used fluorescein dissolved in water at pH 11 with molecular 2PA cross-section shown to have a constant 2 PA value within the uncertainties from $750-$ 800 nm , being approximately $\delta=38 \pm 9.7 \times 10^{-50}\left(\mathrm{~cm}^{4} \mathrm{~s} /\right.$ photon) $[16,18]$ at $50 \mu \mathrm{M}$ concentration. POWT and POMT were dissolved at $25 \mu \mathrm{M}$ concentration in the three pH buffer solution. The absorption was hereby sufficiently low for avoiding potential artifacts from re-absorption and other quenching mechanisms.

An error estimate of our 2PA cross-section values concluded that the largest uncertainties originate from the reference sample about $25 \%$, the estimated consecrations $15 \%$ and the calculated quantum yield values $15 \%$. Altogether the uncertainty is estimated to be approximately $35 \%$. This is similar to values reported earlier by Webb [18] and also


Fig. 4. Two-photon absorbtion induced luminescence spectrum of POMT (( $\square$ ) Fluorescein in water ( pH 11 ), POMT in buffers $(\times) \mathrm{pH} 2.0,(\bigcirc) \mathrm{pH}$ 5.9, (ъ) pH 10 ).

Table 3
Calculated 2PA cross-section ( $10^{-48} \mathrm{~cm}^{4} \mathrm{~s} /$ photon) of POMT and POWT with estimated uncertainties of approximate $35 \%$

| Sample | $\delta_{\mathrm{pH} 2.0}$ | $\delta_{\mathrm{pH} 5.9}$ | $\delta_{\mathrm{pH} 10.0}$ |
| :--- | :--- | :--- | :--- |
| POMT | 10 | 6.9 | 7.1 |
| POWT | 4.2 | 2.8 | 4.0 |

our previous comparison between direct (Z-scan) and fluorescence based 2PA cross-section [19].

As can be seen from Table 3 both POMT and POWT have their strongest absorption, both single and two-photon, for pH 2.0. This corresponds to the most planar structure. Going from the intermediate pH to pH 2 the extinction coefficient of POMT is approximately doubled, whereas the two-photon absorption cross-section increase a factor $3 / 2$. For POWT both the extinction coefficient and the 2PA cross-section increase by the approximate $3 / 2$ ratio. To first order, the 2PA cross-section is proportional to the square of the transition moment of the linear single-photon absorption. However, since the single and two-photon absorption processes occur under different selection rules, not exactly the same electronic states are involved in the two processes. Nevertheless, the increase in 2PA cross-section going from the intermediate pH and a helical conformation to a planar conformation is considerably larger. Two-photon excitation has earlier been reported to be more dependent on conjugation length than one-photon excitation [20,21].

### 3.4. Application

We also analyzed POMT emission from amyloid fibrils generated from reduced and non-reduced insulin, see Fig. 5. Amyloid fibrils from reduced insulin, with separated A and B chains, fluoresce with an augumented Thioflavin T fluorescence compared to non-reduced insulin and display different fibrillation properties (Rajesh Mishra, PH unpublished results). Excitation using the 488 nm argon laser provides a red-shifted fluorescence emission peak of reduced


Fig. 5. Micrographs of insulin amyloid aggregates stained with POMT. (a) Two photon excitation 820 nm of reduced insulin amyloid; (b) 488 nm excitation of reduced insulin amyloid; (c) Two photon excitation 820 nm of non-reduced insulin amyloid; (d) 488 nm excitation of non-reduced insulin amyloid.


Fig. 6. Averaged spectra from 3 to 4 regions of interest (ROI) indicated in the micrographs in Fig 5. The averaged data points were fitted to a Gaussian function to provide the emission peak. Symbols: Two photon excitation 820 nm of reduced insulin amyloid ( $\bigcirc$, dashed line); Two photon excitation 820 nm of non-reduced insulin amyloid ( $\bullet$, solid line); 488 nm excitation of non-reduced insulin amyloid ( $\times$, dashed line); 488 nm excitation of reduced insulin amyloid ( $\square$, solid line).
insulin (peak at 614 nm ) compared to non-reduced insulin (peak at 605 nm ) indicating a more planar backbone or more tightly assembled POMT molecules bound to the reduced insulin fibrils, see Fig. 6. Emission from 2-photon excitation provides the same emission peak ( 621 nm ) for both types of amyloid fibrils. Interestingly, the POMT emission spectra using 2-photon excitation are red-shifted compared to single photon excitation. This was previously shown for amyloid plaque in brain tissue from an Alzheimer's disease patient [6].

## 4. Summary and conclusion

The photophysical properties of three CPE's in three buffer systems widely used in vitro and for ex vivo tissue samples for protein conformation measurements were explored. PTAA has a poor quantum efficiency compared to both POWT and POMT in all pH buffers. This might be due to a shorter inter-atomic distance between the conjugated chain and the quenching carboxyl group. POMT and POWT also have a stronger overall fluorescence than PTAA at acidic pH due to higher absorption. Both POMT and POWT should therefore be good candidates for applications in protein amyloid samples stained at acidic pH . POMT and POWT showed strong 2PA-cross-sections. Comparing with another widely used two-photon dye Fluorescein in pH 11 water, the molecular cross-section is around 25 times larger for POMT. The much larger cross-section of the CPEs can be explained by the longer conjugation length of POMT and POWT. POMT have an averaged mean polymer length of 20-21 thiophene rings
along one dimension, while fluorescein consist of four aromatic rings in one unit. POWT has lower extinction coefficient, QE and two photon cross-section than POMT. Notably, the structural replacement of the hydrogen (from POWT) by a methyl-group in the carboxyl-group (to get POMT) makes POMT a better candidate to be used in two-photon imaging. Finally we have shown an application of POMT as an optical probe distinguishing between amyloid fibrils formed from reduced and non-reduced insulin indicating that these fibrils have different conformations although originating from the same protein. The results is a clear indication that CPE's are very promising for use in applications involving non-transparent samples such as protein amyloid aggregates that can be imaged by laser scanning microscopy.
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[^0]:    *This was the first successful mathematical description of partial polarized light. Previous attempts tried to describe partial polarized light by using electric field amplitudes without success.
    ${ }^{\dagger}$ Other notation use $[I, M, S, C],[P 1, P 2, P 3, P 4]$ or $[I, Q, U, V]$ to describe the Stokes parameters. Some authors also use different ordering of the Stokes elements [19].

[^1]:    ${ }^{\ddagger}$ This coordinate system is related to the polar coordinates $(r, \theta, \phi)$ by $(1, \pi / 2-2 \epsilon, 2 \theta)$ [21].

[^2]:    ${ }^{\S}$ Often 0-3 indexing are used [17].

[^3]:    ${ }^{\top}$ Also known as the polarization matrix calculus or coherency matrix calculus. We have chosen to use the density matrix name in order to avoid confusion with the Hermitian $4 \times 4$ coherency matrices of Simon and Cloude.

[^4]:    *Note that the elements in $\{\mathbf{a}\}$ are row vectors and $\{\mathbf{w}\}$ are column vectors.
    ${ }^{\dagger}$ Azzam uses continuous modulation of the compensators at an 1:5 ratio and finds the Mueller elements by Fourier analysis. In this thesis the elements are found by using fixed angular positions instead of continuous rotation.

[^5]:    ${ }^{\ddagger}$ Note that if $\delta=\delta_{P S G}=\delta_{P S A}$ then $\mathbf{A} \neq \mathbf{W}^{T}$ while if $\delta_{P S G}=-\delta_{P S A}$ then $\mathbf{A}=\mathbf{W}^{T}$.

[^6]:    ${ }^{\S}$ If the dimension of $\mathbf{A}$ and $\mathbf{W}$ is greater than $4 \times 4$, then C ' and C are not longer similar matrices. The properties of the calibration samples must then be found by alternative approaches.
    ${ }^{\top}$ An interesting property of the calibration algorithm is that no calibration is needed when measuring Mueller matrices with known form, as the physical parameter can be found directly from the eigenvalues of $\mathbf{C}$.

[^7]:    *A Mueller matrix is inhomogeneous if the eigenpolarization states are non-orthogonal. This occur i.e. when $\mathbf{p} \neq \mathbf{d}^{T}$. None of the measured samples in this thesis is inhomogeneous, therefore the discussion around this subject is left to other authors [15,51,52].
    ${ }^{\dagger}$ Some authors [55] only use the polarization constraint to determine whether a matrix is physically realizable.

[^8]:    ${ }^{\ddagger}$ They may not have the same eigenvectors. To the author's experience these two different coherency matrices produce the same numerical results for all tested Mueller matrices when applied in matrix filtering.

[^9]:    ${ }^{\S}$ A variant of the decomposition routine has also been developed for non-complete $3 \times 3$ Mueller matrices [64].

[^10]:    ${ }^{\top}$ The reverse decomposition routine uses a slightly different form of the sub-matrices, see [62] for a detailed discussion.

[^11]:    * Corresponding author. Tel.: +4773593455.
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