


4.3 Clutter Filtering Results

Figures 4.15a and 4.15c shows the signal before and after clutter filtering, respectively.
The signal response before clutter filtering shows that the clutter velocities dominate over
the signals from blood, and are therefore not easily separable. The filter response in Figure
4.15b shows that the performance of the filter is very poor, and thus it fails to separate the
signals. This results in a poor visualization of the blood flow in Power Doppler imaging
as shown in Figure 4.15d. By comparing the images before and after clutter filtering, we
see no improvement.

Tissue motion with 2.5 mm amplitude

(a) Acquired signal before clutter filtering.

(b) Filter spectra and signal spectra from before,
and after clutter filtering.

(c) Acquired signal after clutter filtering.
(d) Power Doppler visualization of the blood flow.

Figure 4.16: Clutter filtering of acquired signal using the robot, and a tissue motion with an ampli-
tude of 2.5 mm and 100 points.
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Chapter 4. Results

The results of the last tissue motion controlled by the robot, with an amplitude of 2.5 mm,
and 100 points are shown in Figure 4.16. Increasing the amplitude of the displacement
means higher tissue velocity, and thus stronger clutter components.

Figure 4.16a shows the acquired signal before clutter filtering. The filter response in
Figure 4.16b shows that it is impossible to distinguish between clutter and velocity com-
ponents, which means that the clutter component is suffering also from aliasing. We can
not see any improvement in the image of the filtered signal (4.16c). The clutter signals
from tissue are so strong that they dominate over the blood signal. The Power Doppler
image in Figure 4.16d shows a very poor visualization and completely smeared out.

The results show that the FIR filter fails to remove the signals acquired from the tissue
motion using the robot in all three experiments.
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Chapter 5
Discussion and Conclusion

The results from the characterization of the PVA samples in Section 4.1 show that the
speed of sound in the PVA samples is uniform. The maximum variation of 7 m/s, which is
0.5% of the mean sound speed of 1490 m/s, is almost nonexistent.

The results of the shear wave velocity measurement show, as expected, that the mean
shear wave velocity for the PVA samples increases with increasing the number of F-T cy-
cles. The mean shear wave velocity for the 12h sample increases 0.82 m/s/cycle, while the
increment is 0.46 m/s/cycle for the 24h sample. The high experimental uncertainty in the
SWV measurement results does not allow us to conclude anything about the relation of the
SWV between the samples with 12h and 24h cycle. Such a high experimental uncertainty
may be due to measurement error, such as the manual measurement of the SWV using the
TDI velocity maps to create a line parallel to the direction of the wavefront propagation.
Another reason could be the inhomogeneity in the PVA samples causing the shear waves
to propagate differently than in homogeneous tissue, resulting in an inaccurate velocity
estimation.

While no big difference was observed between 12h and 24h cycles, it is recommended
to increase the number of samples to reduce the experimental variability and check whether
there is any difference in the increase of the shear wave velocity after each F-T cycle.

The robot was able to simulate the movement of the coronary artery with a periodic
signal as described in Section 2.6. Although there were challenges in displaying the robot
position for very low signal amplitudes, the robot was able to calculate and move to every
point in the trajectory. It could also be seen that the robot movements were smoother as
the number of points was higher, but the velocity at which the linear stages moved was af-
fected. The robot was able to complete the desired trajectory and simulate the signal even
at a lower speed. From the clutter filtering results, we observe, that a smaller step should
be used to simulate lower tissue velocities. Due to time constraints, that measurement was
not included in this report, but the experimental rig should be able to achieve even smaller
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Chapter 5. Discussion and Conclusion

steps as it bestows an incremental resolution of 0.1 µm. Smaller displacements may pro-
vide a more realistic tissue motion as the one simulated with the pulsatile flow pump.

The pump controlled motion setup showed that a standard clutter filter worked fine
for a PRF of 10000 Hz and 5000 Hz. For the 2000 Hz PRF case, tissue signal remained
unfiltered using a 40 bpm and 70 bpm motion. A PRF of 2000 Hz, for a 7 plane-wave
sequence, is rather low. This indicates that the motion must be increased in order to have a
more realistic simulation of ventricular motion. However, to achieve that, the pump must
be upgraded to produce a larger flow gradient. With the current setup, increasing the pulse
frequency leads to a reduction of the amplitude of the ventricular displacement.

Alternatively, the PRF can be artificially reduced to increase the apparent tissue veloc-
ity, as done here, but then the coronary flow must also be scaled accordingly. Otherwise,
the flow signal will be aliased.

Given the impossibility of increasing the amplitude of the ventricle’s displacement we
opted for reducing the PRF, and hence the aliased blood spectra showed in the Section 4.3.
This aliasing makes invalid any velocity estimation with conventional Doppler techniques.
The results can still be used, however, to produce Power Doppler images or velocity es-
timates with speckle tracking. We also observed that the scattering intensity of the fluid,
a suspension of deionized water and Orgasol powder, was higher than that of blood. This
may produce unrealistic results with too high signal-to-noise ratios.

Another method that could be used to know the ground truth of the coronary blood flow
is 3D - Scanning Laser Vibrometry. This method uses light as a sensor and the Doppler
effect for non-contact optical vibration measurement, eliminating the influence of a tradi-
tional contact transducer on the test object motion. This method includes spatial nature of
the motion and helps to unravel the complex system dynamics of a test object. The motion
of a complete surface can be measured by the sequential placement of light on a grid of
points using scanning mirrors, and three measurement heads can be used to sample each
grid point in three separate directions, determining the vector motion of that point [35].

We have managed to completed all the task for this project and to build a setup to
simulate ventricular motion to test advanced clutter filtering techniques. Hopefully, this
will help in the detection of coronary artery disease and help reduce the incidence of
myocardial infarction.
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Appendix A
List of supplementary files

1. Robot Code

• Complete code for robot control user interface

2. Robot Documentation

• Mercury Native Commands for C-863 DC- Motor Controller

3. Clutter Filtering

• Clutter filtering code

• Videos for tissue motion using the robot

• Videos for tissue motion with of PRF 10000 Hz

• Videos for tissue motion with of PRF 5000 Hz

• Videos for tissue motion with of PRF 20000 Hz

4. Blood Flow Imaging

• Code use for data acquisition using compound plane-wave imaging
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Appendix B
Equipment list

B.1 Fabrication of PVA phantoms
• P1763 - Poly(vinyl alcohol) Fully hydrolyzed, Sigma-Aldrich

• Omega HH147 RS- 232 Data Logger Thermometer

• Grant OLS200 Orbital Shaking Water Bath

• Heidolph MR Hei-Standard magnetic stirrer

• Degassed and deionized water

• 500 mL Beaker glass

• Molds for all phantoms

• Magnetic stir bars

• Plastic teaspoon

• Plastic gloves

• 5 mL syringe

• 1 mL syringe

• Wipers
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B.2 Characterization of PVA block samples
• Agilent 33522A, 30 MHz Function / Arbitrary Waveform Generator

• Verasonics Vantage 256 Ultrasound Research system

• LeCroy WaveSurfer 42Xs-A, 400 MHz Oscilloscope

• Immersion transducers, C309-SU, 5 MHz (x2)

• PVA samples to be measured (x4)

• Degassed and deionized water

• L11− 4v linear array probe

• Quadratic Sample Holder

• BNC connector cables

• Water tank

• Clamps
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B.3 Final experimental setup
• High-Precision Linear Translation Stage Motors by Physik Instrumente: M-521(5IM),M-

521(5IS), M-531(5IM)

• Pulsed flow water pump with pressure regulator chamber

• Heart ventricle with coronary artery phantoms

• Rectangular water tank with ventricle holder

• Heidolph MR Hei-Standard magnetic stirrer

• Verasonics Vantage 256 research system

• L12− 3v Linear array ultrasound probe

• Orgasol powder Type 3502 D NAT 1

• Continuous flow micro water pump

• Degassed and deionized water

• 500 mL Beaker glass

• 10 mm, Pastic tubes

• 5 mm, Plastic tubes

• Arduino Mega 2560

• Magnetic stir bar

• BNC cables

• Clamps
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Appendix C
Robot control: Sequence Diagram
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Appendix D
MATLAB code
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Longitudinal Velocity in PVA block samples
water_signal=load('water24-3cycles.dat','.mat');        % Loading
 signal from water
sample_signal=load('24sample2-3cycles.dat','.mat');     % Loading
 signal from sample at full transmission

%Redefining mean delay and mean rms values from all samples
t_w=water_signal(:,1);              % Time delay from water
water_s=water_signal(:,2);          % Rms value from water
t_s=sample_signal(:,1);             % Time delay full transmission
sample_s=sample_signal(:,2);        % Rms value at full transmission
T=23;                               % Water temperature [C]
Fs=1./(t_w(2)-t_w(1));              % Sampling frequency [Hz]
N=length(water_s);                  % Signal length [ ]
f=(0:N-1)/N*Fs;                     % Frequency vector [Hz]
d=49.6e-3;                          % Sample thicknes [m]

%Removing the DC value from signals
water_s=water_s-median(water_s);
sample_s=sample_s-median(sample_s);

v_w=1404.3+4.7*T-0.04*T^2;              % Speed of sound in water [m/
s]
Dind=finddelay(water_s,sample_s);
delay=Dind/Fs;
v_l=d/(delay+d/v_w);                    % Londitudinal sample velocity
 [m/s]

% Plotting signals
figure(1);
plot(t_w,water_s); grid on; hold on; axis tight;
plot(t_s,sample_s);
xlabel('Mean delay value [s]'); ylabel('Mean rms value [V]');
legend('Water signal',' Sample signal')
title('Checking delay method');

% Plotting to see the received signal in each case
figure(2);
subplot(2,1,1);plot(t_w,water_s); grid on; box on;
title('Signal without sample');axis tight;
xlabel('Mean delay value [s]'); ylabel('Mean rms value [V]');
subplot(2,1,2);plot(t_w,sample_s); grid on; box on;
title('Signal with PVA sample');axis tight;
xlabel('Mean delay value [s]'); ylabel('Mean rms value [V]');
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PVA sample characterization

Table of Contents
Longitudinal Velocity ..........................................................................................................  1
Shear Wave Velocity ...........................................................................................................  2

Longitudinal Velocity
data=[  2 1493.13   1495.25     1493.10     1493.00
        3 1494.79    1494.66     1493.50     1493.60
        4 1493.97   1494.81     1491.40     1491.20
        5 1491.56   1491.33     1488.80     1491.20];

cycles=data(:,1);
c0_12_m=mean(data(:,2:3),2);
c0_12_s=std(data(:,2:3),[],2);
c0_24_m=mean(data(:,4:5),2);
c0_24_s=std(data(:,4:5),[],2);

figure;
errorbar(cycles,c0_12_m,c0_12_s); hold on; grid on;
errorbar(cycles,c0_24_m,c0_24_s);
xlabel('Number of F-T cycles [ ]');
ylabel('Sound speed [m/s]');
legend('12 hours cycles','24 hours cycles')
ylim([1488 1496]);
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PVA sample characterization

Shear Wave Velocity
data=[  2 3.24  0.24 3.11  0.50 3.79  0.49 3.91  0.55
        3 4.27  0.44 4.45  0.35 4.09  0.51 4.24  1.01
        4 5.04  0.56 5.57  0.54 4.71  0.86 4.85  0.58
        5 5.44  1.37 5.85  0.58 5.35  0.63 5.12  0.59];

cycles=data(:,1);
cs_12_m=mean(data(:,[2 4]),2);
cs_24_m=mean(data(:,[6 8]),2);

cs_12_s=sqrt(1/2)*sqrt(sum(data(:,[3
 5]).^2,2)+sum(bsxfun(@plus,data(:,[2 4]),-cs_12_m).^2,2));
cs_24_s=sqrt(1/2)*sqrt(sum(data(:,[7
 9]).^2,2)+sum(bsxfun(@plus,data(:,[6 8]),-cs_12_m).^2,2));

figure;
errorbar(cycles,cs_12_m,cs_12_s); hold on; grid on;
errorbar(cycles,cs_24_m,cs_24_s);
xlabel('Number of F-T cycles[ ]');
ylabel('Shear wave speed [m/s]');
legend('12 hours cycles','24 hours cycles','Position','nortwest')

Warning: Ignoring extra legend entries. 
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PVA sample characterization
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SWV with freezing-
thawing cycles of 12 hours

Table of Contents
Shear wave velocity for sample 1 ..........................................................................................  1
Shear wave velocity for sample 2 ..........................................................................................  1
Plotting SWV for both samples .............................................................................................  2

Shear wave velocity for sample 1
s1_c2=[3.34 3.37 3.14 3.28 3.07];       % SWV for cycle 2
s1_c3=[4.29 4.22 4.16 4.29 4.38];       % SWV for cycle 3
s1_c4=[4.93 5.21 5.46 4.50 5.10];       % SWV for cycle 4
s1_c5=[5.62 5.13 5.36 5.51 5.60];       % SWV for cycle 5
s1_c6=[6.06 5.67 5.69 5.65 5.67];       % SWV for cycle 5
SWV_1=[mean(s1_c2) mean(s1_c3) mean(s1_c4) mean(s1_c5) mean(s1_c6)]

std_12=[0.16 0.3 0.32 0.20 0.20];       % Standard deviation for cycle
 2
std_13=[0.32 0.25 0.44 0.55 0.63];      % Standard deviation for cycle
 3
std_14=[0.38 0.59 0.76 0.49 0.57];      % Standard deviation for cycle
 4
std_15=[0.48 0.24 0.35 0.53 5.25];      % Standard deviation for cycle
 5
std_16=[0.39 0.86 0.61 0.48 0.59];      % Standard deviation for cycle
 5
std_1=[mean(std_12) mean(std_13) mean(std_14) mean(std_15) 
 mean(std_16)]

SWV_1 =

    3.2400    4.2680    5.0400    5.4440    5.7480

std_1 =

    0.2360    0.4380    0.5580    1.3700    0.5860

Shear wave velocity for sample 2
s2_c2=[3.17 3.27 2.96 3.06 3.09];       % SWV for cycle 2
s2_c3=[4.37 4.02 4.61 4.70 4.55];       % SWV for cycle 3
s2_c4=[5.32 5.87 5.76 5.52 5.37];       % SWV for cycle 4

1



SWV with freezing-thaw-
ing cycles of 12 hours

s2_c5=[5.95 5.81 5.70 5.95 5.86];       % SWV for cycle 5
s2_c6=[6.11 5.72 6.50 5.55 5.22];       % SWV for cycle 5
SWV_2=[mean(s2_c2) mean(s2_c3) mean(s2_c4) mean(s2_c5) mean(s2_c6)]

std_22=[0.45 0.82 0.35 0.35 0.54];      % Standard deviation for cycle
 2
std_23=[0.23 0.42 0.38 0.22 0.48];      % Standard deviation for cycle
 3
std_24=[0.35 0.67 0.63 0.65 0.42];      % Standard deviation for cycle
 4
std_25=[0.54 0.49 0.56 0.65 0.65];      % Standard deviation for cycle
 5
std_26=[0.65 0.82 1.16 0.95 1.58];      % Standard deviation for cycle
 5
std_2=[mean(std_22) mean(std_23) mean(std_24) mean(std_25)
 mean(std_26)]

SWV_2 =

    3.1100    4.4500    5.5680    5.8540    5.8200

std_2 =

    0.5020    0.3460    0.5440    0.5780    1.0320

Plotting SWV for both samples
cycles=[2:6];
figure(1);
subplot(2,1,1);plot(cycles,SWV_1,'bo-');hold on;
plot(cycles,SWV_1+std_1,'ro');
hold on;plot(cycles,SWV_1-std_1,'ro');
grid on; legend('SWV in sample 1','Standard deviation');axis tight;
ylabel('SWV [m/s]');xlabel('Number of cycles [ ]');
title('Shear Wave Velocity');
subplot(2,1,2);plot(cycles,SWV_2,'bo-');hold on;
plot(cycles,SWV_2+std_2,'ro');
hold on;plot(cycles,SWV_2-std_2,'ro');
grid on; legend('SWV in sample 2','Standard deviation');axis tight;
ylabel('SWV [m/s]');xlabel('Number of cycles [ ]');
title('Shear Wave Velocity');
min_SWV_1=SWV_1-std_1
min_SWV_2=SWV_2-std_2
max_SWV1=SWV_1+std_1
max_SWV2=SWV_2+std_2

min_SWV_1 =

    3.0040    3.8300    4.4820    4.0740    5.1620

2



SWV with freezing-thaw-
ing cycles of 12 hours

min_SWV_2 =

    2.6080    4.1040    5.0240    5.2760    4.7880

max_SWV1 =

    3.4760    4.7060    5.5980    6.8140    6.3340

max_SWV2 =

    3.6120    4.7960    6.1120    6.4320    6.8520

Published with MATLAB® R2016b
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SWV with freezing-
thawing cycles of 24 hours

Table of Contents
Shear wave velocity for sample 1 ..........................................................................................  1
Shear wave velocity for sample 2 ..........................................................................................  1
Plotting SWV for both samples .............................................................................................  2

Shear wave velocity for sample 1
s1_c2=[3.63 3.79 3.88 3.83 3.82];       % SWV for cycle 2
s1_c3=[3.39 4.11 4.24 4.61 4.10];       % SWV for cycle 3
s1_c4=[4.68 5.19 4.62 5.21 6.52];       % SWV for cycle 4
s1_c5=[5.26 5.29 5.28 5.29 5.65];       % SWV for cycle 5
SWV_1=[mean(s1_c2) mean(s1_c3) mean(s1_c4) mean(s1_c5)]

std_12=[0.37 0.84 0.40 0.43 0.40];      % Standard deviation for cycle
 2
std_13=[0.71 0.43 0.43 0.79 0.20];      % Standard deviation for cycle
 3
std_14=[0.55 1.02 1.07 0.94 1.46];      % Standard deviation for cycle
 4
std_15=[0.53 0.35 1.25 0.26 0.77];      % Standard deviation for cycle
 5
std_1=[mean(std_12) mean(std_13) mean(std_14) mean(std_15)]

SWV_1 =

    3.7900    4.0900    5.2440    5.3540

std_1 =

    0.4880    0.5120    1.0080    0.6320

Shear wave velocity for sample 2
s2_c2=[3.57 3.92 4.05 4.29 3.73];       % SWV for cycle 2
s2_c3=[4.50 4.67 5.23 3.86 5.27];       % SWV for cycle 3
s2_c4=[5.02 4.99 4.48 4.91 4.85];       % SWV for cycle 4
s2_c5=[5.30 5.13 5.06 4.87 5.24];       % SWV for cycle 5
SWV_2=[mean(s2_c2) mean(s2_c3) mean(s2_c4) mean(s2_c5)]

std_22=[0.29 0.61 0.75 0.53 0.57];      % Standard deviation for cycle
 2
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std_23=[0.76 0.78 0.58 0.55 1.64];      % Standard deviation for cycle
 3
std_24=[0.1 0.27 0.87 0.58 1.10];       % Standard deviation for cycle
 4
std_25=[0.87 0.61 0.33 0.58 0.58];      % Standard deviation for cycle
 5
std_2=[mean(std_22) mean(std_23) mean(std_24) mean(std_25)]

SWV_2 =

    3.9120    4.7060    4.8500    5.1200

std_2 =

    0.5500    0.8620    0.5840    0.5940

Plotting SWV for both samples
cycles=[2:5];
figure(1);
subplot(2,1,1);plot(cycles,SWV_1,'bo-');hold on;
plot(cycles,SWV_1+std_1,'ro');hold on;plot(cycles,SWV_1-std_1,'ro');
grid on; legend('SWV in sample 1','Standard deviation');axis tight;
ylabel('SWV [m/s]');xlabel('Number of cycles [ ]');
title('Shear Wave Velocity');
subplot(2,1,2);plot(cycles,SWV_2,'bo-');hold on;
plot(cycles,SWV_2+std_2,'ro');hold on;plot(cycles,SWV_2-std_2,'ro');
grid on; legend('SWV in sample 2','Standard deviation');axis tight;
ylabel('SWV [m/s]');xlabel('Number of cycles [ ]');
title('Shear Wave Velocity');
min_SWV_1=SWV_1-std_1
min_SWV_2=SWV_2-std_2
max_SWV1=SWV_1+std_1
max_SWV2=SWV_2+std_2

min_SWV_1 =

    3.3020    3.5780    4.2360    4.7220

min_SWV_2 =

    3.3620    3.8440    4.2660    4.5260

max_SWV1 =

    4.2780    4.6020    6.2520    5.9860
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max_SWV2 =

    4.4620    5.5680    5.4340    5.7140

Published with MATLAB® R2016b
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