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Abstract

Today, data converters are extensively used in embedded systems for a large number of
applications. Data converters can have a big impact on power consumption on small em-
bedded systems. Thus, designing data converters with lower power consumption and high
performance is an important subject.

In this thesis, a proposed solution for a complete Sigma-Delta (S-D) digital to analog
converter (DAC) for audio application is presented. The DAC is implemented on a field
programmable gate array (FPGA), and the audio performance of the implementation is
tested. A single sided pulse width modulation (PWM) DAC is implemented in register
transfer level (RTL) code, and used as a comparison to the S-D DAC implementation.
Both the S-D and PWM DAC is synthesized in TSMC’s 55-nm technology, and a power
estimation on the netlists is performed.

The S-D DAC implementations worked as expected, and successfully played music
on an audio system. The performance of the S-D DAC implementation is limited by poor
switching characteristics of the digital pad on the FPGA and Intersymbol interference
(ISI). A total harmonic distortion (THD) of —82.2dB was measured at 3kHz using 16
bit samples. This is equivalent to an effective number of bits (ENOB) of 13.4 bits. The
harmonic distortion varied depending on the input frequency, and increased for the lower
frequencies. At 100Hz, a THD of —56.3dB was measured, equivalent to an ENOB of 9.1
bits.

In scenarios where the single sided PWM scheme and the designed S-D DAC are both
applicable, the PWM DAC used up to 40 times less power. Suggestions for reducing the S-
D DAC’s power consumption are presented, which could reduce this power gap. The S-D
DAC has a clearly better audio performance than the single sided PWM DAC. In scenarios
where both are applicable, the choice is between a good audio performance or a low power
consumption.
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Chapter 1

Introduction

1.1 Motivation

Because of the vast use of battery-powered embedded systems, it has become essential to
make energy efficient designs. Embedded systems are used in a wide range of applica-
tions, including ones that can require a cross between the digital and analog domain. This
requires efficient data converts which are suited for the specific task. An example of this is
audio generation on a microcontroller. Which usually requires a digital to analog converter
(DAC) with high dynamic range (DR) and low power consumption, a feature which can
be difficult to achieve.

Two types of DAC’s which can be used in microcontrollers are the pulse width modu-
lation (PWM) and sigma-delta (S-D) DAC’s. The S-D DAC is widely used today because
of its reduced analog circuitry compared to conventional Nyquist-rate DACs. The analog
circuitry is the most critical part of the DAC, and can easily limit the performance of the
DAC [7]. The S-D DAC uses less analog circuitry at the cost of more digital logic. Using
the concepts of oversampling and noise shaping, the S-D DAC is able to achieve high DR
using only a 1-bit internal DAC. The most essential part of the S-D DAC is the S-D modu-
lator, which performs the noise shaping. The design of the S-D modulator is crucial, since
it impacts the overall complexity and power consumption of the S-D DAC.

The PWM DAC works by generating square pulses on its output, where the average
on time of the square pulse represent the desired voltage level. The PWM DAC is easy
to implement on a microcontroller using a simple binary counter, but this implementation
can have severe harmonic distortion and is not suited for high end audio conversion.

1.2 The thesis and previous work

In this thesis a S-D DAC is implemented on a field programmable gate array (FPGA) to test
what audio performance can be achieved. The S-D DAC solution will also be compared to
a PWM DAC solution in terms of power and audio performance.

In the previous work [6], a S-D modulator was designed and implemented in C code.
The modulator was designed with the compact disc digital audio (CD-DA) format as a

1



2 CHAPTER 1. INTRODUCTION

standard for the performance goal. The S-D modulator is therefore designed for 16 bit
samples with a sample rate of 44.1kHz. The C model was extensively simulated for a
large range of frequencies and amplitudes. The results from the simulations showed that
the modulator remained stable for inputs lower then —2.5 decibels relative to fulls scale
(dBFS), and had a DR> 96dB.

This thesis uses the modulator designed in [6], and proposes a solution for a complete
S-D DAC implementation on a FPGA. The design process in this thesis uses an iterative
design method.

1.3 Main contributions

1. Designed an interpolation filter (IF) with an oversampling ratio (OSR) of 128, which
is compatible with the CD-DA format, and implemented the IF in register transfer
level (RTL) code.

2. Implemented the S-D modulator from [6] in RTL code, and connected the S-D mod-
ulator to the IF.

3. Designed and implemented a S-D DAC intellectual property (IP) for a FPGA im-
plementation, with a control register and a data streaming interface compatible with
the advanced microcontroller bus architecture (AMBA) AXI4 bus system.

4. Implemented the S-D DAC IP on a Zynq-7000 system on chip (SoC), and measured
the audio performance of the implementation with a spectrum analyzer.

5. Compared the performance, area and power consumption of the S-D DAC solution
to a PWM DAC solution.

1.4 Thesis Organization

Chapter 1 presents the motivation, this thesis and previous work, the main contributions,
and the thesis organization. Chapter 2 presents the background on DAC’s in general,
PWM DAC’s, S-D DAC'’s, IF design and a overview of the ZedBoard. Chapter 3 describes
the design flow for implementing the complete S-D DAC solution on the FPGA, and the
design of a PWM DAC used for testing. Chapter 4 presents the measurements of the S-D
DAC implementations, and the results from the power estimations of the S-D DAC and the
PWM DAC. In chapter 5, the conclusions and future work is presented. Appendix A lists
the source code attached to this work, and appendix B shows the detailed reports from the
power estimations.



Chapter 2

Background

2.1 DAC:s in general

General DAC theory will be explained in the next subsections.

2.1.1 Bits and resolution

DAC:s are generally specified by the NV bits on the input, also called the resolution of the
DAC. The bits on the input represent the number of voltage levels which the DAC can
generate. A N-bit DAC can generate 2V voltage levels ranging from zero to its full scale
value Vg [7]. The resolution of the DAC is sometimes defined as the smallest analog
value the DAC can generate, but in this thesis it is defined as the number of bits on the
DAC input.

2.1.2 Sampling rate

The Nyquist criteria for sampling say that the sampling frequency f; must be minimum
twice the signal frequency fp to avoid aliasing [1]. This criteria limits the signal band-
width to fp = fs/2 for a DAC, where f, represent the maximum sample rate where the
DAC can generate the correct value on its output.

A signal is oversampled if it is sampled with a higher frequency then the Nyquist
frequency fny = 2- fp, given by the Nyquist criteria. How much the signal is oversampled
can be specified by the oversampling ratio (OSR). The OSR is the ratio between the sample
frequency f, and the Nyquist frequency f, and is defined in equation (2.1).

osR= I = I

v 2fs
3

2.1
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2.1.3 Dynamic range

The DR of a DAC is the ration between the largest and smallest signal it can generate. A
N-bit DAC has a theoretical DR given by equation (2.2) [8].

DR = 6.02N + 1.76 [dB] 2.2)

In practice the theoretical DR in equation 2.2 is not achievable, due to nonlinearities
and semiconductor noise sources in the DAC [8].

2.14 dBFS

dBFS is a unit measurement used in digital signal processing (DSP) for amplitudes. Zero
dBFS is at the full scale or maximum amplitude of the signal, and smaller amplitudes are
negative values.

2.1.5 Total harmonic distortion (THD)

Total harmonic distortion (THD) is the ratio between the root mean square (RMS) value
of the fundamental signal, and the RMS sum of all its harmonic components. In practice
only the first 5 harmonics are included in the measurement since the rest of the harmonics
have minor contributions to the result [1]. THD is defined in equation (2.3).

5"~ harmonics 2.3)

THD =
fundamnetal

2.1.6 THD+N

THD plus noise is the ratio between the RMS value of the fundamental signal and the
RMS sum of all its harmonic and noise components. THD+N is defined in equation (2.4).

THD + N = ZZ:Q harmonics + noise

2.4
fundamnetal 24

2.1.7 Signal to noise ratio (SNR)

Signal to noise ratio (SNR) is defined as the ration between the RMS value of the signal,
and the total RMS noise in baseband. If the THD+N is measured in baseband the SNR can
be defined as equation (2.5).

fi 1
SNR= — undamr.leta . 2.5)
> -~ " harmonics + noise

2.1.8 Effective number of bits (ENOB)

Effective number of bits (ENOB) is a way of expressing the SNR of a DAC in terms of
bits. The theoretical limit for DR expressed in equation (2.2) is also the theoretical limit

4



5 CHAPTER 2. BACKGROUND

for the SNR of the DAC. Solving equation (2.2) for N, and replacing N with ENOB and
DR with SNR gives the following expression, represented by equation (2.6).

SNR — 1.76
ENOB = —— 2.6
6.02 (2.6)

2.1.9 DAC settling time

The input to output settling time is defined as the time between the digital input code
changes, to the output is stable in a defined error band [1]. In figure 2.1 a DAC transition
is shown where the four periods of the settling time is characterized.

ERROR BAND

SETTLING | !

TIME (OUTPUT)
! ERROR BAND
______________________________________
|
|
| DEAD SLEW RECOVERY LINEAR
! TIME TIME TIME SETTLING

l«—— SETTLING TIME (INPUT TO OUTPUT) —v
Figure 2.1: Settling time for DAC, from [1]

The first period is the dead time. Here the digital logic is switching but there is no
change on the output. The second period is the slew time, where the rate of change on the
output is limited by the DAC’s slew rate. The third period is the recovery time. In this
period the DAC is recovering from its fast slew rate, and may overshoot and/or undershoot.
The fourth period is the linear settling time, where output converges to its final value
defined within an error band [1].

Ideally, the transition of the DAC from one value to another should happen monotoni-
cally, but in practice it will overshoot and/or undershoot during the settling time [1]. This
uncontrolled movement on the output, when the DAC is transitioning, is called a glitch.
Glitches is often characterized by the glitch impulse area, which is the net area of the glitch
[1]. A measurement of the glitch area is show in figure 2.2.

As can be seen in figure 2.2, the net glitch area can cancel out when the glitch has
equal amount of under- and overshoot.
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AREA OF TRIANGLE = % BASE x HEIGHT
AREA 1 (PEAK GLITCH AREA)

AREA 2

)d/ |
\M AREA 4

AREA 3

NET GLITCH IMPULSE AREA = AREA 1+ AREA 2-AREA 3 - AREA 4

Figure 2.2: Glitch area measurement, from [1]

2.1.10 Intersymbol interference (ISI)

Intersymbol interference (ISI) is the error produced by the non-idealities when the DAC
is transitioning. This can be caused by asymmetric switching, clock skew and capacitive
memory effects [9]. A ISI error is dependent on the value of the previous symbol, since
two consecutive equal symbols will not produce the switching non-idealities. A ISI error
sequence is therefore dependent on the switching pattern of the DAC, and is nonlinear
quantity [9]. ISI is a major source of distortion for S-D DAC [9].

2.2 PWM DACs

The PWM DAC is a type of a DAC where the idea is to modulate a stream of square pulses,
and filter them in an analog low pass filter (LPF). Each square pulse has a time period 7
where the square pulse can either be on or off. The time period T is given by the sample
rate of the input signal, and is equal to 75, = 1/f,. The average time the square pulse is
on in the time period 7%, is called a duty cycle. The duty cycle is decided by the digital
input code. The pulse stream is filtered with a LPF to remove noise in the out-of-band
frequencies, and to smoothen out the square pulses. Figure 2.3 show a block diagram of a
PWM DAC where the N bit digital input code is called DACyy.

DACy N Puls stream Analog output

PWM » LPF ———

Figure 2.3: Block diagram of a N-bit PWM DAC

There are several differrent PWM schemes, but in this thesis only the single sided
PWM scheme will be used. The single sided PWM scheme is the simplest scheme to

6
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implement, but also the one with the worst harmonic distortion [10]. There are ways of
reducing the harmonic distortion with signal processing algorithms called predistortion,
but these are not explored in this thesis.

The single sided PWM scheme can be implemented by comparing a sawtooth wave
from a simple binary counter to the digital input code. An example of this implementa-
tions, using a 5-bit binary counter, is shown in figure 2.4. The sawtooth wave from the
binary counter is shown in the top plot, with a red line representing the value of input data
code. The lower plot in figure 2.4 is the pulse stream out of the PWM block in figure 2.3.
The x-axis of both the plots in figure 2.4 is time, with one integer step equal to a period of
the binary counter’s clock, T, = % In this example the period T of the PWM block is
equal to the time the 5-bit counter uses to reach its max value. Thus, one period is equal
to T, = 2°T.. In this example the digital input code is equal to 16, and represents a duty
cycle of 50%, as shown in figure 2.4.

Sawtooth wave of 5-bit digital counter
T T

Pulse stream
T

ol
50% Duty cycle One period (TS)
S

05 | | I | | | I I |
0 10 20 30 a0 50 60 70 ) a0
Time

Figure 2.4: Sawtooth wave and PWM output

When a binary counter is used to implement the singled sided PWM scheme, the
counter’s clock frequency will limit what bit depth and signal bandwidth which is pos-
sible for the PWM DAC. The relationship between the sampling frequency f, bit depth
N and the frequency of the counter clock f. is shown in equation (2.7).

fo=fs-2V 2.7

The clock frequency of the digital counter doubles for every extra bit of bit depth, and
is also linearly dependent on the sampling frequency. Because of this property, the PWM
DAC:s are in practice not capable of generating high end audio due to the extreme clock
rate and switching capacities needed [10].
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2.3 Sigma-Delta DACs

The most critical part of a DAC is the analog circuitry. The analog circuitry can limit the
resolution and speed of the DAC because of component mismatch and nonlinearities, drift
and aging, and parasitics to mention a few [7]. The S-D DACs uses less analog circuitry
at the expense of more digital circuitry compared to the Nyquist rate DACs. This is done
using the concepts of oversampling and noise shaping.

In figure 2.5 a block diagram of a S-D DAC is shown. The digital parts of the S-
D DAC are the IF and the digital S-D modulator, while the analog parts are the M -bit
internal DAC, and the analog LPF.

2Mevel
analog
DACiN N Digital N  Digital M | \git | signal | Analog ﬁﬂfgﬂ?
interpolation »  Sigma-Delta > DAC > low pass
filter medulator filter
Fe=Fy Fo=Fy-OSR F.=Fy-OSR

Figure 2.5: Block diagram of S-D DAC

The first block in figure 2.5 is the IF. The IF’s task is to raise the sampling frequency
from Fg to Fs - OSR, and suppress the spectral replicas. The digital S-D modulator in
the next block quantizes the N-bit word on its input, to usually 1-6 bits on its output [11].
This produces high amounts of quantization noise, which the S-D modulator filters out of
baseband and up to the out-of-band frequency. This is done without significantly affecting
the baseband spectrum in the process, and the whole process is called noise shaping. The
S-D modulator can become unstable, and the input magnitude must be limited to a stable
input range to avoid this [11]. This usually a few dB under the full-scale range of the S-D
modulator [11]. The next block in figure 2.5 is the internal DAC. The internal DAC is
usually 1-6 bits, depending on the output of digital S-D modulator in the previous block.
If a 1-bit DAC is used, its output is a two level analog signal and the DAC will be a very
simple structure. The last block in figure 2.5 is the analog LPF. The LPF’s task is to
remove all the out-of-band noise produced by the S-D modulator, without affecting the
baseband signal in the process. Ideally the spectrum on the output of the LPF is the same
as the input to the S-D DAC, without added noise or distortion.

2.4 Implementing interpolation filters for audio Sigma-
Delta DACs

The IF is an essential part of the S-D DAC and can have a big impact on the overall power
consumption and performance of the DAC. The design space for a IF is large with many
methods for improving the efficiency of the design. The next sections will go through
background for the most common design and implementation strategies for IFs.

8
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2.4.1 Interpolation filters and specifications

Oversampling of a discrete-time signal by an integer factor I consists in principle of two
processes. The first process raises the sampling frequency fs; by the integer factor I to
fso = fsi - I. This is done by inserting (I — 1) zeros between the existing signal samples,
and is called zero-stuffing. The second process suppresses the spectral replicas which is
centered at k - f,;, where k = [1..(I — 1)] [11]. This is done by filtering the signal with
a digital LPF. The two processes are combined using an IF. The oversampling process
with a factor of I = 2 is shown in figure 2.6. The original signal is at the top, the zero-
stuffed signal is in the middle, and the final filtered signal, with the digital LPF’s frequency
response stippled, at the bottom.

Figure 2.6: The process of oversampling in the time and frequency domain, from [2]

Oversampling is a lossless process, and ideally the output signal only contains the
spectral content of the input signal. The frequency response of an ideal IF is categorised
by equation (2.8) [2]:

1 0< f< Lot
H, = ’ 2 2.8

This frequency response gives an impulse response equal to equation (2.9) [2]:

hy [n] = sincm ,n € (—00,00) 2.9)

This impulse response is infinite and non causal, and is not realizable for a real filter.
The frequency specter of a real IF will therefore deviate from its ideal counterpart. These
deviations are noticeable in the transition width, passband ripple, and stopband attenua-
tion of the filter [2]. Depending on the IF’s application, specifications must be set which
describe the amount of deviation which is allowed for the particular IF.

The specification for a typical IF used in a S-D DAC are somewhat diffuse. The S-D
DAC will not have subsequent sampling, which will lead to aliasing of the spectral replicas
into baseband. Therefore, the LPF after the zero-stuffing could theoretically be omitted

9
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[2]. The large content of high-frequency energy would however have a negative impact
on the performance of the S-D DAC, by saturating the S-D modulator, and by making
the internal DAC very jitter sensitive [2]. The amount of high-frequency energy the S-D
modulator tolerates on its input, depends on the modulator design. The S-D modulator
produce a high amount of high-frequency energy on its output, and if the spectral images
are attenuated under the noise floor of the modulator, they will not affect the internal
DAC and analog LPF [2]. The required attenuation of the spectral replicas at the higher
frequencies are therefore reduced, and can be exploited to make more efficient IFs.

The CD-DA format, which was used as a performance goal in the design of the S-D
modulator in [6], uses a sample rate of 44.1kHz. The passband for this format is defined
to be at the presumable audible limit at 20kHz, and the stopband usually is defined from
24.1kHz [2].

The passband ripple should be under the audible limit, and for a typical high-end con-
verter this usually ranges from 0.001dB to 0.0001dB [2]. The requirements for the stop-
band attenuation are as mentioned a little diffuse for IFs used in S-D DACs, but for a
typical high-end converter it usually ranges from 75dB to 120dB [2].

2.4.2 FIR and IIR filters

When designing an IF one the first things to consider is if the LPF should be a finite
impulse response (FIR) filter, or a infinite impulse response (IIR) filter. The FIR filter is a
filter with a finite duration impulse response, and the output of the filter is only dependent
on previous input values [12]. The output of a N order FIR filter with a impulse response
h[n], and a arbitrary input sequence x[n] is equal to the convolution sum of the two. The
convolution sum for a FIR filter is shown in equation (2.10) [12]. The b,, in equation
(2.10) is the m™ coefficient of the filter, and determines the locations of the FIR filters
zeros in the z-domain.

N
y[n] = hin] x x[n] = Z bmax[n — m)] (2.10)
m=0

The IIR filter has in contrast to the FIR filter an infinite duration impulse response, and
the output of the filter is dependent on both previous input and output values. The output
response of a IIR filter with a impulse response h[n], and an arbitrary input sequence
x[n] is a convolution of the two. This convulsion is shown in equation (2.11) [3]. The
b, in equation (2.11) is the coefficient which determines the zeros of the IIR filter in
the z-domain. The a;, in equation (2.11) is the k™ feedback coefficient of the filter, and
determines the locations of the IIR filter poles in z-domain.

y[n] = h[n] * z[n] = Z bmxln —m| — Zakx[n — K] 2.11)
m=0 k=1

Since the FIR filter output is only dependent on previous input values, all FIR filters
with bounded coefficients will be bounded-input bounded-output (BIBO) stable [12]. The
IIR filter is not necessarily BIBO stable. To ensure that an IIR filter is BIBO stable, the
poles of the filter must be inside the unit circle.

10
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An important characteristic of the FIR filter is the ability to precisely manage the phase
response of the filter. This attribute is often used to make a linear phase response, which
gives a perfectly flat group delay [12]. This means that the waveform of the signal is
preserved in the filtering process, which is important when filters are used in applications
like audio where frequency dependent propagation delay cannot be tolerated [2]. The IIR
filter in comparison cannot easily manage the phase response, and can only approximate
linear phase characteristics.

FIR filters are most commonly used in S-D DAC’s, since they easily can be designed
with linear phase response, in addition to the fact that the hardware can be clocked at the
input frequency of the IF [11]. The IIR has the advantage over FIR filters in that they can
have a higher stopband attenuation with a lower hardware complexity. Regardless of this,
they are not commonly used for S-D DAC’s [11]. The S-D DAC designed in this thesis
is for an audio application. Since filters with a constant group delay is desired for audio
DAC:s [2], the linear phase FIR filter will be used in this paper.

2.4.3 Interpolation filter partitioning

When implementing an IF with a large interpolation factor I, the IF can in principle raise
the sampling frequency to fs, = fs; - I in one step, but this will not be an efficient
implementation. When the interpolation factor I is large, the passband and transition band
of the filter will become very small. This will require a long FIR filter with a large number
of computations, since the FIR filters increase in order with the inverse of the transition
band [3]. This would also require all the digital circuitry of the FIR filter to function at
this high clock rate, and thereby dissipate an unnecessarily large amount of power [11].

The sampling frequency is usually raised in multiple stages, where most of the com-
putations is done at lower sampling frequencies [11]. This can be done by cascading
interpolation filters with low interpolation factors, which together raise the sampling fre-
quency to the desired interpolation factor I. An example of multistage filtering is shown
in figure 2.7 with three IFs, each with an interpolation factor of I; = 2, which cascaded
together gives an interpolation factor of / = 8.

The first filter in a multistage IF has the most demanding requirements, because of the
small transition band needed to remove the adjacent spectrum image, which can be very
close to the passband [11]. For each subsequent filter, the transition band will increase
since the spectral replicas will be further and further apart [2].

For an IF in a S-D DAC, the required attenuation of the spectral replicas is highest
for the first filter, and is relaxed for each subsequent filter as discussed in section 2.4.1.
The requirements for short transition band and high attenuation, causes the first filter to
become the most computational heavy filter, but it is also the filter with the lowest clock
rate. Each subsequent filter is less computational heavy as the clock rate increases. This
reduces the number of computations compared to a single stage IF, and causes most of the
computations to be done at a the lower clock rates, which reduces the power consumption
of the digital logic.
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Figure 2.7: Interpolation with cascade filters, adapted from [2]

2.4.4 Interpolation filter structures

Every practical realizable digital filter can be described by a set of difference equations.
These difference equations can be used to realize the filter into a filter structure. The filter
structure is basically a pictorial block diagram of the difference equations represented by
adders, multipliers and delays [3].

The convolution sum in equation (2.10) is the difference equation of the FIR filter, and
can be directly realized into an filter structure [2]. This filter structure is called the direct-
form structure. The direct-form structure is shown in figure 2.8 with a zero-stuffing block
at the beginning of the filter, implying that filter is part of an IF with an oversampling
factor I.

ﬂ_ ? I xm] # - 7 s o] 2
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Figure 2.8: FIR filter direct-form structure, adapted from [2]

However, the direct-form structure is not an efficient implementation of an IF. The
direct-form requires /N multiplications for every output sample for a filter with length IV,
but only the I** sample in the delay pipeline in figure 2.8 will be nonzero at any given time
because of the zero-stuffing. This means there will be many redundant multiplications for
every output sample, when the direct-form structure is used in a IF [2].
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The polyphase structure is widely used to simplify the implementations of I