
Use of Clusters in a Route Generation
Heuristic for Distribution of Fish Feed

Marius Gyberg Haugland
Sondre Thygesen

Marine Technology

Supervisor: Bjørn Egil Asbjørnslett, IMT
Co-supervisor: Inge Norstad, Marintek

Department of Marine Technology

Submission date: June 2017

Norwegian University of Science and Technology



 



Preface

This master thesis is the finalization of our Master of Science degree at the Norwegian University

of Science and Technology, Trondheim. The paper was written during the spring 2017, and it

reflects aspects we have been focusing on during our specialization program in Marine Systems

Design and Logistics.

We would like to thank all of those involved in the work of making this thesis. First of all, our

supervisor Professor Bjørn Egil Asbjørnslett, and academic co-supervisor Inge Norstad from

SINTEF Ocean. Your help and guidance have been valuable and greatly appreciated, especially

for the expertise needed for making the route generation algorithm. Also the expertise of Pro-

fessor Kjetil Fagerholt were valuable in the process of creating the essential distance matrix. We

would also like to thank Ivar Ulvan at Egil Ulvan Rederi for providing us with information about

relevant ship characteristics, and Claes Jonermark at Marine Harvest for information regarding

the fish feed distribution industry. The meetings and email correspondence have been of great

help to us for understanding the complexity of the system, and how it should be modeled.

A final thank you goes to our good classmates in office C1.084, Department of Marine Technology,

Tyholt, for providing motivation, inspiration and good spirit throughout this final semester.

Trondheim 07.06.2017

i



This page is intentionally left blank

ii



Summary

Fish farming is an industry in growth which is also expanding its area of operation. Among the

biggest cost-contributors are costs associated with the distribution of fish feed. The demand

is heavily varied and the system is hard to model because of uncertainties and the complex

problem structure. With the help of simplifications and problem reduction techniques, we have

created a tool that can be used for minimizing operational costs in a desired system, and also

for evaluating fleet-compositions in different demand scenarios.

An optimization model was created for the purpose of distributing a single cargo to a large

number of customers from a given production location, using a pre-defined fleet. The objective

function is based on fuel price, sailing distance, and specific fuel consumption for each ship.

The model is based on a two-phased heuristic, that first creates all possible routing alternatives

based on information in an input file, and then chooses the best combination of routes for a final

solution which satisfy all requirements of the system. To be able to solve the model, a planning

horizon must first be established. We categorize our routing problem as an operational decision

problem, hence a planning period of around one week is suitable. For this short time period,

variables such as demand can be treated as constant, hence the use of a time-continuous model

can be used. To lower the calculation time to a practical level for the tool to be used as an

operational planning tool, the number of customer nodes is reduced with clustering techniques

and compatibility constraints. Three different methods are developed and compared for various

dimensions and constraints; a regional clustering method, natural selection of clusters based on

location, and a theoretical approach called k-means which are clustering the nodes based on

distance between locations.

A computational study was performed to determine the best trade-off between cluster size and

calculation time. One system configuration was chosen for each clustering method, and the

techniques were compared in three different demand scenarios; low, medium, and high. The

regional method included 11 zones, the natural method had 23 clusters with full compatibil-

ity between customers and ships, while the k-means approach included 30 clusters, but with

restrictions of which customer each ship can visit. The regional method ended up being too

coarse for consideration, meaning that the clusters became too large to have any effect of being

optimized. In most cases, the natural method turned up to be less costly than the k-means

approach, showing us that a fleet with full freedom to be optimized may be more beneficial than

a fleet with constrained routing-options as are used today.

Finally the best clustering approach and system dimensions were used for evaluating Marine

Harvest’s current fleet composition in the same demand scenarios as before. Four alternative

fleet configurations were compared to the original fleet, and one stood out as less costly in two

out of the scenarios. This new composition is in accordance with the company’s current plan of

replacing one of the vessels in the fleet with a larger and faster ship. We see this as a validation

that our model can be used for realistic and valuable evaluations, in addition to the main purpose

of minimizing the operational costs.
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Sammendrag

Oppdrettsnæringen er i rask vekst og utvider ogs̊a sitt operasjonsomr̊ade. Blant de største

kostnadene er utgifter relatert til fordeling av fiskefór. Det er stor variasjon i etterspørsel, og

systemet er vanskelig å modellere p̊a grunn av usikkerheter og en kompleks problemstruktur.

Ved bruk av forenklinger og metoder for problemreduksjon har vi laget et verktøy som kan brukes

til å minimere driftskostnadene i et ønsket system, og for å vurdere fl̊atesammensetninger i ulike

etterspørsel-scenarioer.

En modell for å optimere fordelingen av et enkelt produkt fra fabrikk til et stort antall kunder ved

bruk av en gitt fl̊atestørrelse er utarbeidet. Målfunksjonen er basert p̊a drivstoffpris, seildistanse

og spesifikt drivstofforbruk for hvert enkelt skip. Modellen er basert p̊a en to-stegs heuristikk,

som først lager en liste med alle mulige ruter basert p̊a informasjon i en input-fil, og deretter

setter sammen den beste kombinasjon av disse til en løsning som tilfredsstiller alle krav for

systemet. For å kunne løse modellen m̊a det etableres en planleggingshorisont. Siden vi har

valgt å undersøke et operasjonelt problem er en planleggingsperiode p̊a rundt en uke egnet. For

en kort periode som dette kan variabler som etterspørsel bli sett p̊a som tilnærmet konstant,

og vi benytter derfor en tids-kontinuerlig modell. For å redusere beregningstiden til et niv̊a

som er praktisk for et driftsplanleggingsverktøy, reduseres antall noder i problemet ved bruk

av klustere og kompabilitet. Tre forskjellige metoder er utviklet og sammenlignet; en regional

klusteringsmetode, naturlig klustring basert p̊a lokasjon, og en teoretisk tilnærming kalt k-means

som samler noder basert p̊a avstand mellom oppdrettsanlegg.

En studie ble utført for å kunne bestemme det beste kompromisset mellom problemstørrelse

og beregningstid. En systemkonfigurasjon ble valgt for hver av de tre metodene, og deretter

sammenlignet i tre ulike etterspørsel-scenarioer; lav, middels og høy. Metoden basert p̊a re-

gioner inneholdt 11 soner, den naturlige klusteringmetoden ble delt inn i 23 klustre, med full

kompabilitet mellom kundene og skipene, mens k-means metoden ble oppdelt i 30 klustre med

begrensninger p̊a hvilke kunder hvert skip kan besøke. Den regionale metoden viste seg å være

for grovt klustret, noe som innebar at klusterne var for store til å f̊a noen effekt av å optimalisere

rutingen. I de fleste tilfeller viste den naturlige klusteringsmetoden seg å ha lavere kostnader

enn k-means metoden, noe som viser at en fl̊ate uten restriksjoner kan være mer gunstig enn en

fl̊ate med begrensede rutingsalternativer som brukes i dag.

Tilslutt ble den beste klusteringsmetoden og dens tilhørende egenskaper brukt for å evaluere Ma-

rine Harvests n̊aværende fl̊atesammensetning i de samme etterspørsel-scenarioene som tidligere.

Her ble fire ulike fl̊atekonfigurasjoner sammenlignet med den opprinnelige fl̊aten, og en skilte

seg ut som billigere i to av senarioene. Denne endringen av fl̊atesammensetning er i samsvar

med selskapets n̊aværende strategi om å erstatte et av de eldre fartøyene i fl̊aten med et større

og raskere skip. Dette ser vi p̊a som en bekreftelse p̊a at v̊ar modell kan brukes for realistiske

evalueringer, i tillegg til å minimere driftskostnadene i distribusjonen som var hovedform̊alet

med oppgaven.
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1 Introduction

The production and value of fish farming in Norway has never been larger than it is today.

Salmon farming accounts for 95% of the total industry, and as of 2015 the value of farmed

salmon in Norway was 45 billion NOK. As viewed in Figure 1, the industry is in rapid growth

and it is expected to keep growing. One of the reasons why this industry is so attractive and

is expected to keep growing can be seen from the feed conversion ratio. This is consumed feed

divided by increase in biomass and hence measures how much feed is needed to increase the

biomass. For a salmon, this ratio is close to one, which is superior to any other types of meat.

Figure 1: Amount and value of sold salmon in Norway (SSB, 2016).

Among the biggest expenses in the fish farming industry are costs associated with fish feed, which

accounts for approximately half of the salmon production cost (Marine Harvest, 2016). To be

able to keep the growing industry as profitable as possible, the importance of efficient scheduling

and planning for the distribution of this large cost-contributor cannot be underestimated.

The figure below illustrates the main cost-components and their relative importance in the fish

farming industry today. We see that feed-related costs are by far the biggest contributor and we

hence see a big market opportunity here. If we are able to lower this cost-component, the total

salmon production cost can also be lowered. Costs from importation of raw materials for the

feed, and from the production process itself, are somewhat fixed, but a major part of this cost-

component comes from the distribution of the feed. Sometimes the supply is not sufficient to

meet all the different demands in the system, or unexpected delays appear, forcing the supplier

to prioritize among customers. In worst case this could lead to a halt in the growth process for

the fish, as it does not get the feed it needs to be able to follow the optimal growth process.
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This will cause a drop in profit as the fish does not reach fully grown state at the optimal time,

and the harvest has to be postponed. This shows the importance of well planned and robust

delivery-schedules. By robust planning and flexibility in the schedules for the fleet, costs can be

reduced by minimizing delays in deliveries, along with cost-savings related to fleet utilization and

time utilization. Another aspect to take into account, is that the industry is moving offshore.

This magnifies the problem of efficient routing of the fleet due to the longer sailing distance and

higher operational costs.

Figure 2: Cost components in the fish farming industry.

In order to create cost-effective and robust transportation plans there exists a variety of tools

and models that can be used in the route and scheduling management. In the fish feed industry

today, the scheduling is normally done by hand with daily changes implemented manually, but

theoretically the routing can be done in a more optimal way to minimize desired parameters. In

general, transportation problems are often different variants of so-called vehicle routing prob-

lems (VRP). According to Christiansen, Fagerholt, Nygreen, and Ronen (2013), the quantity of

published research on problems related to ship routing and scheduling has been almost doubling

every decade. They have about every 10 years published a survey of research on the field (see

Christiansen et al., 2004, 2012; Ronen, 1993, 1983) for the purpose of providing a comprehensive

source of published research to be easy accessed for researchers and students of this domain.

These surveys show that an increasing focus on routing optimization in the maritime industry

is necessary to remain competitive. Among the largest challenges of optimizing the distribution

in the fish feed industry is the size and complexity of the system. The more complex and the

more degrees of freedom the problem has, the computationally harder the problem is to solve.

A large set of costumers increases this effects due to the great number of possible routes for the

ship to sail. To deal with this in a general optimization problem, different algorithms has been

created to more easily obtain a possible solution, so-called heuristics.

One widely used heuristic in maritime transportation problems is the route generation method.

This heuristic is especially applicable for solving these kinds of problems, since the number of

2



feasible routes is usually not that enormous. Maritime problems are also often more tightly

constrained, which reduces the number of feasible routes drastically compared to land-based

problems. This approach is used by Wang (2014), where the use of this method for an integrated

operational transportation planning problem for a heterogeneous fleet is investigated, much like

the distribution problem faced in this paper. The objective for the problem is to minimizes the

total costs, including the fixed costs of the own fleet, the total routing costs, and charges for

outsourcing requests. The result is a set of candidate routes of different fulfillment modes, and

requests to be outsourced, in such a way that the total costs are minimized.

The overall objective of this paper is to develop a tool that can be used for minimizing the

operational costs for the fish feed distribution process, while at the same time meeting all

requirements and demands of the system at all times. Only operational costs are considered,

since fixed costs related to ships are not affected by the decisions to be made. The final model

should help the distribution planner to reduce operational costs in the feed distribution, and

also reduce the time used for planning the routing of the fleet. In addition, the tool should be

created in a way that it can be used for comparing different fleet configurations for evaluating

the best way to distribute cargo in different systems.

The remainder of this paper is organized as follows: in Chapter 2 we start by presenting the

background for this paper, and we give a detailed description of the objective and the scope of

the problem we are looking at. Chapter 3 describes the fish feed industry in detail, how the

fodder is made, the variation in consumption of fodder at the fish farms, how it is distributed

and planned today, and also challenges in how the logistics are planned in today’s industry.

Then in Chapter 4 we perform a thorough review of similar work that has been performed over

the years, looking at general transportation problem types, and known solution methods. After

this, we start the work of developing our optimization model in Chapter 5, where we describe

a two-phased model approach, along with the mathematical formula used for the optimization.

Chapter 6 includes a discussion of how we can reduce the problem size by generating clusters of

customer nodes, before Chapter 7 presents how we are modelling the real world system into a

input data file. An extensive computational study is performed in Chapter 8, starting with an

exploration of test cases to familiarize with the process, before we evaluate different modeling

techniques and system configurations. Finally, the best dimensions are determined and used in

a real world system evaluation. In the end, we discuss the discovered results and sources of error

in Chapter 9, before making a final conclusion in Chapter 10, and suggestions for further work

in Chapter 11.
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2 Problem Description

In general, it is necessary to create cost-effective and robust transportation plans that ensure

in-time delivery of cargo to customers. This paper will describe the challenges of producing these

plans for distribution of fish feed from factory to a large number of fish farms, and why this is a

complicated process to optimize. We will explore possible ways to reduce the problem size and

complexity, and investigate possible methods of how to most optimal route a fixed fleet of ships

to meet all requirements and demands in the system. Finally, we will test if Marine Harvest’s

current fleet is the optimal fleet for serving their farms along the Norwegian coast internally

in different demand scenarios, and provide recommendation to improve the fleet composition.

In Section 2.1 we present the background for the problem based on Marine Harvest’s current

distribution network along with general challenges in the industry today. In Section 2.2 we

state the objective of this paper and what we want to accomplish, before giving a more detailed

description of the scope of the thesis in Section 2.3.

2.1 Problem Background

The problem we are facing in this thesis is motivated by a real logistics problem that Marine

Harvest is currently dealing with. The system they are serving are both large and complex, and

hence the distribution planning is both an uncertain and time-consuming process. They have

seen problems in how the planning process is performed today, as everything is done manually

in large spreadsheets and is extensively based on experience. To stay competitive, and to more

efficiently plan the routing for minimizing operational costs, a more automated process is desired.

The company points to several reasons why this system is a complex problem to optimize,

mainly due to variations and uncertainties in demand. In Marine Harvest’s case, planning for

their around 150 fish farms located along the Norwegian coast, shown in Figure 3, amplifies

the challenge of planning. Today they are using four vessels to perform the deliveries, where

each ship supplies a given set of farms based on different restrictions. These restrictions include

the size and location of the farms, the delivery possibilities at the farms, and the speed and

capacities of each vessel. There are also various types of products and limited storage capacity

at the factory, which means that the yearly production capacity cannot be fully utilized. Some

farms contain smolt and smaller fish and hence need a certain type of feed, which complicates

the problem. The demand of feed at each fish farm is determined by several factors such as fish

size and water temperature, which is constantly changing, and hence the production schedule

and delivery plans have to be changed accordingly. This means that both storage capacities and

production/consumption rates constrain the scheduling of deliveries. Also, the decision of which

fish farms to serve from the factory, and for which to order externally, must be taken several

weeks in advance. Further complications of the planning problem comes from the possibility of

delivering each customer just a fraction of their demand.
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Figure 3: Overview of Marine Harvest’s fish farm locations.

As we will describe in Section 3.3.3, the way the distribution is planned today is based on regular

communication between the fish farm managers and the logistics planner. This is necessary

because the final routing schedule is set only a few days prior to the vessel’s departure from

the factory. A feed delivery plan must consist of both the routing and scheduling of all the

ships in the fleet, and the loading and unloading quantities of each feed type at the factory

and fish farms. There is also a problem that fish farms do not keep their numbers up to date

and mistakes are made due to human errors. The lack of planning opportunities and constant

order changes, makes it difficult to optimize the routing, and find an optimal delivery schedule.

Because of this, tools for better data-reporting from the farms and demand forecast are desired.

The main problem comes from unexpected delays in the feed supply, or unexpected changes in

demand that causes changes in the production schedule. This again leads to increased expenses

due to the additional time needed for the fish to reach the ideal harvesting weight. The planning

of routing and scheduling for the ships needs therefore to be robust, but also flexible. To create

and run optimization models reflecting this large and complex system is almost impossible,

and simplifications must be applied. Based on this, an operation support tool that is easy to

alternate and that gives quick and usable results, is desired to help with the planning.

In addition, the company operates a fixed fleet of vessels, and this should be utilized the best

way possible to reduce costs. Because of seasonal variation, there will be a high season and a

low season with regard to demand. This means that the need for cargo capacity is drastically

changing throughout the year, and the fleet size may not always be optimal. The tool should

therefore also be able to evaluate different fleet configurations for different demand scenarios.
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2.2 Problem Objective

The objective is to create a method for minimizing the operational costs for the fish feed distri-

bution process in a more efficient and practical way than it is done today. This should be done

while meeting all requirements and demands of the system at all times. Only operational costs

are considered, since fixed costs related to ships are not affected by the decisions to be made.

However, the possibility of external supply at a fixed rate for serving a customer is included to

increase the feasibility area of the problem. The final model should help the distribution planner

to reduce operation costs in the feed distribution, and also reduce the time used for planning

the ship scheduling.

In addition, we want to use the model for investigation of the current fleet composition used

by Marine Harvest. Today, their fleet consists of four vessels, where the two newest ships are

specialized for the fish feed distribution. The company are considering replacing one of the older

and slower ships in their fleet because of the higher operational cost associated with the vessel.

We want to use the optimization model to test how their current fleet is performing in different

demand situations compared to other fleet composition alternatives. Based on the results, we

will provide recommendations to how the fleet possibly could be adjusted to improve the feed

distribution, along with reducing the operational costs.

2.3 Problem Scope and Limitations

The overall task in this thesis is to provide a method of planning feed deliveries to a large number

of costumers from a production facility in order to improve the efficiency of today’s planning

process. The decisions to be made, are which fish farms each ship should visit, and how much

cargo to deliver to each fish farm for the lowest operational cost possible. The distribution

problem must be considered on several planning levels when it comes to the determine the

optimal delivery plan. Since decisions must be made rapidly, we categorize our routing problem

as an operational decision problem, but the modeling of the system should be taken on a higher

planning level.

Many parameters in the system are heavily variant, and the system is hard to model because of

uncertainties and the complex problem structure. With the help of simplifications and problem

reduction techniques, we want to reduce the complexity to a reasonable level so that the calcu-

lation time is lowered to a practical level for the tool to be used as an operational planning tool.

To be able to do this, variables in the system must be treated as constants within the planning

horizon, meaning that a relatively short planning period must be selected.
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To be able to optimize Marine Harvest’s real world distribution problem, we need information

about their current distribution system. This includes information about ships used in the sys-

tem with associated characteristics, information regarding all of Marine Harvest’s fish farms,

and the interaction between them. In addition, an understanding of the industry with its chal-

lenges and uncertainties are needed, along with general theories about routing optimization. We

will not look into the procurement of raw materials, production scheduling or factory storage

aspects, as the focus is on operational performance. When all the relevant information is gath-

ered, we will need to reduce the size and complexity of the problem to be able to optimize it in

a practical amount of time. This will be done by including realistic constraints to the model,

and by collecting customers into clusters. This is a problem reduction technique that can be

perform in several ways, and we will compare different approaches.

Since most optimization problems are hard to solve exact, a heuristic approach will be applied.

The route generation method is a widely used heuristic for solving marine transportation prob-

lems and it has good applications for our problem as well. This is because of its nice structure,

where the number of feasible routes are drastically reduced due to the tightly constrained restric-

tions in the problem. The nice structure of the heuristic also makes it able to give a high-quality

solution (not necessary the optimal), consisting of a combination of routes that meets all re-

quirements. To be able to create the most user-friendly tool for the system, a computational

study will be performed to determine the best trade-off between cluster size and calculation

time. We will also compare the different clustering methods for different demand scenarios to

determine a final model that are able to represent the real world as accurate as possible.

Finally, the best clustering approach will be used for evaluating Marine Harvest’s current fleet

composition in the same demand scenarios as before. We will compare the original fleet to

multiple alternatives to investigate whether other compositions could be more profitable. If we

discover any significant cost-saving results, it will be interesting to see if this new composition

is in accordance with the company’s current plan of replacing one of the vessels in the fleet with

a larger and faster ship.
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3 The Fish Feed Industry

This chapter will provide necessary information needed to understand the overall fish feed in-

dustry today, along with challenges related to the distribution process.

3.1 Production of Fish Feed

To get a better understanding of the finished product distributed, we will in this section look at

fish feed itself, focusing on the production process and the content and nutrition in the fodder.

The information in this section is fully based on Marine Harvest’s current production facilities

in Bjugn, but the same principles are used at other feed factories as well. The factory produces

over 320 000 tonnes of fish feed per year and it is operational all day and night throughout all

year. It has a storage capacity of 16 000 tonnes of dry raw materials, 10 000 tonnes of wet raw

materials, and over 10 000 tonnes of finished product. Because fish in different growth stages

requires different nutrition and different sizes of feed, different feed types are produced. The

finished product has the shape of pellets, which varies in size from small, with a diameter of 0.6

millimeters, to larger ones of about 13 millimeters.

The production process starts with the import of raw materials. The needed raw materials are

shipped in from all over the world and are divided into three categories; macro materials, micro

materials, and oils. The macro materials consist of fish meal, barley grain, wheat grain, or other

plant and animal ingredients, while the micro materials are vitamins and minerals, which are the

most important and costly raw materials. After the raw materials arrives the factory, they are

stored in giant silos. The feed production starts by measuring and weighting the raw materials

to get the wanted composition of nutrient, before they are grinded and mixed in big blenders.

Water is added and the mixture is extruded into pellets of the desired size. The pellets are then

dried, before oil is added and then placed under specific temperature and pressure to achieve

the wanted characteristics. Finally, the finished products are stored in silos or big bags, waiting

to be loaded onto ships. An overview over the production process can be viewed in Figure 4 on

the next page.

8



Figure 4: Production facilities at Marine Harvest’s factory in Bjugn (Marine Harvest, n.d.).

There are several requirements for the finished product. First, the composition of the materials

needs to be in such a way that the pellets can be transported without being destroyed. It is also

important that the nutrients stay in the pellets and are not leaked out when the pellets enter

the water. Lastly, the feed needs to sink at the right speed so that the fish are able to eat it

before it hits the bottom of the cage. This also means that there is a requirement of taste so

that the fish actually wants to eat it.

In general, there has been a major development in the fish feed content since fish farming industry

started in the early 70’s. In the beginning the farmers made their own fish feed consisting of

fish waste, fish meal and shrimp-shell. Today, the feed is a complex and carefully planned mix

of proteins, energy and essential nutrition to produce healthy and high-quality fish. To ensure a

rapid and optimal growth, there are different kinds of recipes and compositions of feed depending

on where in the growth stage the fish are. The feed consists mainly of fish meal, fish oil and

vegetable oils. The marine materials are produced from small pelagic fish which are unattractive

for humans, and trimmings from the fish processing industry. Because one kilo of industrial fish

only gives around 3-5 % fish oil and 20-25 % fish meal, the exploitation of marine materials is not

very effective. This has caused an increased lack of marine raw materials and hence increased

the use of other vegetarian raw materials such as soy, sunflower, wheat, corn and rapeseed oil

as Figure 5 shows (Marine Harvest, 2016).
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Figure 5: Typical fish feed content.

The fact that the nutrition in the fodder no longer exclusively comes from marine raw materials

has raised the question of the nutrients in the fish that is consumed by humans. The fish require

different amino acids, fatty acids, vitamins, and minerals to be as rich in nutrients as it normally

is. These can in principle be provided by the different raw materials listed above, but this is not

the natural source. Fish meal and other raw materials from animal origin have a more complete

amino acid profile and generally a higher protein concentration compared to feed from vegetable

origin. The fish normally gets their omega-3 fatty acids from the fish oil in the pellets they eat,

but it is also possible that they can get the same omega-3s from plants like algae, so the finish

product should contain the same amount of nutrients as wild fish (Craig and Helfrich, 2009).

3.2 External Supply vs In-house Production

It is a common discussion regarding the benefits of buying feed from an external supplier, or

producing it in-house. As stated, costs related to feed are by far the biggest contributor to the

total cost in the aquaculture industry. The fish feed market in Norway has in the later years

mainly been controlled by three external global producers; Skretting, EWOS and BioMar. In

2014, Marine Harvest decided to take control over this major cost-contributor and supply their

own farms with in-house produced feed.

There exist several arguments for a fish farmer to buy feed externally, as well as for producing

the feed in-house. As in most production cases, the production of fish feed is most profitable

when produced in large volumes. Companies specializing in fish feed are able to keep the unit

production cost low, due to the large quantity produced. The low unit production cost also makes

specialized feed companies capable of producing a large variety of feed types necessary in the

aquaculture industry. These companies also have the the knowledge and competence to create

feed pellets best suited for the different growth stages and for special situations, for example

specialized feed needed during a disease breakout. Because there exist several specialized fish

feed companies, the competition of providing the best feed is extensive. This competition benefits
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the customer, as the investments in research and development increases, providing better feed

types at lower costs.

For larger fish farming companies, in-house production of fish feed may be a better solution.

In-house production only needs to produce feed for its own demand, and the variety in product

types can be reduced, leading to a more efficient production. It can also reduce costs in the way

that in-house production requires no sales or marketing costs, and also the logistics costs can be

reduced. When producing and distributing own feed, the logistics planner only need to consider

their own farms, making it easier to make a cheap and effective distribution plan. According to

Marine Harvest, lost feed days was reduced when they changed from external supply to own-

produced feed. The reduction in lost feed days was mainly due to more effectively communication

between the farmers and the logistics planner, in addition to better feed demand forecasts.

3.3 System Description

This section will provide information about how the fish feed distribution system works today.

We will look at which factors are causing decisions to be complex, and how they are dealt with

in practice. This will give us important information for how to make simplifications to be able

to create an optimization model for the real world system in the most realistic way possible.

3.3.1 Structure

It is important to have knowledge about the structure of the distribution network in order to

fully understand the fish feed distribution system. It is possible to look at the network as simply

consisting of one or several fish feed factories, a set of fish farms, and vessels transporting the

feed from the factory to the fish farms. Even though the principle of the network seems simple,

the system contains a lot of variables and restrictions that makes it a lot more complex. This

complexity of the full system comes from uncertainties and changes in the different components

in the system. For starters, the feed factory produces a verity of different products, and the

production rate also varies throughout the year, depending of the total demand. This means

that there are several products that needs to be shipped out from the factory to supply the

different fish farms, at different times a year.

The different fish farms also have several variables to consider. As mentioned, the demand

for feed varies throughout the year, as the feed consumption is depending on the fish size

and seasonal variation. In addition, disease breakouts and unforeseen events may occur, hence

changing the feed delivery schedule. The fish farms may also require multiple feed types based

on the size and health of the fish. Different farms have different storage capacities for different

feed types. Running out of any feed types at any time will lead to loss in income for the farmers

due to lost feed days. There are also restrictions of how fish farms can receive the fodder. Some

can receive it as bulk, while others require big bags.
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Next, the vessels are restricted by their storage capacity and sailing speed. The storage capacity

sets constraints to how much feed each vessel can deliver during one trip, and the sailing speed

determines the distance it can travel during a trip. Marine Harvest have four vessels distributing

fish feed in their system, with different capabilities, such as speed, capacity and transportation

method. Which farms each vessel visits are therefore limited by both individual feed reception

methods, and the speed and capacity of each vessel. The farms are also spread out all along

the Norwegian coastline and within protected waters, setting restriction to which farms each

vessel can visit determined by the size of the vessel. The combination of several variables in fish

feed production and a variational consumption rate, together with the uncertainty of unforeseen

events, makes this seemingly simple system a lot more complex. In cases where demand exceeds

available distribution capacity, partial deliveries are conducted. This will ensure that no farm is

left without feed for an entire day. This may however result in delays in the original schedule,

as the rest of the partial demand are given urgent delivery priority and must be delivered before

other scheduled visits. Due to the constant changes in routes and orders before and during a

trip, the planning and scheduling of the feed distribution network is difficult to conduct and

optimize. The routing plan must be flexible, as the routes can be rescheduled during a trip,

creating changes to the original delivery plan.

Marine Harvest’s fish farming system is divided into four regions; south, west, mid, and north.

The feed distribution does not play a part in deciding how the regions are split up, this is based

on the fact that they have a slaughter factory in each of these regions. The distribution of feed

is then planned based on the size and placement of the farms to get practical delivery routes.

The company is aiming for a total supply for all their farms within a radius of 30 hours sailing

time from the factory, including stops along the route. The transit between farms are normally

short and can vary from 10 minutes up to a couple of hours. Overall, the most important factor

during transit is to maintain the schedule and not to cause any delays.

Today, four ships are included in their fleet to perform the distribution, and these mainly follow

fixed routes. One large that covers the farms north of the factory in Bjugn, given that the farms

are large enough and that they are equipped with modern silos capable of handling fish feed as

bulk. Another large vessel covers the larger farms that are capable to accommodate the vessel,

from Bjugn and down to Bergen. A smaller ship serve the farms in the mid region, as it has the

highest cost relative to the distance traveled. The farms furthest south are smaller and often

placed deeper inside the fjords, meaning that the larger ships cannot be used here because of

their size. Some of these farms are also older and less modern, thus needing fish feed supplied

in big bags. Pirholm, which is a smaller vessel that is transporting big bags, is therefore used to

service these farms. Since this route travels furthest away from the factory in Bjugn, Pirholm

is not capable to deliver fodder here within the desired 30 hours. This makes the planning of

delivery harder, and the vessel is therefore planned to be replaced next year with a ship what is

able to meet the requirement. In general, a vessel visits the same farms several times a month,

giving the crew and captain knowledge and experience of sailing the specific routes.

12



Another important factor to consider during transportation is pellet erosion. That can occur

when the pellets are shaken or rubbed together during transportation, and fine particles loosen.

Pulverized fish feed is transferred to the fish farms and it can result in overgrowth of algae and

have a negative impact of the water-quality if these particles sink and settles at the bottom of

the cage. Marine Harvest states that among 0.5% of the fish feed pellets gets pulverized during

bulk transport, whereas the number for pulverized feed for big bags are a bit higher.

3.3.2 Feed Consumption and Variations

The biggest advantage of fish farming is the feed to growth ratio, which is far more effective for

fish than other animals. This is so effective that about 1.1 kilos of fish feed may result in one

kilo growth for the fish. This is due to the fact that the fish is a cold-blooded animal, which

means that it has the same temperature as the water around it, and hence it does not waste

energy to keep warm (Marine Harvest, 2016).

There are mainly two feeding strategies that are used; meal feeding and continuous feeding.

Continuous feeding supplies the fish in the farm with feed throughout the day in small doses,

while meal feeding gives bigger doses a given number of times during a day. The amount of

feed the fish are consuming varies for different reasons, mainly the size of the fish. Hence, which

strategy to use depends on the fish size and sea temperature. As mentioned in Section 3.1, there

are various sizes and types of feed so that the producer can customize the feeding process to fit

the local environment, seasonal varieties, and nutrition-need for the fish depending on the size.

Because the salmon is cold-blooded, the growth is strongly dependent on the temperature of the

sea. This means that the production of feed around the world varies accordingly as there are

large deviations in sea temperature globally. The optimal temperature for growth of salmon is

between eight and fourteen degrees Celsius. We can see from Figure 6 that Norway and Ireland

have the largest seasonal variation in water-temperature, while Canada and Chile have a lower

variation. Figure 7 shows the seasonal profile of relative feeding in Norway, Chile, the UK and

North America. We also see that Norway has the largest seasonality in fish feed consumption

relative to the fish biomass, and that the variation in Chile is the lowest. By comparing the

two graphs, one can notice that there is a strong correlation between the water-temperature and

feed consumption (Marine Harvest, 2013).

The low season for consumption and production of feed in Norway is from February to April,

while the high season is from July to September. In the low season the consumption can be as

low as 30% of the high season, which makes the distribution schedule of feed more flexible during

this period as the fleet is design for a higher demand (Marine Harvest, 2016). The production

rate at the factory is normally held fixed during the high season, but is reduced during winter

when the demand is lower. Marine Harvest balance these variations by including or excluding

some of the farms in their distribution plan, depending on the time of year.
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Figure 6: Annual temperatures of seawater.

Figure 7: Annual consumption of fish feed relative to fish biomass (Marine Harvest, 2016).

In addition to the seasonal variation, the consumption rate naturally varies over the salmon

growth process as their appetite also varies. In the beginning of the production cycle, the

salmon naturally eats less feed than at the end of the cycle. During different stages in the

life cycle, the fish eat different types of feed, giving a variation in which feed types each farm

require. It is important that the factory has information about where in the production cycle

each farm is, in order to plan the production and prevent running out of specific types of feed
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at the storage. After the harvest period, the farms are fallowed for a period, thus there are no

demand for feed during this period.

Another challenge in the fish feed industry comes from variations in the total demand due to

unforeseen events. Unforeseen events can be disease breakouts at certain farms, requiring the

salmon to be harvested or starved for a period, and hence changing the need for feed. This

change may also come from mass-escapes of fish, also suddenly reducing the total need for feed

for a customer. Both these scenarios lead to a decrease or halt in the need for feed deliveries,

forcing the distribution planner to reschedule the delivery plan for one or more vessels. These

uncertainties are further described in Section 3.4.

In defining the sequence of the customers visited by each ship, the planner must also consider

the bio-security issues faced by the salmon farming industry. A ship that has visited a farm

with a given risk level, cannot then service a farm with a lower risk classification without first

being subjected to a disinfection process. The disinfection process can only be carried out at a

major port, for the feed producer this means returning to its base port (Jonermark, 2016).

3.3.3 Planning the Distribution

Because of the complexity of the distribution network described in the previous sections, planning

is essential to ensure cost-minimization. Since there are restrictions about which farms each

vessel can serve, the routes are normally fixed. Each ship visits a calculated number of fish

farms along the route for each trip, with small variations. How often a farm needs refill of fish

feed depends on the storage capacity, and the feed consumption rate at the respective farm.

Normally a farm needs feed 1-2 times per week. A vessel usually visits 15-20 farms per trip, and

the planning of feed delivery is therefore very important to minimize the operational costs.

Since Marine Harvest delivers feed to its own fish farms, the logistics-planner at the factory

uses forecasting estimations to predict the demand of feed at each farm. The forecast is based

on the number of fish and their size at the different farms. This makes the planning of feed

production easier and reduces the probability of a farm running out of certain types of feed.

There is continuous communication between the location manager of each fish farm and the feed

supplier, mainly over telephone or through email, to the keep the orders correct. These orders

are detailed with information about the farm, feed type, delivery date requested, and have to

be placed at least two weeks before the delivery date in order to have enough time to produce

and distribute the feed. A spreadsheet is used to set up a schedule for all four vessels. The

spreadsheet contains information on which farm each vessel is visiting, when it expects to arrive

at each farm, and the amount of each fish feed type the respective farm has ordered. The arrival

time is based on a distance matrix between all farms and the factory, and the sailing speed of

the vessel. The schedule is set up several weeks ahead, but it is constantly changed. The final

order must be set four days before the vessel is leaving the factory. The reason for setting the

final order date so close to vessel departure is due to the uncertainty in fish feed consumption,

which varies based on fish size and appetite as described earlier.
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The schedule for a vessel can also change during a trip. If weather conditions are not within the

acceptable limits for unloading feed at the farms, the vessel may skip the farm and continue on

the route. The farms normally have 1-2 days of feed available as a safety margin and if a farm

is skipped, the vessel will have to come back on the return trip to unload the ordered amount

of fish feed. In addition to bad weather, diseases at the fish farms can also affect the schedule,

as certain diseases require different actions (further discussed in Section 3.4). Marine Harvest

calculate a function of increased cost related to lost feed days, where one lost feed day is one

day without sufficient feed at one cage at the farm. This means that if a farm has ten cages

without any fodder for one day, the increased cost is then equal to ten lost feed days.

Today, 80-85% of Marine Harvest’s farms are supplied from the factory in Bjugn. The rest are

supplied by external fish feed factories, but the plan is to supply all of their farms in the near

future. The farms supplied from external suppliers are on old outgoing contracts from the period

before they build their own feed factory. Marine Harvest will from 2018 serve all of their farms

with own produced fish feed, making them independent of other suppliers.

3.4 Challenges in the Feed Distribution Today

The feed-transport operations are determined solely based on work of the company’s transport

planners. Their job is to decide which feed orders to assign to which available ship, and in what

sequence the deliveries are to be made. This opens for the possibility of human errors to be

made. Since the work is mainly based on experience, it can be hard for other than the planner

to have insight and understanding of the schedule and hence it is hard to have both control and

redundancy of the work that is being done. Each order is manually entered into the system and

a typing mistake can lead to a lower delivery than expected and farms can run out of fodder,

leading to lost feeding days and loss in profit for the company. The transport planners are

also responsible for determining the route for each ship, and have to avoid late or incomplete

deliveries. During summer season, when the demand of fish feed is highest, determining the

optimal route is difficult. The vessel has to follow a strict schedule in order to serve all farms.

In this period, the schedules can be vulnerable to unforeseen events, which can lead to late or

incomplete deliveries and loss in profit for the fish farms.

Due to the variations and uncertainties described in Section 3.3.2, it is hard to develop computer-

based tools for the planning process, and hence most of the work is done manually in large

spreadsheets. These can grow to be very large, and therefore not practical to use due to the sheer

size. According to Jonermark (2016), the spreadsheets used by Marine Harvest was originally

developed for distribution of four feed types, but today it has expanded to include a lot more

types. This has made the spreadsheet more complex and less practical. It is not used for

optimization of operation cost, but only as a planning tool. The planners add farms to the

schedule in the order they think is optimal, but a more optimal solution may exist. If a farm

has a critically low amount of feed at storage, the farm will be given an urgent priority. Then

a nearby vessel will have to reschedule in order to visit the farm immediately, or the farm
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has to be scheduled to the start of the route for another vessel. The same goes if a farm is

exposed to diseases or bad weather, the farm must be rescheduled to be visited at the end of

the route. These situations add further complications to the scheduling process, hence reducing

the possibility to use tools to create routing-optimality.

The data to be implemented in the scheduling sheet is also delivered in a primitive and unprac-

tical way. The planners are dependent on continuous communication with all the farms that

require feed, and this is today done with individual phone calls or e-mails. This is currently lead-

ing to extra time-usage for the planners, but also introduces the possibility of communication-

mistakes or misunderstandings. Marine Harvest admits that a web-based ordering system would

have made the process easier, but this is not currently implemented.

3.5 Use of Multiple Depots

To try to compensate for the high uncertainty described above, we have thought about intro-

ducing external depots as part of the supply chain from factory to farm. The idea here is to

include multiple depots closer to where the fish farms are located, for example in each region, for

temporary storage. The fodder can then be shipped from the factory to the different depots in

each region for storage, and from there be transported to the fish farms as illustrated in Figure 8

below. Marine Harvest already has1 some external depots, but they are not implemented in the

distribution chain yet. By 2018 they expect to take some of them in use as part of the delivery

process, especially for the routes most north and south, which are furthest from the factory in

Bjugn (Jonermark, 2016).

Figure 8: Illustration of a fish feed distribution system including multiple depots.
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As we see it, there are various upsides and downsides with this alternative system. The inclusion

of these depots could introduce the possibility to use larger vessels between the factory and

depots, much like liner shipping with specific ports. A larger vessel usually has the advantage

of a higher cargo to cost ratio compared to a smaller vessel. By only using these larger vessels

for transporting the fodder from the factory, the port can be customized to suite exactly these

ships, and by strategically placement of the depots, there will be no size restrictions for the ships

transferring the fodder the first stage. This means that smaller, faster, and specialized vessels

for specific regions can be used for the final stage of the distribution process. By increasing the

speed, a higher number of farms can receive feed in a shorter period of time, hence increasing

the efficiency and reducing the uncertainty. The use of regional depots also provides additional

storage capacity and add flexibility to the varying demand of feed. Since the depots are closer

to the farms, the time between orders and deliveries of feed will be reduced, decreasing the risk

of lost feed days.

By using this system configuration, it can make the planning process easier. As mentioned, it

is currently hard to use planning-tools as there are too many variables to take into account,

but with external depots the big and complex system can be split up into smaller and simpler

sub-systems. This means that simulations and optimization tools can be applied to the different

individual parts of the system, and it will be easier to find optimal routes as there are fewer

possibilities.

However, the use of larger vessels transporting the fodder from factory to the depots, means that

more processing and transferring of the product. When loading the fodder as bulk, there will

always be some losses. The introduction of an extra unloading and an extra loading process will

make these losses more significant. This may cause the fodder to be transported in big bags. In

order for the multiple depots to be beneficial, large changes in the distribution process is needed.

Mainly, the system is dependent of major changes in the fleet composition to be optimal, which

is a costly investment.

To conclude, we see this system as a great possibility to further optimize the distribution system

in the future. Because the distribution system needs major changes for the multiple depots to

be beneficial, we do not see this as applicable in the nearest future. The focus of this thesis is

to optimize the current distribution system, but a study of the inclusion of a configuration that

includes several storage facilities should be considered for further work.

18



4 Related Literature

One of the first studies of transportation problems was performed by Tolstoi (1930). He pub-

lished an article called Methods of finding the minimal total kilometers in cargo-transportation

planning i space, where he studied the transportation problem and described a number of asso-

ciated solution approaches. This was the beginning of a new research-field, where it today exists

a large number of studies. Most of the research has been focused on land-based transportation

problems, but over the years maritime transportation problems have gained substantially more

interest. Christiansen et al. (2013) looked at the development of number of published papers

and their research showed that the quantity of published research within the topic almost dou-

bles every decade. This, combined with the possibilities of significant cost-savings which can be

achieved by proper fleet scheduling and routing, is the motivation behind further research.

In order to create cost-effective and robust transportation plans in general, there exists a variety

of models that can be used in the routing management process. In the fish feed industry

today, the scheduling is normally done by hand with daily changes implemented manually, but

theoretically the routing can be done in a more optimal way to minimize desired parameters.

We will in this section point to typical characteristics for the transportation problem we are

trying to solve, as well as present models for similar types of problems, and how these typically

have been solved.

4.1 Comparison of Land-based and Maritime Transportation

Even though maritime transportation problems have gained more interest, there is still a great

potential and need for research in the area. According to a report created by UNCTAD (2015),

approximately 80% of the volume and 70% of the value of all goods transported worldwide is

carried by sea. It is thus easy to imagine that the impact of research in planning of ship routing

and scheduling can be huge, especially given the large concentration of players in this billion-

dollar industry. Ronen (1983) discuss several explanations for the relatively low attention to ship

scheduling problems. Among the explanations is the uncertainty in ship operations, where ships

may be delayed due to weather conditions or mechanical problems. Ship scheduling problems

are also less structured, as the problem structure and operation environment varies more than

for standard vehicle routing problems. In addition, the major part of research on the topic has

been performed in the US, where most cargo is transported by truck or railway. This, combined

with the conservative tradition in the shipping industry, are some of the reasons to the low

attention.

Maritime transportation differs from land-based transportation in many ways, mainly because it

includes unique features that complicates the problem. Characteristics for cargo routing on land

typically involve one supplier with several customers, capacities of vehicles much larger than the

delivery to one customer, and a homogeneous fleet of vehicles where different products can be

stowed together (Christiansen and Fagerholt, 2009). In maritime transportation, heterogeneous
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fleet are much more common, and ships are different in their operation characteristics, such as

speed, capacity, and costs. Even two identical ships can have different costs due to frequent

fluctuations in the ship market (Ronen, 1983).

The nature of maritime transportation includes little slack in travelling schedules and capi-

tal intensive operations, as the transportation often include large volumes to be transported

over long distances, overnight trips, and several loading and unloading ports. There is also an

increased uncertainty related to breakdowns and weather conditions in the maritime industry

compared to land based transportation. This varies somewhat between the three different modes

of ship-transportation; liner, industrial and tramp. Liner vessels follow a fixed route according

to a published schedule trying to maximize profit. Industrial shipping includes an operator that

owns the cargo and controls the ships, and are trying to minimize the cost of delivering the

cargoes. In a tramp operation, the vessels follow available cargoes trying to maximize profit

(Christiansen et al., 2013).

Ronen (1983) also discusses other differences between maritime and land-based transportation.

One important point is that ships not necessarily need to return to their origin. This is a

situation which often occurs in tramp shipping, where the vessel may return to a new location

where it is more likely to pick up cargo. Another point discussed is that the destination of a

ship may be changed during a voyage. This is a scenario which is very applicable to the fish

feed distribution industry, where fish farms may experience unexpected events, such as a disease

breakout, causing the distribution schedule to be changed mid-sea.

4.2 Types of Transportation Problems

In this section, we will look into existing models which are relevant to our fish feed distribution

problem and how the characteristics of the models relate to our problem. We are focusing

on vehicle routing problems (VRP) and inventory routing problems (IRP), which are the two

most common models used in the field of maritime transportation. Both models consider the

transportation of cargo from one or several depots to a set of nodes, but the main difference is

that the IRP is based on customer-usage rather than customer orders because of the inclusion

of inventory management.

4.2.1 Vehicle Routing Problems (VRP)

In general, transportation problems are often different variants of so-called vehicle routing prob-

lems (VRP). It was first formulated and described by Dantzig and Ramser (1959), and has since

then been a popular research-topic. The model includes a quantity of cargo to be transported

from a depot to a given number of customers, subject to various constraints, such as the length

of the route, vehicle capacity and time windows. The problem is then to determine how many

vehicles that are optimal to use, and to decide which route each vehicle should take to satisfy all

the demands. VRPs have a significant importance and it is faced on a daily basis by thousands
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of distributors worldwide (Laporte, 2007). However, determining the optimal solution is a NP-

hard problem, meaning that the size of the problem that can be solved optimally is limited. This

is due to the fact that the solution-space increases exponentially with problem size. Commercial

solvers therefore often use heuristics to find possible solutions (further discussed in Section 4.3).

One article that looks into optimization of fish feed distribution is written by Romeroa, Durán,

Marencoe, and Weintraub (2013), where a VRP model to determine the feed delivery schedule

for a feed supplier in Chile is investigated. They use characteristics such as ship capacities,

ship/farm compatibility constraints, soft time windows, and priority definitions to model the

problem. The priority constraint is due to bio-security, where a farm in a healthy condition

cannot be visited after a farm in a risk condition. A heterogeneous fleet of ships is used, where

each ship has a given capacity, average speed, fixed cost per day, and a variable cost for each

traveled nautical mile. The authors also want to avoid partial deliveries, as they negatively

affect the service level provided for the customer. A rolling horizon with a planning horizon of

3 days is used. To prevent lost feed days, any demand not delivered on its due date, is given

the highest priority to be delivered the next planning period.

A paper with a wider application is written by Fagerholt (1999). He addresses the transportation

of cargo from various production ports along the Norwegian Coast to markets in Europe and

the United States. The focus of the paper is to decide an optimal fleet for the transportation

of cargo to all customers, where weekly routes for the selected ships are the decision variables.

The problem involves multiple trips as long as the total duration of the routes for each ship are

within the planning period. It can thus be formulated as a multi-trip vehicle routing problem

(VRPMT). The problem is solved using the route generation method (further explained in

chapter 4.3.2), but solely for the important assumption of a homogeneous fleet. The paper also

introduces depots in order to achieve an efficient shipping system. It consists of two independent

transportation problems; transportation from production ports to the depots, and transportation

from the depots to the markets. This approach has many similarities to our problem definition if

multiple depots, as discussed in chapter 3.5, are introduced to the fish feed distribution system.

4.2.2 Inventory Routing Problems (IRP)

Inventory routing problems can be defined as a planning problem where an actor has the respon-

sibility for both the inventory management at one or both ends of the delivery schedule, and also

for the ships’ routing and scheduling. It typically includes a planning horizon, inventory policy,

number of products, product demand, no time windows, time considerations, and a fixed fleet

of vehicles. The planning problem is to find routes and schedules for the fleet that minimize the

transportation costs without interrupting production or failing to meet the demand. In contrast

to the vehicle routing problem, the inventory problem has no predetermined number of visits

in a given port during the planning horizon, neither is the quantity to be (un)loaded at each

port. Predetermined pickup and delivery pairs are also often not considered, as opposed to cargo

routing where each cargo has a specified pickup and delivery port.
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The products transported in marine inventory routing problems (MIRPs) are usually bulk prod-

ucts, such as fish feed, where large quantities are transported. There are inventories at both the

loading and the unloading ports, where the storage levels are constantly changing. The routing

and scheduling of the fleet hence have to be synchronized with the inventory management at

both production and consumption sites. This is often complicated, since one of the main issues

in maritime supply-chains are often inventory control at processing facilities, and consumption

at the customer sites.

One example considering such a MIRP is Agra, Christiansen, and Delgado (2013), where they

look at the short sea fuel-distribution for an oil company. The problem is comparable to our

distribution problem, consisting of routing and scheduling of ships between islands, so that

the demands for various fuel products are met during the planning horizon. The paper also

considers inventory management at the demand sites, and multiple time windows, as the ports

in the problem have restricted opening hours. A small heterogeneous fleet is used to transport

the fuel products between the islands, where each ship has a given capacity, speed, and cost-

structure. Multiple products can be transported at the same time, but they cannot be mixed,

and are thus separated into dedicated tanks. In this article, two types of formulations are

provided and compared; a discrete time model where the production and consumption rates are

varying, and a continuous time model used for constant consumption rates. Based on several

test cases, they concluded that the discrete time model provided better bounds, but the running

time was worse than for the continuous time model with constant consumption rates.

4.3 Solution Methods

Optimization problems are generally solved by maximizing or minimizing a function using vari-

ables that takes values within a pre-defined allowed set. If the problems have large numbers of

variables, and a lot of input data, the solution calculation will be a complex process. The more

complex and the more degrees of freedom the problem has, the more important it is to develop

a tight formulation. The basic VRP is computationally hard to solve if the problem includes

many customers with a large set of possible routes between them. The maritime inventory rout-

ing problem described earlier is even more challenging due to the additional degrees of freedom

included.

In this section we will describe different types of solution methods that are often used for

solving optimization problems. Normally we divide the solution methods into two categories;

exact methods, that guarantee finding an optimal solution, and heuristic methods where there is

no guarantee that an optimal solution is found. The effort of a solution method can be measured

based on the usage of computer memory and computation time. Normally an exact method can

be used if it is able to solve an optimization problem with an effort that grows polynomial with

the problem size, otherwise the computation time and computer memory will be too extensive.

For larger problems, a heuristic method, which is a trade-off between solution quality and effort,

is a better choice (Rothlauf, 2011).
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4.3.1 Exact methods

Exact solution methods refer to optimization methods that may be terminated before the process

has investigated all possible solutions in the search-space. There exist methods that can solve

optimization problems exact, but as mentioned this gets very time-consuming when the data-

set increases in size. The following methods are some of the most used exact methods in

transportation problems.

Branch-and-bound

The branch-and-bound method was first introduced by Lang and Doig (1960). The idea behind

the algorithm is to break down the full problem into sub-problems which are easier to solve. The

name branch-and-bound comes from the decomposing method, where the process of subsequently

adding additional constraints is called branching. Bounding refers to removing sub-problems

which are not considered any more, as better solutions exists (Rothlauf, 2011).

The method is the framework for almost all commercial software for solving mixed integer linear

programs. One paper using the branch-and-bound method is Grønhaug and Christiansen (2009),

which study the LNG supply-chain in cooperation with a leading actor in the LNG business.

They test and solve both an arc-flow and a path-flow model by using Xpress Optimizer v17.1.

As many other commercial software, Xpress uses the branch-and-bound method for finding the

optimal solution.

Cutting-plane algorithms

Cutting-plane algorithms were first proposed by Gomory (1963), and are now the chosen solution

method for a wide variety of problems. These algorithms are methods for solving integer linear

problems (ILPs) and can either be used alone, or in combination with other methods, for example

branch-and-bound. The concept of the algorithms is to add additional constraints to the problem

so that infeasible fractional solutions are removed, but all integer solutions still remains feasible

(Rothlauf, 2011). One example where a cutting-plane algorithm is used is in an article by Tang,

Pan, Fung, and Lau (2009), where they propose and solve a vehicle routing problem with fuzzy

time windows.

Branch-and-cut

The branch-and-cut method is a popular and successful algorithm for solving a variety of integer

programming problems. The method is a combination of a cutting-plane method and a branch-

and-bound algorithm. By combining these two methods, the reduction in the size of the solution-

tree is considerable, leading to a more efficient solution method. The branch-and-cut method

has in general a wide area of use which includes scheduling problems, network design problems,

packing problems, and medical applications. Despite having a broad area of use, the method is

best known for solving the traveling salesman problem (TSP). Grötschel and Holland (1991) and

Padberg and Rinaldi (1991) are two papers discussing the research of the branch-and-cut method

in large scale TSPs (Mitchell, 1999). More relevant for our problem is the use of branch-and-cut
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for solving single vehicles IRPs, introduced by Archetti, Bertazzi, Laporte, and Speranza (2007).

4.3.2 Heuristic methods

To deal with the great number of possible solutions in an optimization problem, different algo-

rithms have been created to be able to find a possible solution more easily, so-called heuristics.

According to Rothlauf (2011), a heuristic algorithm is designed to solve a problem faster and

more efficiently by sacrificing optimality, accuracy, precision, or completeness. Even though the

methods perform a relatively limited exploration of the search space, they typically produce

good quality solutions within reasonable amount of computation time. Heuristics can be used

to provide a good baseline for the problem when approximate solutions are sufficient, or as

supplement with optimization algorithms, when exact solutions are computationally extensive.

We will in this section present some general categories of heuristics, and briefly look at some rele-

vant papers that successfully have been using heuristic approaches to find good approximations,

to determine which ones that are most suitable for our case.

Constructive Methods

Constructive heuristics gradually build a feasible solution from scratch, where in each step

parts of the solution are fixed. The heuristics do not attempt to improve the solution once it is

constructed, but stop after obtaining a complete solution. This is because constructive heuristics

are problem-specific, and hence different approaches are used for different kinds of problems.

One of the most common heuristic used for solving VRPs is the savings-algorithm developed by

Clarke and Wright (1964). It applies to problems for which the number of vehicles is not fixed,

meaning that it is a decision variable itself. It works by computing all possible alternatives for

merging routes together, and list how much can be saved for each possibility. It then merges

the routes with highest possible associated savings, until all merges are performed, and we can

then decide how many vehicles that are needed in total to meet the requirements.

Some constructive algorithms are based on so-called greedy search. This is an iterative search

approach that uses a heuristic function to guide the search process by estimating the minimal

distance to an optimal solution. In each search step, a greedy search chooses the solution

where the heuristic function becomes minimal, i.e. the improvement of the solution is maximal

(Rothlauf, 2011).

Another constructive and improvement heuristic for the use of multiple trips for a mixed vehicle

fleet, involving time windows, was proposed by Brandao and Mercer (1998). Their approach

is based on the nearest neighbor rule and the insertion criterion to assign customers to routes

served by a set of vehicles. This process is then repeated until all customers are included.

By using real test-data, the results showed that their heuristic produced savings of 20% when

compared to manual scheduling.

24



Metaheuristics

A metaheuristic is an algorithmic method that includes a set of guidelines to develop heuristic

optimization solutions. The algorithm tries to find the best feasible solution in a solution space

of an optimization problem by evaluating potential solutions, and then perform a series of

operations in order to find new and better solutions. According to Sörensen and Glover (2013),

metaheuristics have been demonstrated to be viable, and often a better alternative to more

traditional methods of mixed-integer optimization. There are various types of metaheuristics

that have been given a lot of attention, and we will in the following present some of them along

with some relevant studies.

Tabu search is a metaheuristic proposed and developed by Glover (1989). The method is inspired

by the principles of artificial intelligence, and is based on exploring the solution space by moving

each iteration from one solution to the best solution in a subset of its neighborhood. This

means that the solution may be updated from one iteration to the next. To avoid cycling, the

method states that solutions containing some certain attributes of recently explored solutions

are temporarily forbidden or declared tabu, hence the name of the method. Because it is using

memory of previous solutions to develop new and better solutions, it is well suited for difficult

and complex problems.

The tabu search heuristic is used by Brandao and Mercer (1997) to investigate a multi-trip ve-

hicle routing and scheduling problem (MTVRSP). The problem is similar to the VRP, but has a

larger number of constraints included, such as vehicles taking multiple trips during the planning

period, time windows, and different vehicle capacities. In their problem, distribution plans must

be produced daily, and the results must therefore be high-quality solutions produced in short

computational times. They achieved this by developing an algorithm that takes advantage of

both the classical tabu search theory, and an existing algorithm for the travelling salesman prob-

lem (TSP) called GENI. The algorithm created is capable of solving real distribution problems

with practical constraints and actual costs. Applying the model to a real world system, they got

an result which averaged about 20 % better than the manual solution created by an experienced

planner.

Genetic algorithms are another kind of metaheuristics. They use computer procedures that are

based on mechanics from natural selection and natural genetics to derive solutions. The method

uses a population of candidate solutions instead of just a single solution, and then evolves this

population by creating new generations. The new generations are created through three different

mechanics; selection from two parents in the current population (crossover), reproduction of the

best solutions from the current generation, or mutation that randomly modifies some of the

genes of some of the solutions. Through an iterative process, the best possible solution is finally

found based on convergence criterias.

Vaira and Kurasova (2014) have written a paper where they propose a genetic algorithm based

on insertion heuristics for the vehicle routing problem with constraints. They first use a random

insertion heuristic to construct an initial solution, or to reconstruct existing solutions. Then they
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apply the crossover and mutation mechanics to some individuals, and finally select which parts

should be reinserted. This increases the probability of the second solution to survive in the first

population and thus increase the probability of finding the global optimum. The results show

that the solutions found by the proposed algorithm are similar to the optimal solutions obtained

by other genetic algorithms, but in most cases the proposed algorithm finds the solution in a

shorter time, hence make it a competitive model.

Another metaheuristic is the multi-start metaheuristic. The method consists of two phases,

where the first phase constructs several start solutions using a tour construction method, while

the second phase uses a tour improvement method to improve the solution from the first phase.

These two phases are alternated for a certain number of global iterations, where each global

iteration produces a solution, usually a local optimum. The best overall solution found is then

the algorithm’s output (Mart́ı, Resende, and Ribeiro, 2013).

Romeroa et al. (2013) uses a GRASP (Greedy randomized adaptive search procedures) algo-

rithm, which is an example of a multi-start metaheuristic, to solve the unique features of the

fish feed distribution industry. The paper focuses on several constraint types; capacity, compat-

ibility, soft time windows, priorities, minimum load penalties for the vessels, and partial delivery

penalty. The last two constraints originated from the local feed supplier in southern Chile. Their

model was tested over a ten days period, where a rolling horizon of three days was considered in

each run of the model. Compared to the actual scheduling plan, the model managed to reduce

the total sailing distance by 6.39% and late deliveries by 65%.

The Two-Phase Heuristic

The two-phase heuristic (also called route generation method) includes two independent phases,

a generation phase, and an integration phase. One advantage of the method is that it has a

nice structure, which makes it easier to solve than a direct formulation. The disadvantage of

the method is that it is necessary to perform both steps in order to find possible solutions, and

the number of possible solutions grow exponentially with problem size.

In the generation phase, a construction heuristic is used to create a list of all possible routes

for the problem. For this phase, any algorithm able to produce a large number of different

routes can be used, but the approach is problem specific. This means that the number of routes

generated is created by a set of constraints that vary from problem to problem. This can be

time-windows, compatibility, maximum duration, or other restrictions. However, there is no

guarantee that the construction heuristics will produce any feasible solutions for the next phase

as there are multiple constraints included.

After all the possible routes are generated in the first step, a set-partitioning model is applied

to select a subset of routes and assemble these into a final solution. The route combination

is chosen according to an objective function, which typically involves minimizing a parameter,

such as time or costs. The final combination must be in a way so that the solution fulfills all

constraints in the set-partitioning model. The constraints are included so that the total system
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is served in a desired way, for example that the total demand is met without exceeding any

capacities.

The route generation method is especially applicable for solving maritime transportation prob-

lems, as the number of feasible routes is usually not that enormous. This is due to the fact

that the problem sizes are normally not as big as in land transport because maritime transport

serves fewer customers with larger deliveries. Maritime problems are also often more tightly

constrained which reduces the number of feasible routes more drastically than for land based

problems.

Wang (2014) investigates the use of this approach for an integrated operational transportation

planning problem performed with a heterogeneous fleet. He defines sets of feasible routes that

can be executed either by vehicles in an own fleet, or vehicles hired on a tour or daily basis.

Next, different costs are introduced for different type of vehicles, only variable costs for own

vehicles, and a tariff-rate for hired vehicles. The objective is to minimize the total request

fulfillment costs including the fixed costs of the own fleet, the total operational costs, and

charges for outsourcing requests to common carriers. As mentioned, the number of possible

vehicle routes in these types of problems often increases exponentially with the problem size,

making it impossible to enumerate all of them. In this case, Wang (2014) uses an iterative process

in which only promising routes that can improve the objective function value are searched and

added into the set of possible routes. In the end, he ends up choosing a set of candidate routes

of different fulfillment modes and requests to be outsourced in such a way that the total cost is

minimized.

Brønmo and Løkketangen (2007) also use a set partitioning type formulation for a shipping

scheduling problem where ship routes are generated a priori. The problem is to find the most

profitable assignment of cargoes to a heterogeneous fleet of ships, given a set of transportation

requests within certain time windows. They state that finding a feasible schedule for serving

all customers might be a difficult task itself, since the transportation mode usually is highly

constrained. To solve the problem, they first generate routes by enumerating all feasible cargo

sets for a given ship, and then for a given cargo set use a greedy insertion algorithm to find

the route and schedule for the set. The model continues with this process until all cargoes are

assigned to the given ship. To solve the second phase, a constructive heuristic is developed

to solve the set partitioning formulation of the problem. The profit for each of the generated

routes are listed, and the heuristic selects the best option. The selected route excludes all other

routes for the given ship, and all routes containing at least one of the cargoes transported in

the selected route. These routes are removed, and the candidate-set is reduced before the next

iteration. The construction is finished when the candidate-set is empty. The model is then

restarted a given number of times with a modified evaluation function. Finally, the method is

tested on a set of test cases based on real world data, which are highly constrained, so that

feasibility is difficult. The results showed that the heuristic is able to give several high-quality

solutions for the planner to choose from.
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5 Optimization Model

Based on the problem description in Chapter 2, we will in this chapter describe the development

of the model used to solve the problem in hand. Since the size of the problem is so large

that it would give unacceptable solution times, a heuristic approach is chosen, along with other

simplifications. This method is based on earlier work performed by SINTEF Ocean, and in

cooperation with Research Scientist, Inge Norstad, we have made alterations to the original

work to make it suitable for our specific case.

In Section 5.1 we will first discuss the desired model characteristics, before we explain necessary

simplifications and which applications our model is suited for in Section 5.2. Finally we will

describe the route generation algorithm and the optimization algorithm in Section 5.3 and

Section 5.4 respectively.

5.1 Model Characteristics

The model we explore is based on a route generation heuristic. As described in Section 4.3.2,

the method has good properties suited for marine transportation problems. Possible solutions

are easier obtained, which we see sufficient as we are only creating a decision support tool.

Our approach consists of three steps; an input data file with all relevant information about the

system, a route generation algorithm that creates possible routes for each ship based on a set of

constraints, and finally a routing optimization model that selects the best set of routes so that

all criterias are fulfilled, based on a desired objective function. The input file will be presented

and discussed in Chapter 7.

Figure 9: Model setup. Dotted boxes represent data files, and fixed boxes models.

28



The overall model is created in such a way that it works for a pre-defined system. As stated,

we are using Marine Harvest’s fish farming system as our basis. This means that we are looking

at a system served by a fixed, heterogeneous fleet of ships, and only one production node where

products are produced and stored. Maritime transportation problems often involve shipping of

several different products, but since we are shipping the same type of product, and to reduce

the complexity of the problem, we have chosen to simplify this to only one product type. There

are positive and negative sides of using a heterogeneous fleet of ships instead of a homogeneous.

According to Moutaoukil, Neubert, and Derrouiche (2014), the traditional VRP is usually based

on a homogeneous fleet since the problem becomes more complex when the vehicle fleet is

heterogeneous. On the other side, a fleet of vehicles with different carrying capacities provide

capacity according to the customers’ varying demand in a more cost-effective way, and this

configuration has multiple advantages in real life. It is also a more realistic approach, as almost

no vessels are equal.

The model setup includes the possibility for the different ships in the fleet to run on different

types of fuel. In Marine Harvest’s fleet, they have two ships running on LNG, and two ships

running on a IFO-type of fuel. This implies different costs for different ships, as consumption

and price varies for different kinds of fuel. Therefore, the opportunity to include input for what

type of fuel each ship is using should be included in the model, and we can hence calculate the

operational cost for a specific ship on a specific route based on this.

We have also included the possibility of having external suppliers delivering cargo to individual

customers. This is to ensure that the model will generate solutions, even though the internal

fleet is not able to meet the total demand of the system in any way. This also gives us the

opportunity to manipulate how the system should be served by fixing some of the customers to

receive cargo externally. The external service is included as a pre-defined fixed cost for serving

each specific customer in the time period in question, on average a much larger cost than if the

customer were served internally.

As described earlier, the system consists of several uncertainties and time-varying factors. When

creating the model, we therefore have to set a planning horizon to avoid getting too many possible

solutions. The length of the planning horizon depends on which decisions that are to be taken.

The feed distribution problem must be considered on several planning levels when it comes to

determining the optimal distribution plan and fleet configuration. In general, it is common to

split the problem into a strategical, a tactical, and an operational planning level. Normally,

longer planning periods are used for the tactical decisions than for the operational decisions,

typically decisions applied for months, up to a year for tactical, and mostly on a daily or weekly

basis for the operational (Schmidt and Wilhelm, 1999). A longer planning horizon often makes

the problem more difficult to solve, since more options can be obtained. The purpose of the

model is to function in the operational stage as a decision support tool, and hence the solver

time should be as low as possible without having major impact on the optimal solution. Also,

since our problem has a lot of short distances with much uncertainty, we decide to categorize our

routing problem as an operational decision problem. We also need to choose whether to use a
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time-continuous model or a time-discretized model. The latter is capable of handle time-varying

variables, but is far more complex. Since the model is to function in the operational stage, with

a short planning period, we can assume that the production and consumption rates are held

fixed over this short period of time, hence the use of a time-continuous model is sufficient for

our case.

Next, the customers are to be delivered a desired amount of cargo in the specific time period,

at a calculated amount of time. The calculated unloading time depends on the amount of cargo

delivered, and the offloading rate for the ship. In Marine Harvest’s system today, most farms

are highly automated and do not required any crew present. This means that all farms are able

to receive deliveries at all times, and that all ships are allowed to unload at any time. This

also goes for the loading process at the factory. An important aspect of the scheduling is the

numeration of the nodes in the system. The factory is located in the middle of the country,

and represent node 0. The 151 farms operating in the system are listed from north to south,

meaning that the farm furthest north is node 1, and the farm furthest south is farm 151.

In the real world it is also possible to perform partial deliveries, meaning that the ordered

amount of cargo can be delivered in several separate shipments. This is hard to model, but we

introduce the possibility of delivering a part of a demand if the ship does not have the sufficient

amount of cargo on-board while there is still time for more visits in the current planning period.

This means that if a ship still has cargo left after supplying a demand, it is allowed to make

another visits, even though it cannot fulfill the total demand of that customer. The rest of the

demand, or more, will then have to be delivered on another route in the same time period so

that the minimum demand is met for all customers. This model characteristic adds flexibility

to the solution process, and possibly improves the utilization of the fleet, but also increases the

complexity as it widens the solution space.

We have also included a constraint stating the minimum number of visits during the planning

period. This is to give the distribution planner the opportunity of pre-specifying the minimum

number of visits to one or several clusters during the planning period. This is mainly to make

sure that all farms can be served if desired, even though it may not be in urgent need of a delivery.

It also provides a fast and simple method of excluding clusters from the model, for example in

situations where unforeseen events occur, or if a cluster is affected by disease outbreaks. This

can be obtained by setting the minimum number of visits to zero.

The route generation model should in the end be able to create a list of possible routes for

all ships within a set of constraints. The objective function is then to combine a set of these

routes so that all requirements of the system are satisfied at a minimum operational cost. The

operational cost consists of costs related to fuel consumption of the internal fleet, and costs of

using external deliveries.
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5.2 Simplifications and Applications

The real world system contains a large number of customer nodes, and serving these with a fleet

consisting of several ships gives an enormous amount of possible routes to choose from. This

makes it hard to model, and simplifications are thus needed. By making practical and realistic

simplifications, we can create a model that can find actual solutions in a reasonable amount of

time, but due to the inclusion of these simplifications, it also has its limitations.

To reduce the solution space for creating possible routes, the easiest way is to reduce the number

of nodes to visit. The way we have chosen to investigate this, is to create clusters of nodes

that are treated as one customer. There are several possibilities and problems related to this

approach, and this will be more thoroughly discussed in the next chapter. The numeration of

the clusters is done in the same way as for the farms, with the factory being node 0, the cluster

furthest north being node 1, and the cluster furthest south being the same number as the total

number of cluster included. To further reduce the number of possible routes we also introduce a

compatibility matrix between clusters and farms. This means that we have the opportunity to

manipulate the system so that not all ships are allowed to visit all customers. This can also be

used to manually include time windows for short time periods, by fixing a specific customer to

not be able to be visited by any ships in this exact period. By doing this, we get an approach

that has similarities to how the routing is done in the real world, as some ships have close to

preassigned fixed routes in the distribution process.

When clustering farms together it is hard to calculate the total demand of each cluster node since

the collected farms does not necessarily have the same size and characteristics. As described

in Section 3.3.2, the fish may be at different stages in the growth process, meaning that they

consume different amounts of feed in the same time period. These reasons cause the estimation

of the total demand to be both complex and time-varying. The need for real-time monitoring

of consumption at each farm is therefore necessary to accurately calculate the total demand of

each cluster at all times. The estimation made by us will only be a randomly generated number,

based on scaling of the minimum and maximum consumption of feed by one farm. We also take

advantage of the fact that the orders placed by customers almost never exceed the total amount

of feed at storage, and we therefore assume that we are always able to meet the total demand

of the system internally.

Another simplification is mentioned in the previous section where we choose to use a time-

continuous model. This means that the variables such as consumption and production rates are

held constant during the planning period, meaning that the model should be rerun once new

information is available, and could hence only support weekly or even daily decisions for the

delivery planning.

As previously presented in Section 3.1, there are several types and sizes of fish feed used depend-

ing on the fish size and health. The vessels used for the feed distribution are also equipped with

multiple compartments for transporting different product at the same time. As discussed by

Christiansen et al. (2013), the inclusion of multiple cargoes drastically increases the complexity
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of the model, which also increases the calculation time and difficulty of solving the problem.

Because our model is a meant to be used as a decision support tool, and since the calculation

time should be held at a minimum, we choose to simplify the system to only consist of trans-

portation of a single cargo. To deal with this, the demand of the most critical type of feed could

be used as a basis, and by scaling down capacities, the remaining available storage spaces could

be assigned manually to other types.

Based on how our route generation algorithm is built, all ships must start and end their route at

the factory in the planning period. This means that a ship cannot start on a new route unless

it is possible to complete the whole route within the available time left in the period. When a

ship completes a route, it can either wait at the factory until the end of the planning period,

or if possible, start sailing a new route. This is a simplification that limits the application of

the model, and can eliminate better and more optimal solutions, but as mentioned, this model

is meant as a decision support tool during the planning phase of the distribution. Because all

ships must start at the factory at the beginning, quay capacity at the factory is neglected.

Today, two of Marine Harvest’s vessels can only can deliver cargo during the farms working

hours due to the unloading method on-board, while the other two vessels have the opportunity

to unload at any time independent of the working hours at the farms. In the future it is desired

that the feed unloading process can be performed around the clock for all ships, and thus increase

the flexibility of the system. In our model we therefore assume that all vessels can deliver at any

time during day and night. In the real world the ships have different unloading rates depending

on the method they are transporting the cargo. Big bags have a lower unloading rate than bulk

cargo, but because we allow delivery around the clock, we assume the same unloading method

for all ships, and hence the same unloading rate. For simplicity when calculating this value, we

assume that each ship always fully utilizes its cargo capacity when loading cargo at the factory,

and that all ships are delivering exactly the loaded amount on a route before returning to the

factory.

In order to estimate the time usage on a route, each ship is sailing with a given constant speed

from the factory and between customers. This is pre-defined for each ship in the input data

file, along with a specific fuel consumption for that given operational speed. Since the total

operational cost depends on the specific fuel consumption, changing speed between model runs

can help finding an optimal speed, reducing the total operational costs. The weather condition

in the planning period is not considered, meaning that we assume that every vessel maintains

the constant speed regardless of the weather and wave conditions, but this can be manually

changed when using the tool for planning a specific period.

Because of all these simplifications, our model is only applicable to a limited number of problem

types, and should only be used as an operational planning tool to support decisions on a short

term delivery schedule. The model can help planning the distribution in an efficient way by

avoiding certain expensive trips, for example the ships with the highest operational cost serving

the farms furthest away. The model can also explore whether each ship should be fixed to

serving a particular set of fish farms by fixing the compatibility matrix. We can then explore
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the possibility of a certain ship sailing north and another south, while the two remaining are

serving the ones in the middle, or other combinations. By changing the demand, we are also

able to investigate the limits of the fleet in hand. With a longer planning horizon, the model can

also be used as support for tactical planning, where decisions on a higher level can be made. An

example of such a decision can be to determine if all four vessels are needed during low season.

This will be further discussed in a computational study later on.

It is also worth mentioning that it is not a very extensive process to make alterations to the

model to make it suitable for other systems than the one we are looking at. By changing the

matrix dimensions and input data, other distribution problems can be evaluated with the same

planning tool.

5.3 Route Generation Algorithm

The first part of the two-phase model that we are using to solve the distribution problem is the

route generation algorithm. The main objective for the model is to transform the input data

spreadsheet into a data-set containing all feasible routes for the fleet, as presented in Section

4.3.2. The output data-set must be on the right format and contain all necessary information

needed by the optimization model. According to Research Scientist at SINTEF Ocean AS, Inge

Norstad, the algorithm is most easily modelled in an object-oriented programming language

such as Java. Since we have little or none experience with programming in Java, he suggested

it would be best if he helped us with the code-writing part of the route generation algorithm.

We will hence not go into detail on how the Java script is written, but rather how the feasible

routes are generated using constraints.

In order to generate all feasible routes, the model has to satisfy a set of rules. The constraints are

based on information from the input data-set and includes a planning period, cargo capacities

of the vessels, and a compatibility matrix between the vessels and the clusters. The algorithm

works by producing all feasible routes satisfying the constraints. One route can include several

customers, as long as all constraints are satisfied, but each customer can only be visited once

during a single route. The model checks all possibilities for expanding each feasible solution

found, and add these to the current list of routes, and then this process is repeated for all solu-

tions as illustrated in Figure 10. For each new route that satisfy all the mentioned constraints, a

binary row is created containing information about which nodes that are included in the route.

Figure 10 is an illustration of a system consisting of three farms, where eleven possible routes

exists because of the inclusion of constraints.
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Figure 10: Illustration of the route generation method.

The algorithm starts by looking at how much time that is available in the current period. If no

customers are added to the route, the available time equals the length of the planning period. It

then connects all customer nodes to the factory, and calculates the time needed for visiting each

of them alone. The time a full trip takes is based on the loading time at the factory, sailing time

between the nodes, and time used within the clusters. If the total time this takes is shorter than

the available time, the time-constraint is met for this specific route. Next the algorithm checks

whether the inclusion of another visit after visiting the first customer node, without sailing back

to the factory, is possible without exceeded the available time. If there is enough time, and all

other constraints are met, the routes including two visits are added to the list of feasible routes.

This goes on until all possible combinations are investigated.

All ships also have a capacity limit of how much feed they can transport on each trip, which

works as a constraint on how many customers each ship can visit on a route before sailing back to

the factory. Full freedom of split deliveries is not included in the model, because it will increase

the solution space and thus increasing the calculation time. This means that it might be unused

capacities at the vessels on some routes. As it is desired to fully utilize the cargo capacity of the

vessels, the possibility of a partial split delivery solution is included. A vessel that has delivered

cargo to one or several customers, and still has more cargo left, has the opportunity to deliver

the remaining cargo before sailing back to the factory to end the route.

The final constraint defining the routes is the ship/cluster compatibility constraint. This is a

matrix included in the input file, containing information of which clusters that can be visited by

which vessel. If a vessel is not compatible with a cluster, the cluster cannot be added to a route

sailed by the specific vessel, even if there is time and the vessel has sufficient cargo on-board.
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The matrix is further explained in the input file discussion in Chapter 7.

The output file from the generation model does not contain information regarding the sequence

of the visits on a route. This is because it is difficult to extract such information from the

algorithm. In addition, we do not find it necessary to include, since the model will only be

used as a decision support tool. The major advantage of excluding the routing sequence is the

possibility to reduce the number of routes provided by the algorithm. When the routes are

generated, the same customer nodes will be combined in many different orders, but the total

cost of sailing the route will be the same. This means that all identical routes only need to be

listed once, and the planning manager can choose in what sequence the customers should be

visited. This will reduce the solution time for the optimization process, since there are less data

to go through for the algorithm, which is desired. The objective of the optimization model is to

reduce the costs, and therefore only the cheapest route of those including the same clusters is

needed.

We do not see it as relevant to include all output files from the algorithm in this paper, as it

only contains the same information as the input data-set along with a long list of routes. All

files are included as attachments in the delivery of the thesis.

5.4 Optimization Algorithm

The second step in the two-phased method, is a model that selects the best combinations of

possible routes into a complete solution. Based on the output file provided by the route gener-

ation algorithm, an Xpress model calculates the optimal composition of routes in order to find

the best solution for the objective function. The model is based on the mathematical formu-

lation presented in Section 5.4.1, and this is implemented in the commercial solver using the

programming language Mosel as explained in Section 5.4.2.

5.4.1 Mathematical Model Formulation

We will in this section present the mathematical model for the final step of the optimization

method, with the stated assumptions and simplifications from above. This model will use the

information created by the route generation algorithm, and find the best possible solution based

on a desired criterion. In Table 1 all sets, indices, parameters, and variables included in the

model are presented.
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Table 1: Definitions for the model formulation.

Sets Definition Unit

N Set of nodes [-]
V Set of available vessels [-]
E Set of available charter vessels [-]
Rv Set of possible routes for ship v [-]

Indices Definition Unit

v Vessel v [-]
r Route r [-]
i Customer i [-]
e Charter vessel e [-]

Parameters Definition Unit

Cvr Transportation cost for vessel v to sail route r [$]
Ce
ie Cost of serving customer i with charter vessel e [$]

T Planning period [hours]
Tvr Time vessel v uses for completing route r [hours]
Aivr =1 if customer i is visited by vessel v on route r, 0 otherwise [bin]
Si Minimum number of visits during planning period for costumer i [int]
Di Demand of customer i [tonnes]
Qe Capacity of charter vessel e [tonnes]
Fivr Feed delivered to customer i by vessel v on route r [tonnes]

Variables Definition Unit

xvr =1 if vessel v uses route r, 0 otherwise [bin]
yie =1 if customer i is served by charter vessel e, 0 otherwise [bin]

We start by stating the objective function;

min
∑
v∈V

∑
r∈Rv

Cvrxvr +
∑
e∈E

∑
i∈N

Ce
ieyie (5.1)

The objective function minimizes the sum of the costs for selecting route r for vessel v, plus the

sum of the costs of using charter-vessels.

Next we will present and explain all of the constraints that are restricting the behavior of the

model.

∑
v∈V

∑
r∈Rv

Aivrxvr +
∑
e∈E

yie ≥ Si, i ∈ N (5.2)

Restriction 5.2 assures that the minimum number of visits required for each cluster is satisfied.

∑
r∈R

Tvrxvr ≤ T, v ∈ V (5.3)

Restriction 5.3 ensures that the total sailing time for each vessel is within the total length of
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the planning period.

∑
i∈N

Diyie ≤ Qe, e ∈ E (5.4)

Restriction 5.4 secures that cargo amount transported is within the cargo capacity of each charter

vessel.

∑
i∈N

Diyie ≤ 1, e ∈ E (5.5)

Restriction 5.5 makes sure that only one charter ship visits one cluster.

∑
v∈V

∑
r∈Rv

Fivrxvr +
∑
e∈E

Diyie ≤ Qi i ∈ N (5.6)

∑
v∈V

∑
r∈Rv

Fivrxvr +
∑
e∈E

Diyie ≥ Di i ∈ N (5.7)

Restrictions 5.6 and 5.7 ensure that the amount of fish feed delivered to each cluster is below

the storage capacity, and above the ordered amount of feed.

Finally, the binary variables are stated in constraint 5.8 and 5.9.

xvr ∈ {0, 1} v ∈ V, r ∈ Rv (5.8)

yie ∈ {0, 1} i ∈ N, e ∈ E (5.9)

We will later in the paper explore the behavior of the model based on test cases in Section 8.2,

and then discuss possible alterations and improvements of the model.
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5.4.2 Xpress Modeling

In order to find the optimal routing solution, FICO Xpress-IVE Version 1.24.08, 64 bits, is used.

This is a commercial optimization solver, used for solving linear, mixed-integer and quadratic

programming problems. All parts of the problem in this paper are formulated using the Xpress-

Mosel language. Mosel provides access to data in different formats (including spreadsheets and

databases) and gives access to a variety of solvers, which can find optimal or near-optimal

solutions to a problem (Guéret, Prins, and Sevaux, 2000).

The structure of the model usually contains declarations, data initialization and processing, a

model section, solve-statement, and solution processing and presentation. In the Mosel language,

all object must be declared in order to be implemented in the model, including sets, parameters

and variables. In the data initialization and processing part, the input data files presented

in Chapter 7 can be directly imported and processed. The modeling section consists of the

mathematical model formulation described in the previous section, where the objective function

is defined together with all constraints. The solve-statement, whether it is a maximum or a

minimum function, is given as a separate command after all constraints have been declared. In

the solution process, Xpress-IVE reduces the problem by using a variation of numerical methods,

before finding the LP-relaxation of the problem. The last step of the solution process is to apply

the branch and bound method. It is performed on the LP-relaxed solution by searching for an

improved solution until the best feasible solution is found. Finally, the value of the optimal

solution and the solution values for all variables is processed and presented in the output section

(FICO, 2013).
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6 Cluster Calculations

As briefly mentioned in Section 5.2, the system is way too large and complex to perform opti-

mization on the full-size system. To be able to reduce the solution space of possible routes we

have chosen to collect the farms into so-called clusters. This is not a very unrealistic approach,

as a ship often visits farms close to each other when sailing on a pre-specified route. By doing

this, the ships operating in the system will have fewer options when choosing which customer to

sail to. The problem then becomes how the farms should be put together, how large the clusters

should be, how we can calculate the distance between them, and how to calculate the internal

service time when visiting one node representing several customers.

6.1 Cluster Generation

Clustering of nodes is a well know problem in the transportation problem area, and it has been

developed several methods of doing this. Because our model is based on a route generation

heuristic, we first need to cluster the farms together before the routes are created. We will

therefore in this section focus on methods which are based on the cluster-first, route-second

principle.

6.1.1 Theoretical Clustering Methods

Over the years, many clustering techniques have been proposed, and today there exists several

methods of clustering customer nodes together in order to reduce the problem size. Some of the

most common methods of clustering will be presented briefly in this section.

One commonly used method of clustering nodes is the k-means clustering approach introduced

by MacQueen (1967). The procedure begins by selecting k initial cluster centers and then assign

each customer node to its nearest cluster center. After a node is added to a cluster, the cluster

center is adjusted in order to account for the new node. This is repeated until all nodes are

assigned to clusters. The center of the cluster represents the mean of all the nodes included,

hence the name k-means. It is a simple clustering algorithm that works well with large data

sets, as in our case.

Closely related to k-means clustering technique is the k-medians clustering approach. The

similarity lies in that both methods involve finding k cluster centers, but differs in how the

center is defined. While k-means clusters use the mean location of the involved nodes, the k-

medians clustering algorithm uses the median. The advantage of k-median is that it is very

robust to outlier nodes in each cluster. This is in contrast to k-means, where one outlier can

shift the cluster center away from the majority of the nodes (Whelan, Harrell, and Wang, 2015).

Another clustering method that can be considered as a cluster-first, route-second method is the

sweep algorithm. It was first introduced by Gillett and Miller (1974), and it is clustering a group

39



of nodes into a route based on the polar angle between the nodes and the depot. This clustering

method are normally used when several depots (or factories) are used, and determines which

nodes each depot should serve. To transfer this clustering method to our problem, a selection of

nodes can serve as depots, and the sweeping technique can be used from here to assign nearby

farms to the basis-node and hence create clusters. If the idea of multiple depots (as discussed in

Section 3.5) is introduced, this could be good method for determining which farms each depot

should serve.

To most accurate represent the real world, all farms should be included in the optimization, but

as stated this is extremely time-consuming to solve. Hierarchical clustering is a different way

of cluster the farms. This approach starts with each node being a cluster and then repeatedly

merging the two closest clusters to a single cluster. This can be performed until only one cluster

remain, or until a satisfactory computational time is reached. A dendrogram, shown in Figure

11, is often used to display this technique. With this method, you can obtain the desired number

of clusters by cutting the dendrogram at the wanted level (Tan, Steinbach, and Kumar, 2016).

This method is also referred to as pair clustering, because of the repeatedly pairing of clusters.

Figure 11: Dendrogram displaying the hierarchical clustering method.

6.1.2 Manual Clustering Methods

From the literature review we can see that there exist several theoretical ways of clustering nodes

together, but most of these may not be relevant for our case as we are looking at a distribution

along an uneven coastline. Instead, there may be other more practical methods that can be

performed manually when collecting the farms in clusters. By simply looking at the map of the

operational area, we should be able to create the clusters in a more reasonable way.

Maybe the easiest way to perform the clustering is to base it on practical sectioning of the

coastline. By first dividing the coastline in a desired number of sections, and then define a

geographical center based on the location of farms inside the area, we should be able to find the

desired parameters. This is a simple method for Norwegian farms, as they are located almost

on a straight line along the Norwegian coast. It is a practical way of splitting the system into

sub-systems that also makes it easy to calculate the center and distances since each section can

have approximately the same size and shape as Figure 12 illustrates.
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Figure 12: Example of large clusters based on geographical regions.

There is already a discussion going on about dividing the Norwegian coastline into produc-

tion zones because of the fear for lice-deceases. The government has asked The Institution of

Ocean Research and The Norwegian Directorate of Fisheries to come up with a proposal of how

this should be done to minimize the risk of contamination between zones. In the report from

Ådlandsvik (2015), on behalf of the research group, they propose a solution where the coastline

is divided into 11 sections, showed in Figure 13.

Figure 13: Proposed farming zones based on contamination-risk (Ådlandsvik, 2015).
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This particular sectioning is based on proliferation modeling, where a influence matrix is created

that is used to quantify the risk of contamination between farms. Even though we do not have

any knowledge about this field of work, this is an interesting approach that our tool can applied

to, in order to see how this will affect Marine Harvest’s current distribution system.

Another manual way of clustering is to look at the map and study the geographical location of

all the individual farms. In many cases they are placed in natural clusters, as there are limited

number of optimal location for fish farming. By clustering the farms based on these natural

locations, we get a very realistic system, but the clusters will have different sizes. This is a more

time-consuming process, as it is not possible to generate these clusters automatically. It also

gives us the possibility to manually exclude certain farms if desired. This may be farms that are

located so far from the production facility that they should be excluded from the optimization

process, and instead be considered as outliers and hence served externally.

6.2 Selection of Clustering Methods

With so many available methods for clustering, selecting the one best suited for our specific

case is key. Our focus is on simplicity, calculation time and availability. Based on this we have

chosen to look further into the k-means clustering approach, and also compare this method with

the natural clustering approach mentioned. In addition we will look into the sectioning based

on contamination zones, because it is currently being considered.

6.2.1 Contamination Zones

As a starting point, we want to use the sectioning proposed by Ådlandsvik (2015) as a basis to see

how this would have affected Marine Harvest’s system today if it is implemented. The coastline

is already divided into sections by them, and we just have to place all the farms into their

respective areas, and find the geographical center for serving as a measurement-basis. The reason

for further exploring clustering based on the contamination zones, are the restrictions proposed

in the report which are suggested to reduce the risk of contamination. If these restrictions

are introduced, it can affect the current distribution scheduling, as ships cannot sail between

farms in different zones on the same trip. However, if this system configuration is introduced,

it also gives our model another possibility of use. When using the zones as clusters, we can use

our model to optimize the sailing patterns inside each of the regions. In addition, depots can

be placed out in each zone, and the distribution process could be broken into several smaller

schedules which are easier to plan for. Because of this, we choose to include this clustering

method further investigation.
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6.2.2 Natural Clustering Method

A main study we want to look further into, is a comparison of an automatic approach and a

logical manual approach. We therefore choose to include the natural clustering method, even

though it is a more time consuming process. The advantage of using a manual clustering

method like this, is how the clustering is performed. In an automatic approach, the clustering is

based on straight lines between the farms. Even though farms are located closely in a straight

line, they should not necessarily be clustered together. This is because of the many islands

and fjords along the Norwegian coast, affecting the traveling distance between them. Tactical

considerations like this can be taken when the farms are manually clustered, and we see this

as a valuable characteristic for the method, and hence it is included in the further process. To

implement this technique in our system model, we will look at the actual map with the position

of the farms in the system, and create clusters based on what we believe are reasonable ways of

collecting farms into groups. We will explore different alternatives when it comes to number of

clusters, but one example can be seen in Figure 14 below.

Figure 14: Example of the natural clustering technique with 18 clusters.
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6.2.3 The K-means Algorithm

Next we want to focus on the clustering method based on the k-means algorithm. The main

reason for choosing this method is because of its fast and simple algorithm that works really well

with large data sets. Because of the simplicity of the algorithm, it can easily be programmed

in MATLAB. This gives us the advantage of generating several cluster sizes in a relatively

short amount of time, using the same input data for the overall system. Another advantage

when implementing the algorithm in MATLAB, is that the algorithm provides the coordinates

for the cluster centers. We can then use this information directly to estimate the challenging

distance-calculation, further discussed in Section 6.3.1.

The MATLAB script uses a built-in function called kmeans to partition all customer nodes into

the k number of clusters. The objective of the function is to partition the farms in clusters so

that the sum of the distances from farms to cluster centers are minimized. The function also

provides a lot of other useful information, such as which cluster number each farm is placed in,

all individual distances from each farm to its cluster center, and the sum of the distances inside

each cluster. Figure 15 shows an example of a created clustered system where the k-means

algorithm has gathered all customers nodes into ten clusters.
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Figure 15: Example of clustering using k-means algorithm with 10 clusters.
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We will use the three methods discussed above to further perform different computational studies

to compare the number of farms in each cluster versus practical solution time. We will also look

at how the theoretical clustering method behaves compared to a simple manual approach that

is more similar to how the planning is done in practice today.

6.3 Parameter Estimations in the Clusters

After the clusters have been generated (independent of method), the question is then how to

calculate parameters for the different clustered systems. As each cluster contains several farms

with different geographical location and characteristics, it is not straight forward to calculate

the overall characteristics for the full, complex system. There are mainly two parameters that

we are interested in, and that will be discussed in this section; distance between the clusters,

and the service time for each visit.

6.3.1 Distance Estimations

Since we are estimating distances at sea, and also along a coastline and in fjords, there are

many infeasible sailing areas with shallows and other obstacles included. When measuring the

distances, it will therefore in most cases not be correct to use a straight line. Also, since there

are several customers to visit inside each cluster, it is hard to determine where to measure from,

and where to measure to, when calculating the distance between generated clusters.

After discussing the problem with Professor Kjetil Fagerholt, NTNU, we agreed that there are

several options for how to do this, and that this has been done in many different ways earlier.

After the clusters have been generated, the question becomes if you should use the geographical

center, or a center depending on density of farms, as the measurement-basis. Another less

common possibility is to use the first farm the ship is arriving to as a super-node. It then

becomes more critical how to generate the clusters, since the first farm a ship will be arriving at

will be at the edge of the cluster-area. No matter how this is performed, we still have the main

problem of finding the length of the sailing routes with obstacles and infeasible areas.

One way of dealing with this problem was performed by Fagerholt, Heimdal, and Loktu (2000),

where they estimate the distances between ports as shortest paths in a network that models

the land contours by nodes and arcs that represented obstacles, or infeasible sailing areas. By

doing this they get good approximations, but the method involves extensive programming as

the Norwegian coastline has so many contours, so this approach will not be considered.

One simple method of calculating the distances is using MATLAB’s built-in mapping toolbox. It

provides a tool and utilities for analyzing various geographic data. The distances are calculated

using The Great Circle Mapper, which estimates the shortest path between two nodes on the

surface of a sphere (The MathWorks, 2004). The drawback of using this built-in distance function

is that it does not consider shore areas. This means that each distance is calculated to be as
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short as possible and independent of land areas. Since Norwegian fish farms are mostly located

sheltered between islands and in fjords, shore areas must be considered. By only calculating the

shortest distance, the difference in sailing distance compared to the reality will be major and

hence provide unreliable results.

Another more accurate method is to look at the sea traffic along the Norwegian coast and use real

historic ship voyage-data recorded by AIS-signals to calculate the sea distances. This method

provides good values of the sea distance from point-to-point, as the data material implemented

comes from real ship routes. Searoutes.com (2017) is an existing commercial distance calculation

service that makes use of the AIS-data to calculate length of sailing routes. Their algorithm can

calculate an optimal ship route in both calm and rough waters. It also provides the possibility

of calculating distances from point-to-point based on coordinates, in addition to port-to-port

calculations. An example of a short route generated by the algorithm can be viewed in Figure

16.

Figure 16: Example of route generated by Searoutes.com (2017).

As seen from Figure 17 below, the difference between using Searoutes.com (2017) and MAT-

LAB’s built-in mapping toolbox for estimating distances in our system is major. In this exact

example, the measured distance is 20 % shorter with the MATLAB mapping tool compared to

Searoutes.com (2017).
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Figure 17: Comparison of route generated by Searoutes.com (2017) (blue) and MATLAB’s
mapping toolbox (red).

Even though several methods can provide good estimates, they will never manage to get 100

% exact values. Since it is easy to make manual alterations in the distance matrix in the

input file, we do not see this calculation as the most important factor to be able to get good

results. The best way of getting accurate data would be to consult with captains on ships that

are sailing the actual routes on a regularly basis, and implement this data in the input file,

but this will not be considered in this paper. We will therefore make an estimation using the

web-page Searoutes.com (2017), as we see this as the most user-friendly and accurate method.

This approach has the advantage that we can use the coordinates for a manually chosen center

for all clustering methods that are being evaluated as a measurement point when calculating

distances. If another approach is preferred, or if the data is available, this calculation can be

done separately and the new values for distances can be inserted in the input file.

6.3.2 Estimation of Service Time

Another problem occurring when we are clustering farms together is the time usage of each

customer visit. When using clusters as customers, the time of a visit comes from two different

contributors; service time and internal sailing time.

The first contributor is normally easily calculated as how fast the cargo is transferred from the

ship to the customer. However, in our case, visits to all farms in a cluster are represented by

one single visit. The different offloading times must hence be scaled up to one single process.
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As this time is dependent of how much cargo the vessel is delivering to each farm, and that

each farm inside the cluster may have different demands, it is hard to calculate this directly.

The total demand is a direct input that has to be changed every time the model is being run

(see next section). In addition, we do not know how much feed that are being delivered to each

cluster before the optimal routing schedule is generated. The service time for offloading must

therefore be calculated from the total demand of the cluster divided by the offloading rate for

each ship, since different ships have different offloading equipment and different cargo capacity.

The loading process at the factory before staring on a route must also be included.

The second contributor is not part of the service time in a real scheduling problem, but since

we are clustering several farms together and only using one visits to serve all, we also need to

approximate the sailing time inside each cluster. The farms in a cluster are not necessarily close

to each other geographically, and since the internal distance may vary from cluster to cluster,

we need a way to approximate the total time spent on each cluster-visit. This is of course

dependent of how many farms there are in the specific cluster, and also the total extent of the

cluster. The most optimal solution would be to optimize the routing within each cluster based

on consultations with ship captains. In our case, and since we are testing several cluster sizes and

configurations, we need a simpler method of calculating the internal sailing distance. Because

we have the coordinates for the center of each cluster, and also for all farm locations, we can

calculate the distance from each farm in the cluster to the center, as illustrated in Figure 18. All

the distances in each cluster can then be summed to find the total sailing distance within the

cluster. This is of course not the optimal way of estimating the distances, and after comparing

the calculated distances with more optimal and realistic internal routes for different clusters, we

found that our method gave an overestimation of the total distance. We have therefore decided

to divide the total distance found with this method by a factor of two. The total internal sailing

time can then be found by dividing the total sailing distance inside each cluster with the speed

of the ship visiting the specific cluster.

Figure 18: Illustration of the internal sailing time estimation method.
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The total time-usage within each cluster finally becomes the sum of the offloading time and

internal sailing time of each cluster. As mentioned this is just an estimation, normally a ship

will follow a route based on the position of the farms. How many farms we choose to include in

each cluster also affects the uncertainty of the final solution. If we have larger clusters (fewer

clusters with more customers included) there will be more internal sailing, and a less accurate

estimation of the total sailing time. If we instead choose many smaller clusters, this will give

more accurate solutions, but the solution-time will increase. The internal sailing time is also

depending on the ship characteristics, and will therefore be different for different ships. The

ships are set with a given operational speed which is assumed constant during the voyages.

When sailing internally between the farms in each cluster, the vessel in the real world may have

to sail at a lower speed due to the archipelago along the coastline. To improve the validity of the

estimations, the sailing- and service time should be acquired by consulting with ship captains

and by performing tests of internal routing possibilities.
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7 Input Data

To be able to use the route generation algorithm described in Section 5.3, we first need a data-set

with all necessary information about the system we want to optimize. As mentioned earlier,

we are basing our problem on Marine Harvest’s distribution system, and we hence need actual

information about capacities, demands, distances and ship parameters to represent the system

as accurate as possible. All the information is gathered in a simple excel-sheet which can be

implemented by the Java script used for the route generation process.

7.1 System Dimensions

First of all, we need to state the overall dimensions of the system. This includes the number

of ships operating, number of available charter ships, number of clusters in the system, and the

length of the planning period.

To perform the distribution in the system, Marine Harvest are operating a fleet of four ships,

plus the possibility of using external deliveries for desired locations. All ships are operated by

Egil Ulvan Rederi. Two of the ships are identical with a cargo capacity of 3 000 tonnes, and

running on LNG with an operational speed of about 13 knots. The two other ships are not

completely similar, but for simplicity we use the same dimensions for these two as well. They

operate at about 10 knots, are running on a IFO-type of fuel, and have a cargo capacity of

about 1 500 tonnes. According to technical manager at Egil Ulvan Rederi, Ivar Ulvan, the two

LNG-powered ships have a fuel consumption of about 27 kg per nautical mile at the operational

speed, which gives a specific fuel consumption of about 0.35 tonnes per hour. The two other

vessels use about 0.17 tonnes per hour.

Table 2: Attributes of the ships used in the system.

Attributes Ship 1 Ship 2 Ship 3 Ship 4

Capacity [tonnes] 3 000 3 000 1 500 1 500
Operational speed [knots] 13 13 10 10
Fuel type LNG LNG IFO IFO
Fuel consumption [tonnes/hour] 0.35 0.35 0.17 0.17
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Figure 19: Illustration of the LNG ship ”With Harvest” (ilaks.no, 2014 ).

Because the number of farms in Marine Harvest’s system is too large to efficiently find an optimal

routing between all of them, we have chosen to collect the farms into clusters with the methods

described in the previous chapter. The total number of clusters that all farms are assigned to is

specified in the start if the input file as a main dimension, and will be used for calculating other

relevant information about the system, such as demand, cluster storage capacity, and service

time.

The planning horizon for this distribution system is set to one week. This is in coherence with

the purpose of the model, which is to function as a decision support tool in the operational

stage. In addition, a planning horizon of one week fits well with how Marine Harvest plans their

feed distribution today, where fish farms normally are visited once per week.

If a charter ship is chosen to serve a customer, we assume that this is at a fixed pre-defined cost

for this specific customer, depending on how many farms that are located in the cluster. The

price implemented in the input file should be so high that for most cases it is not profitable to

include any charter ships, but for some cases it will reduce the total cost. This cost represents

all necessary service for the total demand to be met inside the time period (see Section 7.4 for

further discussion of cost calculations). The number of charter ships must also be stated in the

input file, and we restrict the maximum number of available charter ships in this case to be four,

which is the same number of vessels included in the internal fleet. In addition, the capacities of

each charter ship must be specified, but this is just included to be able to match the maximum

demand of each customer, so that all customers have the possibility of being served externally.

7.2 Cluster Information

We also need different relevant information about the customers we are visiting. To begin with,

we introduce a compatibility matrix between ships and clusters to reduce the size of the solution

space as mentioned in Section 5.2. This is a binary matrix, where 1 means that a ship is capable

of visiting the cluster, and 0 means that it is not. One possible approach using this application
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could be to fix the two smaller and slower ships to not be allowed to sail to the farms furthest

north and south, even though they are capable of doing so. Another is to restrict some ships

to not sail further away from the factory than a pre-defined limit, or opposite, not visit farms

closer to the factory than a certain distance. Also, if we have some outlier farms that are not

included in Marine Harvest’s distribution plan today, we can use this matrix to fix them to be

served externally. In a computational study later in this paper, we will experiment with different

compatibility scenarios to test the effects of changing this matrix.

The demand in the current time period of each cluster is determined from the sum of the

consumption rates of the farms inside the respective cluster. This will vary throughout the year,

but the dimensions of the feed orders are correlated with the planning period. A longer planning

period naturally gives larger feed orders. This demand input must be changed for every planning

period, but if put to real use, this information should be available for the distribution planner.

To make an estimation, we calculate an upper and lower bound for weekly feed consumption for

a single fish farm based on the feed conversion ratio for Atlantic salmon (Skretting, 2017). The

daily growth for a salmon depends on seawater temperature, and the current size of the fish.

Austreng, Storebakken, and Asgard (1987) provides a table for the daily growth of a salmon in

percentage for these factors. This varies from 0.1% of its own weight, to 1.1% of its own weight.

By combining this with the feed conversion ratio of 1.15, and assumptions of the fish farm’s

dimensions, we can calculate the demand for the desired period from Equation 7.1.

FC =
FW ∗GR ∗ FCR

100
∗ n ∗ nf ∗ d (7.1)

where FC is feed consumption, FW is the average weight of a fish in the farm, GR is the growth

ratio in % of the current weight, FCR is the feed conversion ratio, n is the total number of fish

in one cage, nf is the number of cages at the farm, and d is days in the planning period.

By assuming that each cage contains 100 000 fish, with fish weights ranging from 0.2 kg to 4.5kg

(Marine Harvest, 2016) between farms, that each farm has eight cages, and that the planning

period is one week, we can based on the numbers from Austreng et al. (1987) calculate a minimum

demand of 25 tonnes per week, and a maximum demand of 300 tonnes per week. Since we do not

have any information regarding the fish in each farm at the moment, we will create pre-defined

consumption areas and explore different consumption scenarios for these areas. We start by

dividing the coastline into four sections, where each section has the opportunity to have low,

medium or high consumption rate for a specific time period.
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Figure 20: Definition of consumption zones with all Marine Harvest’s farms.

By using this sectioning, we can fix all farms inside a zone to have the same consumption rate,

independent of the clustering method. To reduce the number of possibilities, only three possible

rates are considered. A low consumption rate means that the fish are early in the growth phase,

or/and that the seasonality are causing the fish to eat less. We have chosen this to be near the

lower bound of consumption for a farm, about 75 tonnes per week. A medium rate corresponds

to a farm consuming 150 tonnes per week, and a high rate is set to 250 tonnes per week. These

number are not placed at any of the exact limits of consumption rates, but in the real world the

scenario where all farms have equal demand will not occur.

We also include information about the storage capacity of each customer. According to Claes

Jonermark, Operation Director at Marine Harvest Fish Feed Factory, their farms are able to

store anything from 200 to 800 tonnes of feed at site. Since we for simplicity assumed that

all farms contain 100 000 fish, we also choose to set the storage capacities for feed equal for

all farms. This value is set to 300 tonnes per farm, which is equal to the calculated maximum

demand per week. This number is then directly scaled up according to cluster size (number of

farms inside cluster). Since this is included in the input file for each period, the inserted values

can be treated as available storage space of the cluster, rather than total space. This is to make

sure that the amount of delivered cargo does not exceed the available storage capacity at any

point. Since the numbers are both approximated and scaled up, it will not be 100 % correct,

but this can easily be changed by somebody with detailed knowledge about the system.
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Since the sailing times between the clusters are not the only contributor to the time used on a

route, we also need information about how long each ship is staying at each cluster to calculate

the total time usage for each possible route. As stated in Section 6.3.2, the additional time

use comes from service time when unloading feed at each farm in the cluster, and from internal

sailing time inside each cluster. The loading process at the factory before starting on a route

must also be included.

The service time related to the unloading process depends on the customer’s demand, and the

offloading rate for the specific ship delivering the cargo. Since we do not know which vessel

that are visiting which cluster, and neither the amount of cargo to be delivered when creating

the input file, we must assume that each vessel is delivering the exact demand for each visit

when estimating the offloading time. This is calculated directly as the demand divided by the

offloading rate, and then implemented in the input file. The same goes for when a ship is visiting

the factory for loading new cargo. Here the service time will be calculated as the total cargo

capacity of the ship, divided by the loading rate at the factory. According to Jonermark (2016),

Operations Director at Marine Harvest, the newest ships have an offloading capacity of about

250 tonnes per hour, and a loading capacity at the factory of 300 tonnes per hour. We will use

this as our basis, but as for the rest of the input parameters, this can easily be changed to suite

a desired system. The internal sailing time for a specific cluster is found by using the estimation

procedure presented in 6.3.

In order to calculate all the needed information about the clusters, a MATLAB script is created.

The script is based on input data about all customers that are to be clustered. This information,

regarding the individual fish farms, can be accessed from Fiskeridirektoratet (2017). From here

we obtained a list of coordinates for all fish farms owned by Marine Harvest, which can be found

in Appendix B. Because of different clustering methods, two different scripts are created. For

the k-means method, the clusters are automatically generated and the coordinates are given for

each cluster center. On the other hand, for the manual clustering methods, we are manually

creating the clusters, and can thus manually decide the center of the clusters. In order to find a

realistic center-location, adjusting for the dispersion and density of the cluster, the mean value

of the farms latitude and longitude values are calculated in the script to represent the center

of each cluster for the two manual methods. Based on the cluster center and the number of

farms in each cluster, we can calculate the wanted information. The scripts are able to produce

values for the total time spent in each cluster, as well as the demand of each cluster based on

the consumption scenarios describes above, and also cluster capacities. The price of serving

each customer with a charter ship, depending on the cluster size, is also calculated in the same

scripts.

Both the script for the k-means clustering method, and the script for the manual clustering

methods are attached with the delivery of this thesis (See Appendix A for list of attached files).
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7.3 Distance Matrices

Since we are modeling for a fixed time period, we need to know the length of each route in

order to not exceed the total available amount of time in the planning period. In addition to

the internal time usage of each cluster, we need to calculate the sailing times between them. A

distance matrix for each clustering method and system dimensions must therefore be created.

The dimensions of the distance matrix can easily be changed depending on number of clusters

in the system. As discussed in Section 6.3, the distance estimations are done dependent of how

the cluster centers are defined. When the decision of how many clusters to collect the farm into

is made, we calculate the distances between them based on the coordinates for all cluster centers

for each of the selected clustering techniques, generated by the MATLAB scripts presented in

the previous section.

The work of manually generating a distance matrix for all wanted cluster configurations is time-

consuming. A MATLAB script that generates a distance matrix between all desired locations,

based on their coordinates, is hence created. Because of the discovered drawbacks of using

MATLAB’s built-in mapping toolbox, we created a script that connects to Searoutes.com (2017),

plots in coordinates between two locations, and finally store the distances between them in a

matrix. This process is repeated until all the distances (in nautical miles) between locations are

collected. Because the script is only able to calculate one distance at the same time, and needs to

connect to the web-page for every calculation, the calculation time is high and dependent of the

internet speed. In order to reduce the calculation time, we take advantage of the characteristics

of a distance matrix. Since a distance matrix is symmetrical along the diagonal, we only need

to calculate one side of the diagonal. This reduced the calculation time by 50%. The script is

attached with the delivery of the thesis.

The total time usage for each route is finally calculated directly in the route generator algorithm

as distance between clusters divided by operational speed for each ship, plus the total service

time for each visit made on the route. This amount of time is then the basis for the cost

calculations presented in the next section.

7.4 Cost Calculations

Finally, we need to calculate the cost of each of the possible routes in order to find the cheapest

possible routing schedule. We are in this paper only focusing on the operational costs, ignoring

product, crew, survey, maintenance, insurance, and other services as they are fixed and inde-

pendent of which route we are choosing. This approach is usually sufficient for routing problems

in contrast to fleet size optimization, where both the fixed costs and operating costs should be

taken into account (Fagerholt, 1999). It should also be noted that all costs are rough estimations

made by us for comparing solutions, and should not be interpreted as real cost values.

As explained previously, the ships in the fleet are running on different types of fuel, which have

different fuel prices. The two fuel options Marine Harvest’s fleet uses today are a type of IFO and
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LNG, which per 23. April 2017 costs around 310 $ and 260 $ per tonne, respectively (Singapore

Bunker Prices, 2017). The ships also have different specific fuel consumption at their operational

speed, as they have different characteristics and specifications. Since most of the time spent on

a route is sailing between clusters and internal sailing inside the clusters, the costs are calculated

based on the total time of a route. This means that the reduction in fuel consumption during

loading and unloading processes is neglected. The operational costs are then calculated from

Equation 7.2.

SC = t ∗ SFC ∗ FP (7.2)

SC is sailing costs [$], t is total route time [hours], SFC is the specific fuel consumption at the

operational speed for a vessel [tonnes/hour], and FP is the fuel price of the selected fuel type

[$/tonne].

The price of having feed delivered externally is, as mentioned earlier, a pre-defined fixed cost

which can vary between different clusters. Normally the price includes the cost of the cargo

itself as well, but we assume that this is calculated separately and that we are only looking at

external operational costs, and the profit-margins of the external company. The price depends

on several factors, such as distance from shore, external factory location, available service hours,

or general availability. Because external deliveries are undesired, the cost is set to a high value

compared to average deliveries included in the internal routing solution. This will then prevent

the optimization model to include the option of external delivery if possible. We also assume that

external feed suppliers have factories located in different areas, covering the whole Norwegian

coastline, meaning that the external transportation costs are set equal for all farms. In order to

adjust for the varying cluster sizes, the cost of external feed delivery to each cluster is correlated

to the number of farms in each cluster. Based on the average operational cost for serving one

farm internally, and including a profit margin, the total cost of serving one farm externally is

set to 1 000 $. This gives a relative high value, making internal deliveries the preferred delivery

option. This can of course easily be changed by the distribution planner to any number or

function desired to evaluate options more accurately.
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8 Computational Study

We will in this chapter start the computational work by using the two-phase model described

in Chapter 5 along with the input data-file described in Chapter 7. We will begin with making

an input data-set for an artificial system and generate routes for this system to explore the

behavior and applications of the optimization model. The mathematical formulation presented

in Section 5.4.1 are written in Mosel programming language, and implemented in Xpress-IVE

Version 1.24.08, 64 bits, to get solution outputs. When we are familiar with the procedure, we

will look at the different clustering-alternatives from Chapter 6 and perform a computational

study to determine the best suited dimensions for real world evaluation based on different

demand scenarios. Finally, we will use all the discovered information to select a final system

configuration, and implement this in our optimization model to evaluate the current fleet used

for the distribution.

All models and scenarios for both algorithms in the two-phase model are run on the same

computer, an Acer Aspire S 13 with Windows 10, two 2.3 GHz Intel Core i5 6200U processors,

and 8 GB memory (RAM).

8.1 Planning Levels

As stated in the model characteristics in Section 5.1, the feed distribution problem must be

considered on several planning levels when it comes to the determine the optimal distribution

plan and fleet configuration. When evaluating different system dimensions to determine whether

they are suited for further analysis, acceptable solution times are dependent of which level of

planning we are looking at. Starting at the strategical level, we have decisions of how to allocate

the key resources to pursue the firm’s strategy. We see this as the determination of how the

composition of the fleet of vessels should be, and since this is at the top level in the planning

process, no time-frames should restrict this evaluation. We will look further into this in later

sections. The two other planning levels we are looking at are tactical decisions and operational

decisions. The first one includes how we decide to model the full and complex system. This

mainly means the number of clusters we choose to represent all farms in the system. The latter

involves how we want the fleet to operate in the chosen system, which is what we are mainly

focusing on by looking at the routing scheduling for the system in detail.

Because the core purpose of the final model is to function in the operational stage as a decision

support tool, the solver time should be as low as possible without having major impact on the

optimal solution. However, this is also dependent of the tactical planning level as the routing

optimization is affected by the number of customers to serve. It is important to be able to make

rapid decisions in the fish feed distribution planning, due to the large uncertainty in the industry.

It is also important to prevent ships from waiting for decisions of where to sail, causing possible

necessary time for sailing on an optimal route to be spilled. We because of this explore the most

practical dimensions for our system configuration to get output solutions within practical time
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limits. By practical limits we mean a short enough solution time so that a ship is not extensively

withheld when decision must be made. Therefore, after the system configuration is determined,

operational decisions should be produced within a computational time frame of ten minutes. We

will explore larger unconstrained configurations with longer solving time as well, to see how the

different restrictions affect the solution time, but we set an absolute solving limit of one hour.

It should also be mentioned that the solution time is heavily dependent of the computer hardware

that the models are run on. Even though the experiments could have been run on more powerful

computers, we have run all models on the same private machine for simplicity.

8.2 Test Cases

We will first apply our optimization model to a smaller, artificial system to make sure that we

get the desired outputs, and to familiarize with the process and how the model works. The main

characteristics that are restricting our problem, in a fixed period of one week, are the number

of customer nodes and the number of ships. The test cases we explore are systems with 10 and

20 clusters, served by two ships. The clusters are not generated based on any of the methods

discussed in this paper, but there is coherence between the two artificial systems.

Since these are not real systems, we will make coarse approximations for values when it comes to

distance between the clusters, service time when visiting a customer, and for the total demand

of each customer. Even though the data is not real, the values are representing a system with

similarities to the real world system in question. This means serving customers both north and

south of the production factory, with some being much further away than others. The clusters

are numerated from north to south, where cluster 1 is furthest north. The ships are homogeneous

and able to serve all clusters. The planning period is set to one week, and the possibility of using

external delivery is included. The demand is determined based on randomly generated values

between the minimum and maximum possible feed consumption of a farm (25-300 tonnes), and

the total demand of the system is similar in the two cases. In Table 3, the main dimensions

of the artificial systems are presented, along with the total number of possible routes for each

ship, generated by the route-generation algorithm. The calculation time includes both the time

for generating the routes, and the time for finding the optimal combination of routes for a final

solution. It should be noted that the distance matrices are not proportional between the two

systems. This causes the outputs to not be directly comparable, but as mentioned above, this

done to familiarize with the procedure and look at how it behaves for different sized systems. The

full input data-sets for the test cases are attached with the delivery of the thesis (see Appendix

A for list of attached files).

Table 3: Test-system dimensions and generation times.

Test Ships Ship Capacity Clusters Max Routes per Ship Calculation Time

1 2 1 500 10 156 ≈ 0 s
2 2 1 500 20 24 804 171 s
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We see that the number of possible routes per ship increases drastically for the same time period

when splitting the system into 20 clusters instead of ten. This is expected, as there are naturally

more possibilities within the same time period. The calculation time also increases, going from

almost immediately solving the problem, to a total calculation time of 171 seconds, where the

largest portion of the computational time comes from the route generation part. This is an

expected behavior of our clustered system as well, and it is the reason for further study. We

know that including more customer nodes increases the solution space exponentially, but also

the selection of routes for an optimal solution takes a significant amount of time, even for this

small system.

Next we look at the optimization part, where the best combination of routes to meet the total

demand within the constraints are determined. The test case results are presented below, and

are in the same format as the final solution will be. The output shows which ships are serving

which customer, how many routes each ship sails, the total demand and cargo delivered, along

with customer capacity, time spent on each route, and the cost for each route. It also shows if

any charter ships are being used, and at what cost. Finally, the total cost of the distribution

plan is presented. The optimal routing solution for the two artificial systems can be found in

Figure 21 and Figure 22.

Figure 21: Test case 1 solution output.
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Figure 22: Test case 2 solution output.

From the outputs we see that when splitting the system into ten clusters, both ships sails two

routes each, but for the 20 clusters system ship 1 sails four routes. By comparing the distribution

plans, we also see that both systems include the use of two charter ships, even though these

are more costly than any of the routes served internally. This is an expected behavior, as the

charter ship should preferably only be used for the most expensive customers, which for this

configuration is the clusters with the lowest and highest numbers (the ones furthest away).

With a planning period of one week (168 hours), both scenarios are dependent on charter ships

to serve all clusters. In both scenarios, Ship 1 almost uses the full planning period, with 167

hours used for sailing, while ship 2 only uses 120 hours in the first scenario and 150 hours in

the second. These are good indications that the ships are sailing optimal routes, exploiting the

time period. In case 1, ship 2 has 48 hours left, but because the shortest route possible takes

53 hours, it is not possible to assign the ship to another route inside the current period. In case

2, the time left is reduced to 18 hours, which is due to the change in routes and the difference

in internal sailing time between the two cases. With larger cluster sizes, each cluster contains

more farms, increasing the total sailing time on each route for the same number of visits. With

smaller cluster sizes, more and shorter routes exists, and a more optimal time usage for each
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ship can be obtained.

The difference in costs between the systems comes from the difference in service time, and in

this case, differences in sailing distances because of non-consistency when creating the matrices.

In general, for smaller cluster sizes the cost is more accurate due to a more realistic description

of the system. This is mainly because of the internal sailing time estimation, since we have

calculated this with a more uncertain method. In general, with larger clusters, the center of

the cluster is more inaccurately placed, and hence a distance estimation between these are also

more inaccurate than for smaller clusters. Both these factors are affecting the results when it

comes to the cost calculations, since the costs are proportional with distance. Because of the

non-consistency in the distance matrices in the test cases, the cases are not directly comparable

in this specific case, but in general there will be a difference in costs between different cluster

configurations.

The total demand is equal for the two systems, but we can see that the total amount of delivered

feed internally is 5 828 tonnes for the case with 10 clusters, and 7 147 tonnes for 20-clusters

system. In the first case, the charter ships are transporting more feed than in the second case,

leading to a larger total delivery of feed in the ten-cluster case. The reason for the larger amount

of feed delivered by charter ships in case 1, is due to the larger cluster sizes. When a charter ship

is used for the delivery, the whole demand of the cluster is met, and hence when the clusters are

bigger, the more feed must be delivered at each visit. Because the change in cluster sizes affects

the time spent internally in each cluster, the optimal solution is different for the cases. In case

1, some customers also receive more than their demand, while this is not the scenario in the

second test case. An explanation for this is that with larger clusters, it is more important that

the ships are fully utilized. This is because the demand of each cluster is much higher, and each

ship can visit less clusters on each route. Therefore, selecting routes where the remaining cargo

can be delivered to another cluster (discussed in Section 5.3) are more optimal. In addition, the

unloading time in a cluster is calculated as the demand of each cluster divided by the unloading

rate, meaning that delivering more feed than ordered does not affect the time usage in our

model. For the second case with smaller cluster sizes, none of the selected routes delivers more

feed that ordered. Here, the internal sailing time is smaller in each cluster, and the demand of

each cluster is lower. Clusters therefore do not need to be visited more than once during the

planning period, as ships can deliver the ordered amount of feed to each cluster on one route.

Visiting the same clusters several times during the same planning period is time-consuming and

thus avoided if possible.

Even though the model seems to work and is making reasonable choices when selecting routes,

there also seem to be some issues. The ships are not fully utilized, with some routes only

transporting a small amount of cargo. The problem may come from the fact that each ship is

only delivering exactly the amount that are demanded during the period. If we could deliver

more on each route so that each ship is fully utilized on every route, it would lower the demand

in the next period. However, this could be solved by looking at the ships with remaining cargo

capacity, and have the feed distribution planner manually assign cargo to fully utilize the ships
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without exceeding any storage capacities. By doing this we will also lower the demand for the

next period as more cargo will be at storage at the customer sites.

One of our main concerns is the computational time. Because the models are created to be

used in the operational stage, where rapid decision must be taken, a low computational time is

critical. With 20 clusters, the computational time is 171 seconds, which is reasonable. However,

for real system configurations we want to include both more ships and clusters. Because we

know that the computational time increases exponentially with the problem size, we will in the

next section include some additional constraints to be able to keep the calculation time down

when we are expanding the system.

8.3 Adjustments and Possible Improvements of the Model

Based on the test cases performed in the previous section, we see that both solution space and

solution time seems to increase rather drastically when splitting the system in more clusters.

Because of this, we want to make some adjustments and possible improvements. In general,

it is desired to make the model formulation as tight as possible. That means adding more

constraints to the model, which can lead to fewer possible routes, and thus reducing the solution

time. Also, even though the first model generates valid solutions, they may not be 100% realistic.

By restricting the behavior of the model further, we can get a model that better represent the

real world. We are only adding restrictions to the optimization model, as the route generation

algorithm is harder to modify because it is created based on previous work performed by SINTEF

Ocean. This means that it is only the solution time of the optimization model that is being

reduced.

The first thing we want to include is a pre-defined maximum number of routes for a ship to

be able sail during each period. Since we are only looking at a short period of time, it is not

natural for a ship to visit the factory a large number of times during this short period. In the

test case, one of the ships is sailing four different routes, including four loading processes at the

factory. In the real world, a ship will normally perform one or two trips each week. By including

a constraint for maximum number of trips, the distribution planner can fix the optimization

model to behave in a desired way. By adding this constraint, the model will also not consider

solutions with many short routes and thus routes with high utilization will be selected. We thus

add Equation 8.1 to the mathematical model in Section 5.4.1.

∑
r∈R

xvr ≤ n, v ∈ V (8.1)

Constraint 8.1 sets a maximum limit of n routes that each ship can sail during the planning

period.

To add more flexibility during seasonal consumption variations, we also want to include a con-

straint that state the maximum number of ships that can be used for performing the distribution
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in the current time period. By including this, we have the opportunity to reduce the fleet size in

lower demand periods, and hence reducing the total cost drastically. In order to set a minimum

number of ships that must be used in the model, a new variable wv is introduced. This is a

binary variable, which is 1 if ship v is used, and 0 otherwise. Since wv gives information about

whether ship v is used or not, it has to be connected with xvr. If one or more routes are used

by vessel v, wv must be set to 1, and if not it has to be set to 0. In order to connect the two

variables, a relative big value M has to be included, as seen in Restriction 8.2. By including the

big value M, wv must be one if the sum of all routes for xvr is one. Restriction 8.3 specify that

the maximum number of ships to be used during the planning period must be less or equal to

m number of ships. Restriction 8.4 is the binary constraint, saying that wv must be 1 or 0.

∑
r∈R

xvr ≤Mwv, v ∈ V (8.2)

∑
v∈V

wv ≤ m (8.3)

wv ∈ {0, 1}, v ∈ V (8.4)

From the test cases we also see that not all ships are fully utilized at all times. This is because

of the way the route generator is created, meaning that a customer only needs to receive its

exact demand, not necessarily fully exploiting its capacity. To better utilize each ship’s cargo

capacity, we could introduce split deliveries or awarding utilization, as discussed in Section

5.3, but this would increase the calculation time, and the number of possible routes would

drastically increase. Since this is only meant as a decision planning tool, we leave it for the

planning manager to manually assign cargo to available capacities to better utilize the ships,

after the optimal distribution plan is created. This simplifies the model, but also adds flexibility

as the planning manager can assign cargo to where it is required rapidly.

When the model with the new constraints is run on the same test cases with maximum number of

routes set to four, it is a significant drop in calculation time. The optimal solution for test case 2

was found in 13 seconds, compared to the unmodified version which found it in 18 seconds. This

equals an improvement of 28 %, which we see as more than sufficient for including the alterations

presented in this section in the final model. This drop in calculation time is a desirable effect, in

order to be able to run the model for as many alternatives of clustering techniques as possible

in a reasonable amount of time. We now see the model as finished, and will from here used the

described altered model to perform further studies of the real distribution system. The final

mathematical formulation can be viewed in Appendix C.
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8.4 Determination of Cluster Sizes

We will in this section perform different studies to determine the best suited dimensions and

system configuration for further evaluation. We will look at the three clustering methods dis-

cussed in Section 6.2, and vary parameters to see how it affects the solution space and solution

time to be able to create the most user-friendly tool for the system possible.

As the clustering techniques now are determined, and most parameters are fixed, we next need

to determine the number of clusters that the farms should be collected into. The total system

has 151 farms along the coast. This gives us a lot of cluster opportunities, both with identical

clusters, and non-identical. The regional clustering method already has a fixed number of clusters

(11), but the two other methods are yet to be determined. In the start of the investigation, we

keep the demand for the whole system at a fixed level of medium demand, explained in Section

7.2. We also give the system full compatibility, meaning that no constraints of which ships can

visit which customers are included at this point. This is because we only want to look at the

effect of the number of clusters included in each system configuration.

First, we test the model for all 151 farms for a time period of one week, with no constraints

for ship/cluster compatibility. When running the route generation algorithm for this case, the

calculations keeps running until the computer runs out of memory. This is due to the large data

set that gives an enormous solution space when no compatibility constraints are included. We

have now verified that it is not possible to calculate optimal routes between all farms with no

constraints in the problem, hence clustering methods are needed.

When the regional sectioning is used as clustering method, the 151 farms are divided into

the 11 contamination regional clusters based on their location. The division is completed by

listing all the farms from north to south (shown in Appendix B) and manually giving each farm

their selected cluster affiliation. This is a fixed system where we do not need to perform any

computational study when it comes to number of clusters to include. The configuration gives

us 177 possible routes, calculated within the first second. Also the optimal routing solution is

found in an equally short amount of time. This shows us that this system configuration is easily

solved due to the low number of customer nodes. In fact, there are so few customers that the

demand of each cluster exceeds the largest ship’s capacity, meaning that the clusters must be

visited more than once during the planning period, and hence limit the possibility of optimizing

the system. We will look further into this configuration with other input parameters in the next

sections.

Next, we will test a variety of cluster sizes for the k-means clustering technique and for the

natural clustering technique, to investigate how it affects the solution space and solution time.

All cases use the same fixed fleet of vessels, have an equal total demand, and all distances and

service times are determined with the approach described in Section 7.3. Table 4 and Table 5

show the cases we have studied, along with the time for generating all possible routes, and the

time used for finding the optimal routing solution.
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Table 4: Calculation times for natural clustering.

Clusters Max Possible Routes Generation Time Solution Time

18 3 461 1 s 4 s
28 - - -
23 22 205 147 s 27 s

Table 5: Calculation times for k-means clustering.

Clusters Max Possible Routes Generation Time Solution Time

50 - - -
30 - - -
23 27 357 232 s 29 s
25 - - -

A ”-” in the tables means that the model was not able to find a solution within the computational

time limit of one hour. We clearly see that this is the case for many of the system configurations,

and hence it is not relevant to proceed with these cases. However, we will in the next section

investigate how the solution time is affected by changing the compatibility matrix, and hence

some of the unpractical cases can be used for the new alterations. We therefore choose to proceed

the investigation of all the unsolved cases, and we also keep the two systems with 23 clusters

created with different methods.

8.5 Manipulation of Compatibility Matrix

As the previous section shows, the number of possible solutions increases drastically when the

number of customer nodes is increased, and many alternatives were not able to produce an

output within the time-limit. To be able to include a larger number of clusters, and at the

same time reduce the number of possible routes, we will try different manipulations of the

compatibility matrix. In the current fleet, two of the vessels are smaller and have a lower

operational sailing speed. Because of this, they will preferably serve the clusters closest to the

factory. The two faster ships run on LNG, which are both more environment friendly, and have

lower operational costs because of a lower fuel price. They are thus more optimal for visiting the

clusters furthest away from the factory. This can be achieved by manipulating the compatibility

constraints. In this way, we can create a system which reflects Marine Harvest’s current routing

plan more accurately, as they have assigned specific regions for their vessels. To investigate

different approaches, we choose to define three categories for the compatibility matrix; strict,

medium and full. By doing this we can explore the effect of reducing the computational time

with compatibility versus the effect of reducing it with reduction in number of nodes.

In the strict category, the two smaller ships are set to only be allowed to sail to clusters less than

100 nautical miles north of the factory, or less than 200 nautical miles south of the factory. The

two larger vessels are fixed to a pattern where one is only serving clusters north off 100 miles

from the factory, and the other only clusters south of 200 miles from the factory. The reason for
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this specific selection of southern and northern sailing borders of 200 and 100 nautical miles is

to adjust for the density of farms along the coastline. By selecting these distances, the number

of farms both south and north of the factory is about the same, around 40 farms. In the medium

compatibility case, the smaller ships can sail up to 250 nautical miles away from the loading

port, while the larger vessels can visit all customers except clusters closer than 100 nautical

miles from the factory. The full compatibility configuration is a case without restrictions, hence

giving all ships the possibility of visiting all customers in the system (same as in the previous

section).

Tables 6 and 7 show different cases of cluster sizes and use of compatibility matrices for both the

natural clustering technique and the k-means approach. The regional contamination system is

still fixed with 11 clusters, and we do not see the need of including any compatibility restrictions

for this configuration, as the solution time is already low.

Table 6: Calculation times for natural clustering with compatibility restrictions.

Clusters Compatibility Max Possible Routes Generation Time Solution Time

28 Mid 6 305 3 s 21 s
28 Strict 418 ≈ 0 s 1 s
23 Mid 1 650 1 s 4 s

Table 7: Calculation times for k-means clustering with compatibility restrictions.

Clusters Compatibility Max Possible Routes Generation Time Solution Time

30 Mid 14 111 43 s 24 s
30 Strict 1 625 1 s 2 s
25 Mid 6 985 5 s 20 s
50 Strict - - -

Compared to before introducing compatibility constraints, we now see that we are able to find

optimal solutions for most cases within an acceptable time. From the tables we can also see

that the number of maximum possible routes for a ship, generation time, and solution time, all

have dropped drastically compared to before.

By studying the 23-natural cluster case with medium compatibility, we can see that the max-

imum number of routes is reduced from 22 205 in the full compatibility case, to 1 650 for the

altered configuration. This affects the calculation time, reducing it with 99%, to only a to-

tal calculation time of five seconds. Two of the cases, the natural clustering method with 28

clusters, and the k-means clustering method with 30 clusters, provides a solution within the

computational time limit when changing the compatibility constrains from full to medium. The

50-cluster system is still too large to produce any output inside the desired time, even with

strict compatibility restrictions. We also see that when the compatibility matrix is strictly de-

fined, there are fewer possible solutions and the calculation time drops. This shows us that this

configuration may be too strict, removing routes that could have been included in an optimal

routing schedule.
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As expected, the introduction of compatibility constraints generally reduces the calculation time

by reducing the number of possible routes. Even though it provides the possibility of including

an increased number of clusters, it might also remove optimal routes. Because of this, it is

desired to include configurations with both the use of compatibility constraints, and without

it, in further evaluations. In addition, it is also desired to further explore alternatives with

the highest possible number of routes that can generate optimal solutions within the acceptable

solving time. The natural clustering method with 23 cluster and full compatibility, along with the

k-means method with 30 cluster and medium compatibility constraints, are therefore chosen for

further investigation in the next section. In addition, the 11 contamination regions are included,

as it can be a relevant scenario in the future. By including all three clustering methods, we can

compare the results and evaluate which method that represent the real world best. In Figure

23, an overview of the selected configurations is presented.

(a) Clustering based on the 11
contamination regions.

(b) Natural clustering with 23
clusters.

(c) K-means clustering with 30
clusters.

Figure 23: Overview over selected clustering methods.

8.6 Consumption Scenarios

To evaluate and compare the different methods and fleet configurations, we start by defining

three consumption scenarios involving the four consumption areas described in Section 7.2. By

fixing each of the four zones to a certain consumption rate, meaning that all farms inside this

zone will have the same consumption rate, we can compare the different clustering approaches for

variable rates. The different scenarios can represent different stages in the farming process, as the

feed consumption ratio increases with the size of the fish, and they can be used for representing

seasonal variations. By comparing results for the different scenarios, we can investigate which

model that best suits the real feed-distribution system overall. Table 8 shows the consumption

rates for each of the four defined zones in the three different scenarios.
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Table 8: Consumption scenarios based on consumption in zones.

Scenario\Region N M W S

Low scenario Low Mid Mid Low
Mid scenario Mid Mid Mid Mid
High scenario High Mid Mid High

These three scenarios are chosen to test the limits of the distribution system. Especially the high

scenario where the two regions furthest from the factory are given the highest demand. This

means that the vessels supplying these farms needs multiple trips to serve all farms within the

planning period and thus stressing the system. The low scenario will test the calculation time

of the route generation algorithm, since lower demand will cause a higher number of possible

routes per ship. The low demand scenario also provides the opportunity to test if all vessels are

needed during low season, or if it is beneficial to reduce the sailing speed. The mid scenario is

mostly used as a reference for comparing the high and low scenarios to a basis. It should be

noted that the scenarios are extreme cases that would most likely not occur in the real world as

the farmers want fish at different sizes all year to constantly be able to harvest. The demand in

low season is only 30% of the high season, which is the limit of what occurs in the real world,

but we will use these values to evaluate and compare the different configurations.

Medium Demand

In the previous section, three methods with different cluster sizes and compatibility constrains

were chosen for further evaluation. All three methods were performed with medium consumption

rates, with the results shown in Table 9. The full distribution plan for each method can also be

found in Appendix D.1.

Table 9: Distribution costs for the medium demand scenario.

Method Regions Natural K-means

Number of clusters 11 23 30
Compatibility Full Full Mid
Ships used 4 4 4
Charter ships 1 0 0
Calculation time 1 s 174 s 67 s
Total cargo transported 23 700 t 22 650 t 22 650 t
Total cost 69 013 $ 41 857 $ 41 485 $

From Table 9, we can see that there is a large variation in cost between the three methods with

the same consumption rates. It varies between 69 013 $ and 41 485 $ for the different methods.

The largest deviation is between the contamination regions method and the two others. The

reason for the high cost of the contamination regions method, is because the distribution includes

the use of one charter ship at a cost of 23 000 $. With few regions, as in this method, the demand

of each region is higher. This causes the demand of some clusters to be higher than the ships

capacity, and hence it is more optimal to include charter ships for delivering the full demand

than using multiple visits. When excluding the price of the charter ship, we can see that the
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total cost is more similar to the other cases. Because of the difference in the number of clusters

in these methods, the small difference in costs is a good indication that the internal sailing

distance calculations are applicable.

One important factor to compare between the different methods is the utilization of the available

time. This should be as close to 100% as possible, since it is not desired to keep any vessels

stationary. By studying the feed distribution plans for the different methods in Appendix D.1,

we can see that all ships, except ship 3 in the k-means method, are operating in over 75% of

the planning period. One of the reasons for the low time usage of ship 3 in the k-means method

is the inclusion of compatibility constraints, which constrain ship 3 and 4 to only supply the

clusters closest to the factory. Because of the limited number of clusters to supply, the vessels

will be restrained from supplying other clusters. This means that the ships are forced to wait

the remaining time of the planning period after finishing the distribution to their possible farms.

Even with the low utilization of ship 3, the k-means method manages to supply all clusters with

medium demand without the use of charter ships. Looking at the natural clustering method

without compatibility constraints, we can see that the total sailing time is better spread out

between the vessels, compared to the k-means method with compatibility constrains. Here all

ships are completing their routes within a time difference of 16 hours. This means that the

distribution planner can start the next planning period earlier than by using the other methods.

An illustration of the routing solution of the k-means clustering method with 30 clusters and

medium demand can be seen in Figure 24.

Figure 24: Routing illustration for k-means method with 30 clusters and medium demand.

We also notice that the total sailing time for all ships combined decreases with an increasing

number of clusters. It does not necessarily only come from increased internal sail distance

for larger clusters, but may also come from differences in the compatibility constraints. This

causes different routes to be selected for the ships, and thus different sailing patterns and sailing

distances. This comes clear by comparing the natural clustering method with the k-means

clustering method. In the full compatibility case, the smaller ship 4 is used to serve the cluster
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furthest north, while ship 1 and ship 3 are used for the clusters closer to the factory. Because ship

4 is sailing a long distance, and has lower operation speed and cargo capacity, it only manages

to visit two clusters. This gives a larger work load for ship 3, leading to a higher utilization of

the planning period then for the k-means method. In this method, different routes are selected,

with both ship 3 and 4 serving the same area, while ship 1 and 2 are forced to visit the clusters

furthest from the factory. The cost is about the same, but the time-utilization is different. For

the method where the contamination zones are used for creating the clusters, a charter ship

is used to serve the regions furthest south, while ship 1 is serving regions in the north. With

this clustering method, the clusters include so many farms that only one cluster can be served

on each route, and sometimes one visit is not even enough. This affects the routing, as some

clusters may need multiple deliveries, which increases the total cost. Even though the cluster

sizes are different, the total number of farms visited on each route is about the same in all three

cases. Each route includes serving between 10 and 20 farms, depending on the ship type, which

according to Marine Harvest is similar to the real world.

In order to reduce costs by lowering the demand in the next planning period, the utilization

of the cargo capacity of the ships should also be as high as possible. Because the objective

of the optimization model is to reduce operation cost, which depends on the sailing distance,

the model will utilize the ships as best as possible. We can see in all three methods, that the

cargo capacity utilization is relatively high, and in most of the routes the cargo capacity is fully

utilized. Table 9 also shows that for both the natural clustering method with 23 clusters, and

the k-means method with 30 clusters, the total transported amount of feed is 22 650 tonnes,

which is exactly the quantity ordered in total. For the clustering based on the 11 contamination

zones, the transported amount of feed is higher. This is because some of the clusters needs

multiple visits in order to supply the demand. On the second visit, the remaining demand is

lower than the total capacity of cargo on-board, and hence more feed is delivered than necessary.

Even though this is more costly in the current time period, it will lower the total demand in

the next period as the cluster will have more feed in storage. For the natural and k-means

methods, we can see that the cost to transported feed-volume ratio is almost the same, while

it is higher for the contamination regions. This is because of the external supply of feed for

cluster 11, which is more expensive than being internally supplied. Since the model is meant

as a planning tool, the distribution planner can allocate the remaining cargo capacity to supply

extra feed to clusters which have capacity to receive more than ordered. This will help reducing

the transported volume and cost ratio even more, and also lower the total demand in the next

planning period for all methods.
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High Demand

Next we want to investigate how the fleet is able to handle a scenario with an extremely high

demand, and if there are any differences between the clustering methods. Table 10 shows the

main parameters for each of the three selected system configurations when the total demand of

each system is set to the high scenario. The routing schedules, along with the individual route

costs and sailing times, for the natural and k-means methods can be found in Appendix D.2.

Table 10: Distribution costs for the high demand scenario.

Method Regions Natural K-means

Number of clusters 11 23 30
Compatibility Full Full Mid
Ships used - 4 4
Charter ships - 2 2
Calculation time - 97 s 44 s
Total cargo transported - 30 250 t 30 250 t
Total cost - 58 546 $ 59 234 $

There will naturally be fewer possible routes for the high demand scenario and hence a decrease

in calculation time. The reduction in calculation time is around 50% compared the medium

demand scenario. For the regional method, the amount of cargo required becomes so huge that

the model is not able to find a possible solution with the fleet in hand and the maximum number

of charter ships. As before, this is due to the large number of farms inside each cluster. For the

two other methods, the total operational cost for the high demand scenario increases compared

to the medium demand scenario, as expected. This is mainly because of the need of charter ships

to supply all clusters in both the natural and k-means method. Both methods need two charter

ships to serve two different clusters. In the natural method, the charter ships serve cluster 1 and

10 for a total cost of 10 000 $, while the k-means method uses the charter ships to serve cluster

1 and 30 for a total cost of 17 000 $. The reason for the large difference in charter prices, is that

cluster 10 in the 23-cluster natural method only contains one fish farm, while cluster 30 in the

k-means method contains 8 farms. However, even though there are a large difference in charter

costs, the total costs are about the same for both methods, with the natural method only being

688 $ cheaper. The increase in costs is also a result of transporting more feed, leading to longer

unloading times at each cluster, and hence an increase in total sailing time for each route.

Compared to the medium demand scenario, we can see that the ships are sailing a higher number

of routes in total to supply the higher demand. This is expected as more feed must be delivered.

With the increase in demand, the number of clusters visited on each route becomes lower and

more trips back to the factory for loading are needed. This can be seen by comparing the total

number of routes needed to supply the southern clusters in the k-means method (cluster 20 to

cluster 30), where the demand increases with 41% from 8 550 to 12 050 tonnes of feed. In the

medium demand scenario, three routes were needed to meet the demand. Ship 1 with one trip

serving four clusters, and ship 2 with two trips serving four and three clusters respectively. In

the high demand scenario, the number have increased to four trips, in addition to one cluster
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being served by a charter ship. Here ship 1 must sail two routes, visiting two and four clusters,

while ship 2 and ship 3 are sailing one trip each, serving two clusters each.

By looking at the natural method with full compatibility, we can also see a change in the

routing patterns with the increase in demand. The largest change is for the two smallest ships,

which are now visiting clusters further from the factory than in the medium demand scenario,

causing a better utilization of the planning period. Ship 4 is also sailing two more routes in the

high demand scenario, increasing the total sailing time with 26 hours. In the medium demand

scenario, the total length of the planning period is not needed to be able to supply all clusters.

This causes the cheaper and faster vessels to be used to a greater extent than the other ships. In

this high demand scenario, all vessels and all the available time is needed to supply all clusters,

affecting the routing schedule to be more costly. We also see a change in the patterns for one

of the largest vessels. In the medium scenario, ship 2 is used to serve customers south and

north, while with higher demand it visits clusters in the south and middle regions instead. This

shows the flexibility in the non-restricted model, as it changes distribution patterns with demand

scenarios.

Because of the increase in demand, the total time used for completing the feed distribution

increases. For the natural method with high demand, three of the ships uses 168 hours of the

169 hours planning period, while the last ship uses 167 hours. In the k-means method, the

sailing time is almost similar for both the medium and high demand scenarios. This is due to

the compatibility constrains. The constrains prevent the two slowest ships, ship 3 and 4 from

supplying the clusters furthest north and south. It gives them a restricted area of clusters to

supply, which they manage to visit within a shorter time than available. Since they are not able

to supply any more clusters, they must wait at the factory while the two other ships continue to

deliver feed. The compatibility constrains are therefore preventing more optimal solutions where

the available time is better utilized. Because of the constrains, clusters far from the factory must

be supplied by charter ships at a high price compared to the natural clustering method without

compatibility constrains, where cheaper routes for the charter ships are used. By comparing the

two methods, we can see that the total sailing time for the internal fleet is lower for the k-means

method. This is because the charter ships included in this method serves more farms, which

also are further from the factory. This again leads to a shorter sailing distance in total, less

farms to supply for the fleet, and thus a lower utilization of the planning period. Since this is

an extreme case with unnatural high demand, the inclusion of the two charter ships is realistic

and would most probably also be necessary in the real world.

Low Demand

For the extreme low demand scenario, the number of possible routes becomes so large for the fleet

in hand that the calculation times exceed the one hour mark. To be able to investigate how the

routing should be done in this scenario, an extensive study should be performed to determine the

optimal fleet size for this particular distribution. To compare the selected methods, we choose

to shorten the planning period to four days in the natural and k-means method (marked with

a * in the table below). This is done since the demand should be met in a shorter amount of
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time by using the same fleet, now that the total demand is drastically lowered. By reducing

the planning period, the number of maximum possible routes is reduced, and a solution can

be obtained within the time limit. Table 11 shows the distribution characteristics for the low

scenario for the three methods. The full routing schedules for all clustering methods can be

found in Appendix D.3.

Table 11: Distribution costs for the low demand scenario.

Method Regions Natural* K-means*

Number of clusters 11 23 30
Compatibility Full Full Mid
Ships used 4 4 4
Charter ships 0 2 3
Calculation time 1 s 219 s 82 s
Total cargo transported 17 021 t 17 028 t 16 950 t
Total cost 44 347 $ 38 854 $ 44 415 $

In general, we want a solution where the total cost is lower than in the other scenarios because of

the decrease in transported quantity, even for the two methods where a shorter planning period

is used. We see that this is not the case for the k-means method, where the cost is higher than in

the medium demand scenario. This is because the optimal solution uses three charter ships to be

able to deliver the required cargo at a cost of 17 000 $. From the routing schedule in Appendix

D.3, we see that the two clusters furthest north are served by charter ships. This means that

the two largest ships do not have enough available time to supply the clusters furthest from the

factory within the reduced planning period. The last charter ship is used in the middle region to

help the two smaller vessels. Here both vessels are in operation throughout the planning period

and in order to be able to serve all clusters a charter ship is needed.

For the natural method without compatibility constrains, two charter ships are also needed,

but the total cost is significantly lower than for the medium demand scenario. This is because

the ships are not restricted to certain areas and hence have more flexibility to meet the altered

demand, and one less charter ship is thus needed. By closer studying the routes of the vessels for

this method, we can see that one of the largest ships are used to supply the southern clusters,

while the other large ship serves clusters closer to the factory. Ship 4 is now used to serve

northern clusters, except the clusters furthest north, which is being served by a charter ship.

This shows us than when constraints for sailing patterns are included, the limitation of freedom

causes the solution to be more expensive, and that the fixed compatibility is not optimal for all

cases.

Looking at the method based on the contamination regions, where the planning period is set to

one week, the total demand is fully delivered internally. The cost however, is higher than with

the natural method, but lower than in the medium demand scenario, which is a more realistic

result. The reason for the higher cost compared to the other methods, is again the larger cluster

sizes which gives an unnatural high internal sailing time, and because of the large collection of

farms inside each cluster, the method still does not have enough possibilities to be optimized in
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a good way.

The use of charter ships would most probably be unnecessary for both methods if we had not

reduced the planning period. This can be seen by studying the total sailing time for all four

ships. In both the natural and k-means method, the time usage for each ship is within 90% of

the available time. The reduction of the planning period was introduced in order to reduce the

computational time, but to deal with this problem the distribution planner can manually add

clusters not visited to new routes outside the planning period if charter ships are not desired. If

this schedule proves to be cheaper than the inclusion of charter ships, it will help reducing the

total cost additionally.

Another thing to notice, is that the total number of routes is reduced compared to the other

scenarios because of the reduced demand in the low demand scenario. With lower demand,

each ship can visit a larger number of clusters on each route. When studying the method

based on the contamination zones, which is the only method with the same planning period in

all scenarios, we can see that the total number of routes is reduced by two, compared to the

medium scenario. This is because the number of routes that includes more than one cluster-visit

in the low scenario, is higher than in the medium demand scenario. This also introduces the

possibility in this scenario to reduce the size of the fleet temporary. It is possible that only three

of the vessels in the fleet would be able to meet the lowered demand alone, and hence the last ship

could be used elsewhere. It could either be hired out to another company, or do maintenance or

upgrades. However, for the k-means method with compatibility, this would create a whole new

compatibility configuration which would lead to a non-consistency in the sailing patterns and

cause direct comparisons to be inaccurate. Instead, alterations to the existing fleet size will be

considered in Section 8.7.2. In general, the average cost of each route is higher in all methods

compared to scenarios where less feed is delivered. This is because of the increase in the length

of the routes, since each ship can serve more clusters on each route, and hence the total sailing

distance naturally increases. Looking at the schedule for the natural method, one of the largest

ships visits six clusters on one route, meaning that it does not have any remaining time for

sailing additional routes.

Overall, the behavior of the models is as expected. In order to minimize the costs in a lower

demand scenario, each ship should visit as many customers as possible without sailing back to

the factory. If the demands on a route are so low that a ship is able to use the full time-period

on the one route, this would most probably be included in the final solution. In general, the

total demand is met in a shorter amount of time, which implies that the planning of the next

period can begin earlier, and hence the optimization can be even more accurate.
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8.7 Results

Based on the information discovered in the previous section, we will in the following two sections

use this to investigate which system configuration that is best suited for modeling Marine Har-

vest’s current system. When this is determined, we will use this final model to evaluate possible

alterations to the current fleet used for performing the distribution.

8.7.1 Selection of Final Clustering Method and Characteristics

After exploring different demand scenarios for the different clustering methods and cluster di-

mensions, we are left with a lot of information. In general, the costs of distributing the feed

decreases as the demand decreases. If the operational costs were a function of the quantity of

cargo delivered as well, this would have been more clear. We are only looking at the trans-

portation costs, and since we are visiting the same total number of farms in each scenario, the

minimum total number of visits is always the same. Because of this, it is easier to directly

compare the different approaches, as it shows us exactly which method that are able to create

the cheapest routing of the same system with the same total demand. Based on this we will

now select one of the methods for further evaluation of the current fleet configuration.

We are left with three distinctively different methods, where each one is using a characteristic

of its own to reduce the problem size and complexity to about the same level, making them

comparable. The contamination regions method stands out as it has a lot shorter calculation

time than the two others, and hence may be too simplistic. This is amplified by the fact that

Marine Harvest only have farms inside nine of the eleven regions, causing the clustering to

be even more coarse. In some cases, the cluster demands become so large that a solution is

not possible to produce. The method is also the most expensive in the medium demand case,

and close to the most expensive in the low demand scenario. Overall, the approach does not

seem suitable for our investigation, and further processing should be applied to the clustering

technique before it is applicable to Marine Harvest’s specific system. One way of doing this

could be to divide each of the regions in two parts, and specify a compatibility between these

pairs. This may be an important study if the contamination zones are introduced in the future.

The k-means method and the natural clustering method have a lot of similarities in all three

demand scenarios, where the largest difference is in the low demand scenario. The similarity

in the total cost is related to the small difference in cluster sizes. In the k-means method,

compatibility constrains are used in order to reduce the number of possible routes instead of

reducing the number of nodes directly. This creates less freedom in the solution space, and

possible optimal solutions may be removed. This can especially be seen in the low demand

scenario, where three charter ships must be used to serve all clusters, compared to the natural

clustering method without compatibility constraints, where only two charter ships are used.

Even though the compatibility constrains are set to reflect the distribution patterns used by

Marine Harvest today, it is possible that solutions which are more optimal for their current fleet
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exist. By restricting the sailing patterns for the ships, we remove the possibility to explore other

distribution routes, which may be more effective and cost saving. It is thus preferred to reduce

the number of clusters directly, and keep the flexibility in the sailing patterns to a maximum.

Throughout the determination of the cluster sizes, manipulation of the compatibility matrix, and

demand scenarios, the natural clustering method with 23 clusters and full compatibility proved

to be the best solution for optimizing the feed distribution in the given system. The method

produces the cheapest distribution schedule in both the high and the low demand scenario, and

was the only method with a lower cost in the low demand scenario than in the medium demand

scenario. In the medium demand scenario, the cost is almost similar to the k-means method,

but the k-means method has more clusters affecting the calculation time. The advantage of a

method with no compatibility constraints is the high number of possible routes generated for

all four ships within the desired time limit. Since there are no reduction in the solution space,

all feasible routes for all ships are considered, not removing any optimal solutions. We therefore

see the advantage of having no compatibility constrains as more valuable than increasing the

number of clusters. The natural clustering method is also based on manually determined clusters.

This gives the advantage of evaluating the cluster composition, for example clustering based on

natural sailing routes, which is not considered in the mathematical k-means method. With a

problem size of 23 clusters, the clusters are naturally located, and at the same time the model

is able to generate solutions within a practical amount of time. By changing the configuration

to 24 clusters, the increase in calculation time caused the solution to not be generated within

the hour mark. If it is desired to reduce the calculation time, decreasing the cluster sizes, or

applying compatibility constrains, can be considered. We will because of this continue with the

natural clustering method with 23 clusters included for the final evaluation of the distribution

process.

8.7.2 Evaluation of Fleet Configuration

When the best method of modeling the systems is determined, and the feed scenarios are stated,

we can start to run the final experiments. Today, Marine Harvest use their fleet of four ships all

trough the year, but is this the best possible configuration of ships? In this section we want to

investigate how different fleet configurations perform in the different scenarios, compared to the

current fleet. This includes both periods with extremely high demand, to test if the internal fleet

can handle the increased stress or if external supply must be more heavily used, and also during

low season where the fleet utilization is at its lowest. Because of the large seasonal variation of

feed consumption in Norway, a fleet that operates efficiently, and keeps the operational costs at

a minimum in multiple demand scenarios, is desired. If the number of required vessels can be

reduced, it is also possible that there are significant fixed costs savings associated.

In order to investigate whether the fleet Marine Harvest operates today is the most optimal, we

will use the clustering method selected in the previous section, along with the three demand sce-

narios as used before. The current fleet configuration will be tested against different alterations
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to evaluate the cost-savings and provide possible improvements for their distribution system. To

create applicable alternative configurations, we first make some assumptions. Today, the fleet

consists of two newer LNG-powered vessels which were built in 2014, and two smaller and older

IFO-fueled vessels. Because the two newer vessels are only three years old, we will not consider

fleet compositions where they are replaced. The two vessels are also the largest fish feed carriers

in the marked today, hence the inclusion of ships with larger capacity is assumed not possible.

The total cargo capacity of the fleet is held close to the same amount since we are serving a

fixed system. We finally also assume that there has been a development in IFO fuel-efficiency

since the two oldest ships were built. This means that new ships operating with IFO as fuel

option, are able to sail faster with the same consumption as the older IFO ships. We use the

same planning horizon as before for the demand scenarios, one week for the high and medium

demand scenarios, and four days for the low demand scenario. Four fleet alternatives, which we

see as possible modifications, will be evaluated. These are alternatives that are in compliance

with Marine Harvest’s strategy of substituting the oldest ships in near future. The alternative

fleet compositions will differ in fleet size, total cargo capacity, fuel type, and operating speed.

The first fleet alternative we want to evaluate is a fleet where the two older ships have been re-

placed by one large LNG vessel, similar to their existing LNG vessels. This gives a homogeneous

fleet of three ships as Table 12 shows.

Table 12: Fleet alternative 1.

Ship # 1 2 3

Capacity 3 000 3 000 3 000
Speed 13 13 13
Fuel LNG LNG LNG

Next, we include Marine Harvest’s current strategy of replacing one of the older vessels with a

similar, but newer and more efficient vessel. In our fleet, we have included a LNG vessel with 2

000 tonnes cargo capacity, and the same fuel specifications as the two larger LNG vessels. This

is done based on predictions of stricter environmental regulations in the near future, and we

hence see the inclusion of another LNG vessel as a good investment.

Table 13: Fleet alternative 2.

Ship # 1 2 3 4

Capacity 3 000 3 000 2 000 1 500
Speed 13 13 13 10
Fuel LNG LNG LNG IFO

We also want to look at the next possible step in the improvement process of the current fleet,

where both of the older and smaller vessels are replaced with the same LNG vessel as in the

previous fleet configuration. This means that the whole fleet is LNG powered as showed in Table

14, and even though this may not be very realistic in short term, we believe it is a case worth

investigating for the future.
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Table 14: Fleet alternative 3.

Ship # 1 2 3 4

Capacity 3 000 3 000 2 000 2 000
Speed 13 13 13 13
Fuel LNG LNG LNG LNG

The final configuration we want to investigate is the replacement of both of the smaller vessels,

this time with three smaller and more updated IFO-powered vessels. As mentioned, we assume

that these ships are state of the art, and hence can operate at a higher speed with the same

specific fuel consumption as the two older ones. This configuration is mainly included because

we believe it will add flexibility to the distribution process.

Table 15: Fleet alternative 4.

Ship # 1 2 3 4 5

Capacity 3 000 3 000 1 000 1 000 1 000
Speed 13 13 13 13 13
Fuel LNG LNG IFO IFO IFO

After the four fleet configurations are established, we proceed by investigating the distribution

performances in the different demand scenarios. The parameter we are most interested in is, as

before, the total cost of the operation. We will run all consumption cases for each configuration,

and compare them with the operational costs for the current fleet. All optimization processes

are done with the selected natural model with the farms collected in 23 clusters. All fleets

(1-4) have full compatibility to serve all of the 23 clusters generated by the natural clustering

technique. A summary of the cost-differences compared to the original distribution schedule can

be viewed in Table 16.

Table 16: Comparison of the cost between the current fleet and new fleet configurations.

Fleet Alternative 1 2 3 4

Difference cost mid + 881 $ + 454 $ + 2 372 $ + 2 532 $
Difference cost high − 155 $ − 867 $ + 1 976 $ + 2 737 $
Difference cost low + 4 118 $ − 1 749 $ − 401 $ − 2 420 $

In general, we can see that the difference in costs are both positive and negative in different

scenarios for all alternative fleets, but none of the costs differs more than about 7% from the

total cost of operating the current fleet configuration in any of the cases. It is hard to directly

compare the different fleets against each other, but the factors that should be taken into account

are total cost, flexibility, total capacity, and future applicability.

Fleet 1 has the same total cargo capacity of 9 000 tonnes as the current fleet, but one less ship.

The reduced number of ships reduces the flexibility of the system. This is especially visible in

the low demand scenario with a shorter planning period. The system has equally many farms to

serve as in the longer planning period, but a shorter time to visit them all. Since the demand is
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lowered, the number of possible routes for each ship increases, but with one less ship in the fleet,

the total number of possible routes for the whole system is reduced. This gives fewer possible

ways to construct the distribution schedule, thus reducing the flexibility of the system. With

reduced flexibility, the distribution can be more costly in scenarios with low demand as there

are less space for optimizing. The difference in operational costs in the low demand scenario

for the two different fleet configurations is over 4 000 $. The advantage of substituting the two

smaller vessels with one larger, is the increased cargo capacity on each route. Instead of having

routes visiting few clusters, and then returning to the factory more often, the larger ship can sail

fewer routes and at the same time serve the same amount of clusters as the two smaller ships.

Because the need of refilling cargo at the factory is lowered, the total sailing time without cargo

can be reduced. This effect is visible in the high demand scenario, where this fleet configuration

is cheaper to operate than the current fleet Marine Harvest are using.

Fleet 2 has 500 tonnes extra cargo capacity compared to the current fleet, and three ships running

on LNG instead of two. The 500 tonnes of extra cargo capacity seems to be advantageous in

both a low and high demand scenario compared to the original schedule. This is because it has

the same flexibility as the current fleet with four vessels, and at the same time increased cargo

capacity, making it able to serve more clusters on a single route. The reason why it has a higher

cost in the medium demand scenario comes from the fact that a LNG powered ship has a higher

operational cost. Even though the fuel price is lower than for the IFO-fuel, the specific fuel

consumption is higher, giving a higher total operational cost. It is expected that the difference

in fuel cost will be even greater in the future, which will give lower operational cost for LNG

vessels compared to IFO-fueled vessels.

Fleet 3 consists of four vessels running on LNG, with a total cargo capacity of 10 000 tonnes. This

configuration seems to be more expensive when the demand is medium or high. As mentioned

above, the specific fuel consumption is higher for LNG-ships than for IFO-ships, which may

cause the total cost of the fleet to increase. This seems to be affecting the total distribution

cost in a larger scale than the increased cargo capacity. However, this may only be the case in a

short term, as environmental restrictions are given an increased focus. Hence in a near future,

it could be more profitable to only operating more environmental friendly LNG-vessels than

only focusing on the current transportation costs. There is also a lower cost in the low demand

scenario due to the increase in flexibility. Since the number of ships used in the system is the

same, and the new ships have increased cargo capacity and operational speed, the number of

possible ways to construct the routing schedule increases. Cheaper compositions of routes may

then be created and hence reducing the total operational cost.

Fleet 4 operates with one more ship than the original fleet configuration, but has the same total

cargo capacity. Instead of replacing the smaller ships with larger ships, we here reduce the cargo

capacity of each ship, but instead increasing the flexibility by expanding the fleet size. This

is especially profitable in the low demand scenario when it is desired to be able to visit many

smaller customers in a shorter period of time. Equally negative is the effect in the high demand

scenario, where the new ships are too small to effectively distribute the cargo, meaning that the
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number of trips back to the factory is increased, and hence the total sailing time without cargo

also increases. This causes the total costs to be higher than for the other configurations.

When comparing the possible new fleet configurations, it is clear that they all have advantages

and disadvantages. There are multiple factors to take into consideration and analyze, but our

main focus in this paper has been on cost-reduction. Based on the fleet configurations evaluated

here, only one fleet configuration comes out as less costly in two of the scenarios than the

current fleet composition. Even though it is more costly in the medium demand scenario, not

by much, the overall cost-change in all scenarios combined is negative. By replacing one small,

old, and slow ship with a newer, faster, and larger ship, significant cost savings can be achieved.

Interestingly, this is also the same alteration as Marine Harvest are currently discussing. This

shows that our tool may be applicable for actual evaluations, as their strategy matches our

result.

We also believe that fleet 3 should be considered as an alteration of the fleet. At some point

in the future, the other old vessel needs to be replaced with a new and more modern vessel.

With the increasing focus on emission regulations, a fleet only consisting of LNG fueled vessels

would be a good option for both the future, and also for certain scenarios today compared with

the current fleet. In addition, the industry is growing, and Marine Harvest will probably also

expand, meaning that they will need increased cargo distribution capacity in the future. On

a short-term basis however, we consider fleet configuration 4 as a better solution. This is due

to the high CAPEX related to investing in a new vessel, the current fuel prices, and current

emission regulations, but fleet 3 should definitely be considered as an option on a long-term

basis.
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9 Discussion

Even though the structure of the fish feed distribution network appears simple, the size of

the problem, combined with variations in feed consumption, and uncertainties in the delivery

schedules, makes the system complex. In order to be able to model and optimize the problem, a

lot of simplifications and assumptions are made throughout this paper, and including too many

may cause the model to not represent the real world as accurate as desired. In addition, there

are also direct sources of errors included in the calculations, affecting our results. However, in

some cases these actions are necessary to be able to model the real world, and to get a problem

structure that is solvable.

A major part of the inaccuracy in the modeling comes from simplifying the reality into simpler,

solvable parameters and variables. One of these simplifications that is drastically different from

the real world, is that the inclusion of several types of feed is neglected. In reality, multiple

types are distributed to the different farms, and in some cases different types are demanded by

the same customer. Because the inclusion of multiple products increases the problem size by

adding several variables, one feed type is assumed. If multiple cargoes were to be distributed,

both the model and the results would have been distinctively different. When a single product is

transported, the full storage capacity of a ship can be used for the product, instead of multiple

compartments. The quantities delivered would also have differed in the calculations, if multiple

products were introduced, causing the distribution schedule to be changed. For a tool like ours

to work, we see this specific simplification as absolutely necessary to be able to get results as

quickly as desired.

We have also simplified some aspects of the reality when generating the possible routes. The

biggest alteration to how the distribution is done in practice, is the inclusion of only partial split

deliveries. Instead of full freedom to deliver any amount of cargo during a visit, we restrict our

model to deliver exactly the demand of the customer, except when only having small quantities

left on-board. This is mainly done to reduce to generation time, as this tend to grow expo-

nentially with problem size. There exist models that are using split deliveries, but for a route

generation algorithm, with a large number of customer nodes as in this system, the number of

possible routes simply becomes too large to include full freedom. We could also have included

time-windows for when the cargo is allowed to be delivered to reduce the solution space, but

since most farms can receive feed at any time, we assumed this feature for all farms.

Another important aspect that is not in coherence with the reality, is the way the routes are

starting and ending. We assume that all ships are located at the factory at the start of the

planning period, which would never be the case in the real world. This problem is amplified

if a vessel finishes its planned work in a shorter time than the length of the planning period,

causing the ship to be stationary at the factory until the end of the period. In reality, Marine

Harvest’s factory only has the capacity to hold and load two ships at the same time. In order

to simplify the model, we have assumed that the factory is able to load an infinite number of

ships at the same time. This is mainly a problem in the beginning of the period, as all ships
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are starting from the factory. If all ships would have been at the factory at the same time,

as is possible in the model, the ships would have to wait in order to be loaded, which would

reduce the distribution efficiency. In a future improvement of the model, a start location of each

vessel should be included to deal with this problem. Since the tool is only meant for decision

support, the utilization of the planning period could be assigned manually to remove the effects

of stationary vessels. The same goes for the utilization of each ship’s capacity. If there are

available cargo capacity on any routes, additional feed can manually be assigned. We see this

as a sufficient approach since the focus has been on optimal routing for the fleet.

Also, we have not considered the capacity of the production facilities in this paper. Since Marine

Harvest is a fully vertically integrated company, inventory management planning is important

as well. Some of the results discovered in this paper showed that sometimes the inclusion of

external deliveries is advantageous. If we had considered production levels combined with the

distribution problem, we could have experienced results where external orders would have been

necessary in a greater extend in certain periods. This applies especially for the high demand

scenarios discussed in this thesis, where it is possible that the current production facilities would

not have the capacity to produce or store the large amount of feed needed. By evaluating the

inventory management planning in our model, the structure would be very different and far more

complex. It would have to include several additional factors, making the model much harder to

solve. Because of a more complex structure than for the VRP, it would not have been possible to

use the route generation heuristic used in this thesis. Another solution method would therefore

have had to be used, which would require more calculation time. This would make it unusable

for the operational stage, as we desire. Because of the motive of having a low calculation time,

a VRP model formulation was necessary, even though a IRP formulation would represent the

system in a better way.

When it comes to the cost calculation for each route, we have chosen to simplify it to only

depend on distance, fuel prices and fuel consumption. Even though we are using real values for

these parameters, they are actually variables that are constantly changing. The estimations are

also not 100 % correct since the operational cost in reality depends on more factors, but the

calculations are done in the same way for all methods, making them directly comparable for

what we wanted to investigate. The same goes for calculating the cost of external deliveries.

This is done solely depending on the number of customers to be served, and not the quantity

of cargo to be delivered. In the real world, the external fodder price would have affected which

farms that should be excluded from the internal distribution, and the amount of feed delivered

externally should thus be a part of the optimization. As for the operational costs, the calculation

is done in the same way for all methods, causing the optimization to only focus on the routing,

which is what we wanted.

To be able to actually run a model, a planning horizon had to be chosen. This was determined

based on a compromise between the real length of a planning period, and the desire to look

at short enough periods to be able to treat variables as constants. With a planning horizon of

one week, the assumption of constant feed consumption throughout the planning period can be
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seen as a credible assumption. This is because in the real system, feed orders must be placed

at least two weeks before the delivery date. The day-to-day variation in feed consumption is

normally leveled out with the use of a safety stock at the farms. By including this, it can reduce

the impact of unforeseen events which are affecting the distribution system. In addition, using

a time-continuous model contributes to reduce the calculation time as demonstrated by Agra

et al. (2013). This is why we have focused on a short calculation time, so that the model can be

re-run once parameters are changing and then be able to re-optimize the current delivery plan.

As mentioned repetitively throughout the paper, reduction regarding the share size of the prob-

lem is also needed. By clustering farms together, the number of nodes is drastically reduced,

which lower the calculation time to an acceptable value. To be able to evaluate the use if clus-

ters in general, we should have compared the results with actual routing schedules used today.

Sadly, this information is confidential and we hence do not have the necessary data material to

discuss the exactness of our approach. However, we have tried to cluster the farms in the most

realistic way possible. The location of all farms is publicly available, and in most cases they

are placed out in a way that makes it reasonable to assume that if one is visited, the inclusion

of the nearby farms on the same route is logical. The main problem with the use of clusters

is that the routing inside each cluster is not optimized, but rather estimated in an inaccurate

way. The larger the clusters are created, the worse the model represents the real world system.

Larger clusters also amplify the problem of distance estimations between clusters. When the

clusters include a larger number of farms, the center is representing the actual farm locations

less accurate since the farms are more spread out. It is clear to us that when using clusters as

problem reduction technique, it all comes down to the compromise between problem size and

desired calculation time when modelling the system. In our case, the limit was found to be 23

customers.

In addition, all distances in the model are estimations based on commercial programs, and the

method of calculating the distance matrix includes several sources of error. Since the farms

are located among several islands and in narrow fjords, the distance calculations are difficult

and often incorrect. One source of error is the routing performed by Searoutes.com (2017). As

Figure 25 shows, some routes may not be feasible as it crosses land, and the calculated distance

is thus not correct, most often too short. This can also cause the route generator to choose a

route that does not exists in the real world, which gives an optimal routing schedule that are

based on shorter distances than reality. In worst case, the time usage of the infeasible routing

exceeds the available time, causing the whole routing solution to be a non-excising solution.
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Figure 25: Example of error with routes generated by Searoutes.com (2017).

Even though we are aware of this problem, we do not see it as a critical simplification to include.

The estimations are in most cases good approximations, and if the tool were to be implemented,

the planning manager would have access to exact values for all distances in the system. This

could then easily be implemented for the desired system configuration, and a fully feasible input

file could be created.

Also, when we are calculating the internal sailing time for visiting a cluster, we are forced

to simplify the calculations. In reality, the time spent in each cluster is based on the sailing

distance along the distribution route within the cluster, various speed of the vessel, and time

spent unloading feed at each location. The process of accurately calculate the time spent in a

cluster is both difficult and time-consuming, and many simplifications are thus made. Preferably,

individual routing optimization should be performed for each cluster to determine the optimal

routing pattern within the cluster. Because this is affected by the demand of each farm, the

routing may not be the same in each scenario. This internal pattern must then had to be

determined whenever new information is provided, which will lead to a drastic increase in the

total calculation time. Since it is desired to keep the calculation time at a minimum, we have

assumed a sailing distance based on the total distance from each farm in the cluster, to the cluster

center. This does not by any means minimize the sailing distance, and our time estimate is hence

on the conservative side. This means that the contribution to the total cost of each route is also

an over-estimation. An example of this effect can be seen by comparing the clustering method

based on the contamination zones and natural clustering method, with 11 and 23 clusters. Even

though the total number of farms and total demand is equal, there is a major difference in total

costs, as the total internal distance for each cluster is different for the clustering techniques and

cluster sizes.
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The contribution to the internal service time from the offloading process in each cluster is on the

other hand an under-estimation. The time should be dependent of the amount of feed actually

delivered to the cluster, but the route generation method needs the internal sailing time before

generating all possible routes. Because of this, the contribution from unloading time is not a

function of delivered feed, but rather a function of the amount of cargo demanded. Since the

ordered amount of feed is always the same or less, as the amount delivered, the unloading time

calculated is an under-estimation of the reality. The pre-defined unloading rate will also in the

real world not be constant as we treat it, but rather heavily dependent on weather conditions and

other uncontrollable factors, causing the process to be even more under-estimated. Regardless

of this, the implication-effect of these simplifications is small because of the short time spent

unloading compared to the total time spent on the rest of the route.

Overall, there has been lot of focus on keeping the computation time low during the process of

making this paper. It is possible that other system configurations and dimensions should have

been considered if the calculations were run on a more powerful computer. This could have

lowered the generation time compared to the experiments we have been running, and hence

could have increased the size of the solvable solution space within practical time limits. If the

improvements were significant, other time periods could have been considered and compared

for finding the best way of modelling the system. This could also have been used for the low

demand scenario where we have shortened the planning horizon, and we could possibly have

found a solution where the need of external supply are not be needed. However, the reduction

in planning period for two of the methods in the low scenario provides valuable information to

how the system reacts to a shortened period. Also, the solution time for finding optimal routing

schedules could decrease, meaning that we possibly could have optimized larger systems. This

is especially applicable for higher planning levels, as these decisions normally are determined

based on longer, and more copious calculation times than the operational planning level we are

considering.

Today, some of Marine Harvests fish farms are supplied externally, but a part of their strategy

is to be fully independent of external suppliers. From the results for the different scenarios this

strategy may not be economically beneficial, but these extreme scenarios will seldom occur, and

during this extraordinary period the inclusion of charter ships is therefore considered smart.

This especially applies to the farms located furthest north and south. These particular farms

are so far from the factory that it is seldom wise to include them in the internal schedule.

Even though our calculations, for both operational costs and external costs, are done in a

simplistic way and may not represent the actual costs in a sufficient way, deliveries to these

farms are such a large cost contributor that special planning should be considered. Farms as

remote as these farms should regardless of this be given extra attention since they affect the

optimization process in a large extent. By comparing the inclusion in the internal schedules with

fixed contracted deliveries, more certainty can be achieved to what should be done. Another

possibility is mentioned in Section 3.5, where we discuss the inclusion of multiple depots along

the coast for temporary storage closer to farm locations. This would be especially applicable

to the remote farms furthest north and south, where a single optimized vessel could serve the
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small number of farms from the depot alone. This would increase the possibility to optimize the

system, as the inclusion of remote farms uses a lot of the available time, and hence removing

them would increase the freedom of the system. This can easily be included in the current

model by treating the depot as a customer node, and include the deliveries to this location to

the routing schedule and reduce the time usage at the node.

When evaluating possible alterations to Marine Harvest’s current distribution fleet, the same

fuel prices are assumed in all fleet configuration. The optimization model only considers the best

possible fleet configuration with constant fuel costs and consumption. Since the cost-function

of using LNG fuel are higher than for IFO, IFO-driven vessels are preferred in the model. Even

though IFO vessels are preferred in the model, it may not be the best solution for the future. It is

an international effort to reduce emissions worldwide, and because LNG is a more environmental

friendly alternative, a fleet consisting of LNG driven vessels may be a better solution in the near

future. These are considerations which should be taken into account, in addition to the cost-

reduction when evaluating different fleet alternatives.

Also when comparing the fleet configurations in the different scenarios, the different lengths

of the planning periods causes the results to not be directly comparable. Some compositions

may be able to meet the demand in the short time, while some are dependent of charter ships,

and hence the total cost of the distribution is higher. However, there may exists solutions that

would have a lower total cost if the planning horizon were extended, meaning that some of the

compositions that are cheaper when we compare them, actually are more expensive in a longer

planning period and hence not necessarily the best.
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10 Conclusion

To help Marine Harvest remain a competitive and efficient business in an industry in rapid

growth, an automatic and practical approach for minimizing operational costs for their fish

feed distribution is proposed. Today, no practical tools exist for helping with this planning.

In addition to minimize the operational costs, the focus has been on creating an optimization

model reflecting the real world within a short calculation time to be able to replace long and

unpractical planning methods applied in the business today. Because of the large problem size,

many simplifications are applied to the model created, and the model should therefore only

be used as an operational planning tool. It should ideally be rerun once new information is

available, and could thereby support weekly or even daily decisions on delivery planning.

When we have modeled the reality, there has been a constant focus on the trade-off between the

solution quality and calculation time. We first focused on the calculated time, and when this was

at the desired level, we then evaluated the exactness of the solutions. When using the determined

system dimensions, the model was able to recreate the reality in the way that the cost naturally

decreased with lowered demand, even though the operational cost is not a direct function of

the demand quantity. Even though values for variables such as demand, sailing-distances, and

production capacity are estimated, we were still able to recreate the main characteristics of the

distribution process as all farms were visited once or twice during a one week period. Ship and

time-utilization were in general high, and the slack can easily be improved manually. With exact

values for the estimated parameters, the model will be even closer to the reality.

The model is also able to generate results in the desired short amount of time, meaning that

the desire of reducing the time used for planning today is met. Since the planners are using

several hours each day to manually assign ships to routes, the total time of creating the input

file and for the model to create a solution should be significantly lower. With a calculation time

of less than 10 minutes, there are a lot of slack left for creating the system input-file for different

configurations, and still be more efficient than the current planning process.

The computational study showed us that there were significant differences between the three

clustering methods tested. The operational costs calculated with the k-means approach and the

natural clustering approach first seemed to similar, but for more extreme demand cases the full

freedom of the unconstrained natural method proved to produce more optimal routing sched-

ules. Since the k-means approach with compatibility constraints represents how the distribution

is performed today, the associated cost-savings with the full freedom modeling show signs of

possible improvements of the routing done today. The difference in costs were not substantial in

a medium or a low demand scenario, but over 5 000 $, or 12.5 %, less costly in a high demand

scenario performed with the same fleet. Because the distribution system evaluated in this thesis

is affected by large seasonal variations, full freedom for the ships should be introduced in order

to reduce the operational costs.
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When finally using the determined model for evaluating the current fleet, we discovered that by

replacing one of the older and smaller vessels with a new and larger, costs can be reduced in

both high and low demand scenarios, which is also in compliance with Marine Harvest’s strategy.

The increased capacity with a new and larger vessel will also be beneficial for the company if

they are to expand at the same rate as the rapidly growing aquaculture industry in Norway.
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11 Further Work

Tools for optimizing the distribution of fish feed along a complex coastline does not exists at

the moment, and the work presented in this paper are, because of this, heavily dependent of

simplifications of the reality. In future work, a study of the inclusion of more realistic versions

of the simplified aspects should be done. By investigating the individual effects of adding new

constraints with regard to calculation time, a compromise reflecting the reality more accurately

than the presented model can be found. This especially applies to the principles of multiple

cargo types, split deliveries, and production limitations. For the tool to work in the current

market, the option of time-windows should also be included in a future model because some of

the farms are still not able to receive cargo at all times.

Further alterations should also be investigated to prevent the ships of returning to the factory

at the end of the planning period. This reduces the optimality of the routing schedule, as ships

may be stationary at the factory until the end of the planning period. An improvement of the

model should thus include the possibility for a ship to start and end their route at any given

node. This means that a new planning period can start whenever all vessels have completed

their current route. The challenge of including this aspect is both concerned the programming

and the increase in the solution space, leading to a higher calculation time.

Disregarding the possible improvements of the model formulation, the current model could also

be used for better optimizing the system. Instead of only looking at the routing between clusters,

multiple models could be created for each of the clusters. By doing this, an optimal schedule

could be produced for when a vessel visited a specific cluster to determine the sailing pattern

inside the cluster. If the model were first used on a more powerful computer in the tactical

planning level to determine the best number of clusters to include, this would have been even

more applicable. A more accurate estimation of the time used on each route could then be

obtained.

An extensive study should also be performed regarding other ways to model the system configu-

ration. We have determined that in most cases some of the farms can be considered as outliers,

and hence should be served externally. If the optimization process were run without these farms

included in the system, another routing schedule could have been generated. Another possibility

that our method is able to investigate, is the inclusion of depots instead of the outlier farms.

By replacing the location of the farms with the location of a possible depot, the delivery to

the cluster could be including in the routing plan instead. By then creating a separate model

for the distribution from these depots to the farms it is representing in the other model, the

two different results combined could more accurate represent the real cost of serving all farms

internally.

89



In the evaluation of different clustering methods, the regional method based on the contamina-

tion zones proved to be too coarse when including it unmodified. Since there are an increased

focus on contamination of lice-diseases, and the possibility of a system configuration like this

to be introduced is rather high, a future study how to implement this clustering method in

the tool should be conducted. This could be accomplished by splitting each of the zones into

smaller clusters, and introduce compatibility between the customers inside the zone, but not for

connecting these farms with farms in other zones. This approach could also benefit of the use

of multiple depots for temporary storage of feed, where each region-center serves as a depot for

the distribution process inside the zone.

When it comes to the evaluation of Marine Harvest’s current fleet size, a more extensive evalu-

ation can be done. We have in this thesis only considered fleet configurations for their current

distribution system, but the model could also be used as an evaluation-tool for a predicted ex-

pansion. Since the industry is growing, it is natural to believe that Marine Harvest also will

increase the production volume, and hence the need for a larger fleet of vessels for distribut-

ing feed is probable. Also, the industry is expanding its area of operation to include offshore

farming. This could imply that larger ships than the ones currently being used also should be

considered in a future study.
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A Explanation of Attached Files

Below is an explanation of the different folders and files attached to the delivery of this thesis.

1. Input files folder

(a) Input file for test system 1.

(b) Input file for test system 2.

(c) Folder with input files for all systems discussed in Section 8.4, Determination of

Cluster Sizes.

(d) Folder with input files for all systems discussed in Section 8.5, Manipulation of Com-

patibility Matrix.

(e) Folder with input files for all systems discussed in Section 8.6, Consumption Scenarios.

(f) Folder with input files for all systems discussed in Section 8.7.2, Evaluation of Fleet

Size.

2. Route generation folder

(a) Generated routes for test system 1.

(b) Generated routes for test system 2.

(c) Folder with generated routes for all systems discussed in Section 8.4, Determination

of Cluster Sizes.

(d) Folder with generated routes for all systems discussed in Section 8.5, Manipulation

of Compatibility Matrix.

(e) Folder with generated routes for all systems discussed in Section 8.6, Consumption

Scenarios.

(f) Folder with generated routes for all systems discussed in Section 8.7.2, Evaluation of

Fleet Size.

3. MATLAB files folder

(a) Script used for calculating parameters and generating clustering using the k-means

method.

(b) Script used for calculating parameters and generating clustering using the natural

selection method.

(c) Script used for calculating sailing distances between cluster centers.

4. Route generator model

Java file delivered by Inge Norstad, SINTEF Ocean.

5. 5.Optimization model

Xpress optimization model written in Mosel language.
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B List of Marine Harvest’s Farm Locations
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C Final Mathematical Model Formulation

min
∑
v∈V

∑
r∈Rv

Cvrxvr +
∑
e∈E

∑
i∈N

Ce
ieyie (C.1)

∑
v∈V

∑
r∈Rv

Aivrxvr +
∑
e∈E

yie ≥ Si, i ∈ N (C.2)

∑
r∈R

Tvrxvr ≤ T, v ∈ V (C.3)

∑
i∈N

Diyie ≤ Qe, e ∈ E (C.4)

∑
i∈N

Diyie ≤ 1, e ∈ E (C.5)

∑
v∈V

∑
r∈Rv

Fivrxvr +
∑
e∈E

Diyie ≤ Qi i ∈ N (C.6)

∑
v∈V

∑
r∈Rv

Fivrxvr +
∑
e∈E

Diyie ≥ Di i ∈ N (C.7)

∑
r∈R

xvr ≤ n, v ∈ V (C.8)

∑
r∈R

xvr ≤Mwv, v ∈ V (C.9)

∑
v∈V

wv ≤ m (C.10)

xvr ∈ {0, 1} v ∈ V, r ∈ Rv (C.11)

yie ∈ {0, 1} i ∈ N, e ∈ E (C.12)

wv ∈ {0, 1}, v ∈ V (C.13)
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D Optimization Outputs

D.1 Medium Demand Results

Regional Method
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Natural Method
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K-means Method
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D.2 High Demand Results

* High demand results for regional method does not exist

Natural Method
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K-means Method
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D.3 Low Demand Results

Regional Method
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Natural Method
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K-means Method
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E Problem Description Form
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Background 

 

The production and value of fish farming in Norway has never been larger than it is today. Salmon 

farming accounts for 95\% of the total industry, and the industry is also in rapid growth and it is expected 

to keep growing.  Among the biggest expenses in fish farming are costs associated with fish feed, which 

accounts for approximately half of the salmon production cost. To be able to keep the growing industry as 

profitable as possible, the importance of efficient scheduling and planning for the distribution of this large 

cost-contributor cannot be underestimated. 

 

The problem we are facing in this thesis is motivated by a real logistics problem that Marine Harvest is 

currently dealing with. The system they are serving are both large and complex, and hence the distribution 

planning is both an uncertain and time-consuming process. They have seen problems in how the planning 

process is performed today, as everything is done manually in large spreadsheets and is extensively based 

on experience. To stay competitive, and to more efficiently plan the routing for minimizing operational 

costs, a more automated process is desired. 

 

Objective 

 

The overall objective of this paper is to develop a tool that can be used for minimizing the operational 

costs for the fish feed distribution process, while at the same time meeting all requirements and demands 

of the system at all times. Only operational costs are considered, since fixed costs related to ships are not 

affected by the decisions to be made. The final model should help the distribution planner to reduce 

operation costs in the feed distribution, and also reduce the time used for planning the routing of the fleet. 

The tool should also be created in a way that it can be used for comparing different fleet configurations for 

evaluating the best way to distribute cargo in different systems. 

 

Tasks 

We have covered the following main tasks in the thesis: 

 

a. Review state of art within transportation problems. 

b. Describe the challenges of producing transportation plans for distribution of fish feed from factory to 

a large number of fish farms, and why this is a complicated process to optimize. 

c. Explore possible ways to reduce the problem size and complexity. 

d. Investigate possible models in different scenarios to determine the best way to create most optimal 

routes for a fixed fleet of ships to meet all requirements and demands in the system. 

e. Test if the current fleet used in the system is the optimal fleet for performing the distribution 
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