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Figure 6.20: If we compare a stationary Gaussian distributed disk of rainfall, to one
with a uniform distribution, we obtain different hydrographs. The intensity in the
affected cells will change the shapes of the hydrographs.

Obviously the impact in a city will be larger than in our landscape, as the
dimensions of infrastructure can not compete with the dimensions of rivers in the
landscape. There are also much more permeable surfaces in the terrain, and more
vegetation, but we have not accounted for this yet, as we view our landscape as
impermeable.

The rainfall-runoff model that we have developed in this Master’s thesis can be
very useful when paired with data from weather forecasts, as it lets us predict future
river discharge. If the river has an upper limit to how much water it can handle
(before it floods), we can check if this threshold will be surpassed by the discharge
from the forecasted rainfall.



97 Conclusion and future work

7 Conclusion and futurework
A rainfall-runoff model has been developed to provide runoff estimates for fore-
casted precipitation. The model can be used to predict floods in rivers that present
a danger to human lives, buildings or infrastructure.

To delineate the river’s watershed, an algorithm for automatic delineation of
watersheds has been outlined, in which flow directions are calculated using the
D8 Algorithm. By storing upslope and downslope neighbors for each cell, we can
delineate the watershed of any location in a digital elevation model. Based on the
same flow information, we can also calculate the flow accumulation in the area, in
which areas of large flow accumulation show rivers, lakes, dams etc.

A distributed rainfall-runoff model has been developed to exploit the steady
increase of computation power, high quality remote satellite data, and accurate
weather forecasts. It is based on a distributed version of the time-area method,
which traditionally divides the watershed into large areas of approximately equal
travel time. We do this on a much finer scale, using cells the size of our DEM’s
resolution. To estimate the velocity field, we simulate flow as creeping flow, and
obtain travel times by solving the so-called time-of-flight equation. The hardest
part was to obtain travel times for all cells; the conversion from eight possible flow
directions to four, and the trap cell optimization, resulted in entire regions without
valid travel times. After careful examination, we observed several special cases
we had to deal with. Our implemented framework also allows for heterogeneous
properties to be included in the velocity field.

Usually all rainfall-runoff models must be calibrated before reliable runoff
estimates can be provided. This is outside the scope in this thesis, and because the
heterogeneous properties are a part of this calibration, our velocity field is only
based on topography. We want our model to be capable of predicting runoff for
gauged and ungauged watersheds, alike, given a calibration based on historical
input-output data from a gauged watershed. Because the model has the potential to
account for all heterogeneous properties (which represent physical parameters), it
only needs to be calibrated once.

To test our rainfall-runoff model we use synthetic rainfalls in our watershed.
The hydrograph response is then studied, and we look at both stationary and dy-
namic rainfalls. We compare durations, intensities, directions, shapes and speeds.
To decrease running time for hydrograph calculations, we only compute the pre-
cipitation’s affected cells every ∆t seconds. To optimize, we choose the largest ∆t,
which qualitatively gives the same hydrograph based on some requirements. This
optimization works well, but the faster the storm moves, the lower we must set ∆t.
One example is a 10 km wide storm front that moves at a speed of 1 m/s, for which
we can use a ∆t of 480 seconds. If we increase the speed to 5.6 m/s, our chosen ∆t
decreases to 240 seconds.
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A simplification we have done, is to let all precipitation become runoff, which
means the hydrograph shows all newly fallen precipitation. The rainfall-runoff
model works well, given its limitations; it enables us to estimate the discharge for a
river, given a forecasted rainfall, which is a major part of flood predictions.

Future work
Now that we have developed a framework for a distributed rainfall-runoff model,
there are many improvements, possible expansions and opportunities. We will
mention some of the ideas we have for the model.

The equation we used to create our velocity field, Equation (4.8), made it possible
to include heterogeneous properties to adjust the velocity field based on local
variations in the landscape. Examples of this include type of soil, vegetation, snow
cover etc. If these effects are included, the permeability κ is changed. New flow
directions can be calculated on the basis of this, so that both the velocity field’s
magnitudes and directions are changed. The permeability κ can be continuously
expanded to account for more and more effects, which will improve the travel time
estimates.

Because we consider our flow as creeping flow, our approximation of speed
in rivers is not a good model, as the speed tend to be higher in these regions.
Instead, a combination of shallow water equations for rivers (e.g., cells where flow
accumulation is large), and porous media flow elsewhere, is an alternative which
could have offered more accurate travel time estimates.

A simple model where we allow storage of water in the terrain can be imple-
mented. This means varying elevations of lakes, dams and ponds. An improved
model for inflow and outflow of these water accumulations would also be needed.

Something we did not focus much on in this thesis, was the comparison of our
flow accumulation plots to river maps. It is suspected that the artifacts of the D8
Algorithm gives some mismatching, but overall a good fit. A comparison of these
could be interesting to look more into.
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A Data set and tools
A.1 The data set
To automatically delineate watersheds, we have used high resolution elevation
data in a raster format. The topographic surface of the terrain is represented by a
two-dimensional grid, where each grid point is assigned the measured elevation of
the topography. In this work the resolution of the grid is 10 x 10 meters, and the
accuracy of the elevataion data is ±5 m1.

The Norwegian Mapping Authority (NMA) has made DEM data for all of Norway
publically available. The landscape has been divided into zones that cover 50 x
50 km, and each of the zones have some overlap to the adjacent zones. Figure A.1
shows the zones for the southern part of Norway. We have used a 40 x 40 km section
of the zone with the blue color2. The area surrounds the large lake Tyrifjorden,
which is located to the northwest of Oslo.

The chosen grid resolution of 10 x 10 meters should be sufficient to obtain an
accurate delineation of the watersheds in the area. A resolution of 1 x 1 meters
is available, but the gain in accuracy would probably not make the substantial
additional computation cost worth it, as it would increase the size of the grid from
4000 x 4000 to 40 000 x 40 000.

A.2 Languages and packages used
Our work can be divided into two parts. In the first part we make the landscape
depressionless, and calculate the watersheds and the flow accumulation for the
landscape. In the second part we use the watershed we obtain to estimate the
travel times from each cell in the watershed to the outlet. We use this to create
hydrographs for different precipitation scenarios.

In the first part we primarily rely on Python3, which is a high-level language
that is well suited for scientific programming. Because there are many packages
available, and since it is open-source, it is a good choice for the implementation
of the algorithm. Numpy4 has been used in the manipulations and calculations
performed using one- or multidimensional arrays. When the matrices were sparse,
the Scipy5 library was useful. In the problems that could be solved using graph

1In the metadata for our dataset, NMA states that the accuracy for the elevations will vary for
different areas, depending on the availability of data. In some areas the accuracy is ±2−3 m, while
other areas have an accuracy of ±4− 6 m.

2The DEM from NMA is called ’Digital terrengmodell 10 m, UTM 33’.
3We used Python 2.7 [22].
4Numpy can be downloaded from http://www.numpy.org/.
5Scipy is a collection of open-source software that can be found at https://www.scipy.org/.

http://www.numpy.org/
https://www.scipy.org/


Languages and packages used 100

Figure A.1: The different sections in the DEM data of Norway. The Tyrifjorden
landscape is a section of the blue area.

algorithms, NetworkX6 worked well given that the number of vertices was not
too large7. To test the implemented methods, the tool Pytest8 was used. The
implemented algorithm turned out to be very suitable for unit testing, which made
it a lot easier to rewrite and improve code.

To calculate the hydrographs and the travel time, we use Matlab R2016a9. Unfor-
tunately Matlab is not open-source as the other software we have mentioned, but is
very popular among scientists and engineers. Matlab is paired with the open-source
Matlab Reservoir Simulation Toolbox (MRST) [21] used primarily for oil reservoir
simulations. It should be noted that at least parts of MRST is also available in
Octave, but we have not tested this ourselves.

6The graph package is available at https://networkx.github.io/.
7It worked well for around 100 000 cells, but did not work if all 16 000 000 cells were used as

vertices.
8The pytest testing tool can be found at http://doc.pytest.org/.
9The documentation is found at: https://www.mathworks.com/help/matlab/

https://networkx.github.io/
http://doc.pytest.org/
https://www.mathworks.com/help/matlab/
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B Drawbacks with the D8Algorithm
There are a plethora of choices for flow determination algorithms, and they all have
some disadvantages. Here we will outline some of the disadvantages with the one
that we have implemented — the D8 Algorithm.

Because of the limited number of flow directions from a cell in the D8 Algorithm,
the pathways in the drainage network tend to flow in parallel lines along directions
that are multiples of 45° [10]. In Figure 6.3 the plots visualize this effect quite well,
especially the right figure. We will now show a worst-case scenario of this effect in
Example 30, where water flows on an angled plane.

Example 30. In this example we will show how the performance of the D8 Algo-
rithm is dependent on grid orienation. We will compare two tilted planes repre-
sented by grids with different orientations. The actual flow direction is 22.5° east of
the southern direction, which is indicated by blue arrows in in Figure B.1.

The two grid orientations we will compare are one where the grid is aligned with
the direction of steepest descent (right figure), and one where the grid is shifted
22.5° away from the direction of steepest descent. In both cases, the chosen flow
direction should ideally be parallel to the actual flow direction of the plane for every
point on the grid. We will see that a combination of a low number of acceptable
flow directions and bad luck with the grid orientation1 can produce a worst-case
scenario where the flow direction is consistently off by 22.5°.

We will start In both cases we will look at the flow from location a. If we examine
the left figure first, we see that the direction of steepest descent will be none of the
eight directions. In fact, the slope is the same to both b and g. Because the method
is deterministic, one of the two alternatives are chosen in all similar cases. If we
assume the southern direction is chosen, the water flows to b. From b, the same
choice has to be made, which results in flow to c. After the flow has visited both d,
it stops in e. The error is quite significant after only four steps. If the grid is aligned
with the direction of steepest descent, as shown in the right figure in Figure B.1,
there will be no error, and it makes the correct choice in every step.

Parallel lines are a problem for most algorithms with a discrete set of directions,
but the effect is less pronounced for rugged terrain.

B.1 Difference betweenD8 andD4
The time-of-flight solver in MRST uses a finite volume scheme which considers flow
over the four faces of the cell. This means that diagonal flow can be represented as

1The difference in two computational results, which is caused by differences in grid orientation, is
called grid orientation effects.
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Figure B.1: A tilted plane with a steepest descent in a direction 22.5° east of south
(indicated by blue arrows). The left figure shows the worst-case scenario for the D8
Algorithm. The flow starts in a, and because the slope is the same to both b and g
(orange arrows), it is the same which one is chosen. However, because the algorithm
is deterministic, the same direction will be chosen every time (south or southeast).
No matter if the flow moves south or southeast, the flow direction will be off by
22.5°, which over time accumulates to a large error. In the right figure the grid
orienation is changed, which yields no error with the D8 Algorithm. The example
shows that if you are unlucky with the grid orientation, the error can potentially get
quite big.

flow to the two faces that are adjacent to the diagonal. To remedy this, one idea is to
use the D4 Algorithm, which uses only four flow directions in the calculations of
the watershed. Unfortunately, this is not a good solution either, as the watersheds
the D4 Algorithm yields do not look very realistic. This is because the D4 Algorithm
only allows flow in the cardinal directions, which handles diagonal flow poorly. So
even though the D8 Algorithm is far from perfect, the alternative is worse. This
can be seen in Figure B.2, which shows the watershed of the cell colored black. The
green dots show the intersection between the two algorithms, whereas the blue dots
are the cells only present in the D4 Algorithm’s watershed. Lastly, the red dots
show the cells that are exclusive to the D8 Algorithm. We see that the D8 Algorithm
delineates a more natural looking watershed.
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Figure B.2: The watershed of a cell (colored black) delineated by the D8 and the D4
Algorithm. The intersecting cells are colored green, while the cells that are exclusive
to the D4 and the D8 Algorithm are colored blue and red, respectively.
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