


5.4. Arena world scenario

5.4.2. Fully evolved creatures

The arena world is probably the most complex scenario in the test suite, however, the
observed behaviour of the fully evolved creatures does not coincide with the scenario
complexity. The established behaviour is to move in circles, hoping for the adversary to
hit one of its spikes in order to inflict damage. Two of the four evolved NEAT creatures
have no means for receiving sensory data, because they lack the appropriate entities (fig-
ure 5.41). In spite of this simple, repetitive and non-intelligent behaviour, all behaviour
models achieve an acceptable fitness value as shown in figure 5.38.

Even though the evolved behaviour is not considered creative, the evolution of spe-
cific entities and structural configuration may be considered creative. For example, the
second fuzzy logic creature (figure 5.40) and third NEAT creature (figure 5.41) have
evolved large structures of fork and spike entities in order to reach longer and gain more
momentum in their attacks. Another example is the first CTRNN based creature (fig-
ure 5.39), which has adopted a vibrating arm with an attached spike. This vibration
increases the net traveling speed of the spike, effectively increasing its damage output.
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Figure 5.38.: Arena world scenario for the evolved creatures
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Figure 5.39.: The evolved creatures from the arena world scenario runs with CTRNN as
behaviour module.
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5.4. Arena world scenario

Fuzzy Logic

Iteration 1 Iteration 2 Iteration 3

Figure 5.40.: The evolved creatures from the arena world scenario runs with fuzzy logic
as behaviour module.

71



5. Experiments and Results

NEAT

Iteration 1 Iteration 2 Iteration 3

2

Figure 5.41.: The evolved creatures from the arena world scenario runs with NEAT as
behaviour module.
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5.5. Additional experiments

5.5. Additional experiments

In addition to the systematic experiments performed in section 5.2 through 5.4, some
independent experiments are presented in this section. These tests make up a selection
of interesting scenarios, system configurations, run-times and initial conditions that do
not naturally fit in the previous sections.

5.5.1. Nose navigation in a food world

This experiment seeks to investigate the possibility of using nose entities as a substitute
for eyes. The main difference between the two entity types are sensory range, FOV, and
the value of the returned sensor data. An eye entity reports both distance and direction
to the nearest object in view, whereas a nose only reports a value of 1 when a food
piece is inside its sensory radius. This seriously limits the amount of useful information
coming from a nose, versus an eye. Figure 5.42 shows the designed creature used in
this experiment. Five nose entities with different sensory ranges (shown in red, dashed
lines) is used. Table 5.4 contains the most relevant configuration parameters of this
experiment. See appendix section B.4 (page 98) for the full configuration file.

Figure 5.42.: Designed creature used in the nose navigation experiment.

Table 5.4.: System configuration used in the nose navigation experiment.

Parameter Value

Scenario Food world

Neural network configuration Two hidden layers: 6,6
Population size 50

Generations 2000

Elitism 0

Parent selection strategy Tournament selection
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5. Experiments and Results

The systematic nose placement in the designed creature, along with custom sensory
ranges, allows the creature to perform well in the food world. Figure 5.43 shows the
maximum fitness out of ten runs, along with standard error?. Around generation 1880,
the evolution reached a maximum average fitness of 20.2 using CTRNN, and a peak
fitness of 45.0 at generation 1802 which translates into 45 eaten food pieces. This is
far greater than the comparable food creature 3 experiment (page 48), which peaked
at 15.0. The main difference between these experiments are the number of generations,
selection strategy and the fact that the nose navigation experiment utilize nose entities
with modified sensory ranges and optimal nose placement. The nose creature is able
to eat most of the food it encounters, and handles multiple food pieces residing inside
the sensory range, which is generally something creatures struggle to handle. However,
this can only be said about the CTRNN-based creature. Using fuzzy logic, the creature
performs acceptable with a maximum average fitness of 10.6. We see that CTRNN out-
performs fuzzy logic, compared to the food creature 3 experiment where fuzzy behaviour
outperformed CTRNN. These findings suggest that CTRNN present the greatest level
of evolvability, as the other two behaviour models struggle to increase their maximum
fitness in the same manner as CTRNN.
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Figure 5.43.: Maximum fitness of the nose navigation experiment.

2The NEAT-run was only performed once due to extensive run-times, and therefore lacks error bars.
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Using NEAT-based behaviour, the evolution was not able to improve its maximum fit-
ness throughout the run. The exact reason for this is unknown. The suspicion is that
this creature requires close coordination between the different noses, i.e. the network
needs to be very interconnected. As NEAT starts out with no hidden nodes, it has a
bigger challenge in evolution than CTRNN that already starts fully connected with hid-
den layers. However, this is something that should be solved with evolution. The fact
that it does not manage to evolve a solution for this creature may suggest that there are
hidden factors yet to be revealed, which could be worth investigating in the future.

As mentioned earlier, the nose-navigation creature shows many physical similarities with
food creature 3. However, the nose-navigation creature performs better in terms of max-
imum achieved fitness. This may be explained by the change of parent selection strategy,
from fitness proportionate to tournament selection, or the deduction of elitism. In order
to investigate the change in fitness that these parameters represent, the food creature 3
experiment were re-run with tournament selection. In figure 5.44, the resulting fitness
landscapes are presented, showing that tournament selection with elitism produces the
highest fitness.
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—— Food creature 3 (Tournament selection, elitism 1)

Figure 5.44.: A re-run of the food-creature 3 experiment, using tournament selection
with/without elitism enabled. The plot shows average maximum fitness at
each generation for ten runs.
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It appears in figure 5.43 that the fitness value has not fully converged within the 2000
generations the experiment were conducted. Therefore, a new run of 10000 generations
is presented in figure 5.45. This is using the same configuration parameters as stated
in table 5.4, but for 10000 generations instead of 2000. For CTRNN, we see that the
fitness value quickly rose to about 30 before 1000 completed generations, and that the
simulation were not able to evolve beyond an average fitness of around 40. The highest
recorded fitness throughout the run was 49.0 for CTRNN, and 10.3 for fuzzy logic. It is
clear that the fuzzy behaviour module struggles to obtain a fitness level on a par with
CTRNN. Other experiments, such as food creature 3 and poison creature 3, favours the
fuzzy-based behaviour, suggesting that the scenario and creature design choices may
greatly influence the evolutionary outcome.
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Figure 5.45.: Nose-navigation experiment executed for 10000 generations.
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6.

Evaluation and Discussion

In the introduction to this master’s thesis, four goals were devised:

G1:
G2:

G3:

G4:

Evolve creative behaviour in custom agents.
Implement a system to evolve and visualise creature performance.

Study several Artificial Intelligence (AI) methods and their influence
on evolving creative behaviour.

Study how different environments and tasks affect a creature’s ability
to perform creatively.

This chapter contains evaluations around the results of the experiments and a discussion
on how well they lined up with the thesis goals. In addition to this, there will be a
discussion on the merits and the limitations of the system.

6.1. Evaluation

In this section, the results of the experiments will be evaluated in relation to the project
goals. Each world scenario of the system will be evaluated separately, using the Standard-
ised Procedure for Evaluating Creative Systems (SPECS)(Jordanous, 2013) (see section
2.5.3). Both designed- and full-runs will be considered in the evaluation. The system as
a whole will also be evaluated.

e Step 1: Identify an applicable definition of creativity:

The definition that is going to be used, is the one that was specified in section 3.1.

Creative behaviour is behaviour that results in a product that is unique or
somehow valuable to an individual or society (Maher et al., 2008).

e Step 2: Find the standards to test from the definition in step 1.

From the definition, it is possible to extract three different standards. These are:
1. Uniqueness
2. Valuable to an individual

3. Valuable to society

e Step 3: Test the system on the given standards.

For creatures in the three different scenarios, only the uniqueness standard will be
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tested. This is because there is very little intrinsic value in the difference between
a food, a poison and an arena based creature. This is instead discussed somewhat
in the system evaluation later in this section. When evaluating the entire system,
all three standards will be used.

6.1.1. Food world evaluation

Here, the fully evolved creatures clearly outperform the designed creatures when it comes
to gathering food. Considering that most of the designed creatures performed well,
this points to that the Creative Creature Behaviour (CreBe)-system is very capable of
evolving and adapting creatures to solve a given task.

In the designed creature runs, the best brain module changes from creature to creature.
However Continuous Time Recurrent Neural Network (CTRNN) seems to often get the
upper hand given enough time. In the fully evolved runs, NeuroEvolution of Augmenting
Topologies (NEAT) leads by a substantial margin. This is due to its ability to evolve
behaviour in few generations.

Evaluating with SPECS:

Uniqueness:

Almost all of the creatures evolved here utilize the same strategy in order to gather
food. They use one or more eyes to locate food, and evolve several mouths in
strategic locations in order to sweep up as much food as possible. The creatures
all display the same behaviour. When they see food, they all approach it with
varying degrees of success. In addition to this, they do not differ that much from
the designed creatures. l.e. they evolved in a predictable way. The argument
could be made, that the creatures are unique physically, as it is something we
would have never designed ourselves. However, that brings on the discussion of
where randomness ends and where creativity begins.

6.1.2. Poison world evaluation

In this scenario the fully evolved creatures perform better than the pre-designed ones
with every brain module. Looking at the results, it is clear that this is a very difficult
task for the creatures to solve, as they need to learn to rely on multiple sensors. When
the scenario is at this difficulty, the creatures’ ability to evolve their physical attributes
plays a bigger role. It appears that the pre-designed creatures were not good enough.

NEAT performs a lot better than the other two brain modules in the fully evolved
runs than in the designed creature runs. This points to that with fewer generations to

evolve behaviour, NEAT evolves faster to solve the given task.

Evaluating with SPECS:
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Uniqueness:

Given that none of the creatures really managed to solve the task at hand, it is
difficult to see the differences in their behaviour. The best performing creatures
sometimes managed to make a quick turn if they smelled a poison. Some creatures
tried a brute forcing route, where they just tried eating everything and relying on
luck to eat more food than poison. There was no creature that stood out, either
in physical appearance or behaviour. So for uniqueness, these creatures showed
none.

6.1.3. Arena world evaluation

The results for the fully evolved creatures are consistent with the results of the designed
creatures. The performance of NEAT vary a lot with each creature. It sometimes per-
forms really well, and other times gets stuck at a bit lower fitness that the two other
brain modules. CTRNN and fuzzy logic are both produce really consistent results, how-
ever on average, fuzzy logic comes out on top. This is reflected in the fully evolved
creatures results. Here, fuzzy logic clearly performs the best, while NEAT and CTRNN
are about the same somewhat lower in fitness. However, the standard error is a lot smal-
ler with CTRNN as brain module. In some cases, NEAT experiences poor evolvability
and struggles to gain evolutionary momentum. Maybe the creature behaviour problem
domain does not fit well with NEAT, but more tests and experiments have to be con-
ducted before extensive conclusions can be drawn on this matter.

Evaluating with SPECS:

Uniqueness:

As can be seen in the results of the fully evolved creatures (5.39, 5.40 and 5.41),
they are quite different from the designed creatures (5.29). Thus the results can be
called somewhat unique. However, comparing the fully evolved creatures against
each other, it can be seen that they do not differ that much. They all evolve
towards having spikes to cover as large an area as possible. On the other hand,
some of the fully evolved creatures evolve motors in order to move faster. This was
partly the idea with some of the designed creatures. From this, it can be observed
that the fully evolved creatures showed some uniqueness that separated them from
the designed creatures.

6.1.4. System evaluation

The system as a whole (CreBe) has shown in the experiment its capabilities to produce
independent agents, with different types of behaviour modules. The architectural choices
of the software enables for the implementation of multiple action-inference mechanisms
with relative ease. This also applies to the different scenarios available in the system,
where new world types with different rules can easily be implemented.
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The world scenarios presented in this thesis are relatively simple, with no to little world
dynamics. However, the type of world is alone responsible for defining the different
objectives for which the agents are optimized against. Eating food and avoiding poison
are the primary objectives in the food/poison world, which is of course, the observed
behaviour in this kind of world. An important question is, can this scenario-behaviour
relation be applied to more real-world problems? By introducing different entity types,
better world physics and scenario rules, the system should be able to be tailored towards
custom problem domains where emergent behaviour is a favourable property. The entity
objects are in fact abstract input and output interfaces to a simulation, which can be
tailored towards a range of applications where CTRNN, fuzzy logic and NEAT would
be applicable.
Evaluating with SPECS:

Uniqueness:

When evaluating uniqueness, there are two different concepts to consider. The
first is artifacts, or in the context of this system, the produced creatures. Their
appearance are inspired by animals and insects, which includes most of the entity
types apart from the touch sensor and motor. The different types of sensors and
actuators are also heavily inspired by biological entities, along with the quality of
their input and output interfaces. For example, the nose entity can not sense the
direction of a smell, which is also difficult in real-life.

The second concept of uniqueness is related to the system implementation itself,
which is somewhat limited in the sense that the different algorithms used are
well-known and established outside of this thesis. However, the way that differ-
ent action-inference models can be inserted into and control creatures, makes the
system somewhat new and unique.

Valuable to an individual:

In order for the system to be valuable to an individual, it must be able to pro-
duce some sort of product, sensation or experience that positively affects said
individual. These are highly subjective topics, but also includes more objectively
better aspects, for example better health care. According to the found definition of
creativity, this product can pertain to any aspect of life. For example increased life
expectancy, better health, amusement and art. It is clear that the CreBe system is
unable to directly increase ones health, but it may have some value as amusement
and in recreational use. For example as a toy for children who find the creatures
cute and funny.

Valuable for society:

When it comes to evaluating if something is valuable for society, it has to be
impactful in some way or another. The CreBe system evolves creatures to solve
certain tasks, and given the right circumstances, the solution might have an impact.
However, as the simulation of the system is somewhat simple and does not model
reality very accurately, the tasks the system tries to solve do not reflect the real
world. This makes it unlikely for the system to give some value to society. On the
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other hand, if the system could be valuable to a lot of individuals within a society,
it could be argued that the system is valuable to the society itself.

6.2. Discussion

In this section, we discuss each project goal separately, evaluating the degree to which
they have been accomplished.

G1: Evolve creative behaviour in custom agents.

The first goal of this thesis applies to a very broad spectrum in the field of computa-
tional creativity. In order to work towards this goal, a more specific subgoal was casually
defined, namely:

Implement a system using AI methods to evolve creatures that exhibit creative be-
haviour in a strictly defined environment.

One immediate limitation of the implemented system is that the various world scen-
arios are indirectly subject to human intervention, in the way that the world rules are
static and strictly defined. This contradicts a key aspect of the found definition of com-
putational creativity, namely to limit human intervention. It is clear from the results of
this thesis that the amount of creativity exhibited by the evolved agents is in fact very
limited. The food world scenario offers few opportunities in regard to creative beha-
viour, because eating food is the only motivated action in that world type. Introducing
poison, which can be hard for creatures to separate from ordinary food, motivates for
more complex behaviour. The arena world expands on this even more, by introducing a
multi-agent environment. However, these complex scenarios did not affect the cognitive
abilities and creativity of creatures the way we hoped. The system still struggles to
produce creative behaviour in evolved agents, which suggests that this project goal is
not accomplished.

The claim that the implemented system is capable of producing creative behaviour in
agents is hard to justify, considering the output results. Even though it shows some
capabilities, the conclusion is that the system comes up short in reaching the original
project goal of producing creative behaviour.

G2: Implement a system to evolve and visualise creature performance.

The need for a system to evolve and visualise agents in real time arose early in the project
period. The implemented system (called CreBe), fulfills these requirements and thereby
accomplishes this project goal. Although not all planned features were implemented in
the final version of the software, e.g. behaviour inheritance between generations, human
intervention in fitness evaluation and creature vs. creature evaluation in the arena scen-
ario (currently creature vs. benchmark). Overall, the implementation served its purpose
during the experiments.
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G3: Study several AI methods and their influence on evolving creative be-
haviour.
The three different Al techniques considered in this thesis are:

e CTRNNS.
e Fuzzy logic.
e NEAT.

That are commonly referred to as behaviour models or brain-modules in this thesis. In
order to compare these methodologies, a number of experiments were conducted in order
to study their influence and decide what method performed the best in the context of
creative behaviour. In the designed creature experiments, CTRNN has a tendency of
achieving the highest fitness of the three models, except for the designed food and poison
creature 3, where fuzzy logic were the best performer. In the full-evolution experiments,
NEAT really shines, and outperforms both CTRNN and fuzzy logic in the food and
poison scenarios.

Because CTRNN is the only computational model that implements forms of memory (us-
ing recurrent connections), this model produces slightly different behaviour in creatures.
Sometimes, without any change in sensory input, a creature may spontaneously perform
an action like changing direction and/or speed. This is due to the nondeterministic
nature of a CTRNN, which does not apply to the two other computational models.
These will produce a predicable output for given input in all cases, resembling the cog-
nitive level of a simple reflex agent.

G4: Study how different environments and tasks affect a creature’s abil-
ity to perform creatively.
The different test environments considered in the experiments are:

e Food world scenario.
e Poison world scenario.
e Arena scenario.

These scenarios represent different complexity levels, and present different requirements
in behaviour in order to perform well. The simplest scenario, the food world, was mainly
implemented as a test and benchmark scenario during the development phase. Never-
theless, each behaviour model generally performed respectable in this scenario, but did
not show notable levels of creativity in their behaviour. CTRNN arguably shows signs
of creativity in its ability to explore the environment for food, something that NEAT
and Fuzzy logic do not show. This can be partially explained by CTRNN having simple
forms of memory, enabling for a richer and less reflex driven behaviour.
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In the poison scenario, we see a very similar behaviour as in the food world, although
with a reduction in fitness levels. This is due to the introduction of poison, reducing the
amount of food pieces and effectively making the maximum achievable fitness lower. The
density of food pieces is also reduced, increasing the general difficulty of the scenario. It
is expected that the reduced density would further motivate for exploratory behaviour,
in order to locate food, but that is not the observed case. It appears that the creatures
are very careful in their navigation, probably in order to avoid poison. Further experi-
ments with varying degrees of poison ratios may confirm this.

The arena scenario is arguably the most complex scenario of the three. However, it
appears that the level of creativity evolved in the arena world is very limited. The
established behaviour is simply to move in a straight or circular motion, until the ad-
versary randomly hits one of its spikes. This behaviour may be a result of limitations
in the scenario and its rules, or that the behaviour models need to be scaled up (e.g.
increase the number of neurons and hidden layers in CTRNN).

Although the different scenarios produce and motivate for the evolution of different
behaviour, it is hard to support the claim that the observed behaviour is creative.
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7. Conclusion

In this thesis, a system was developed that is able to evolve animal-like agents called
creatures using modular parts. Both action-inference and physical creature layout are
subject to evolution, using a series of simulations in specific world scenarios. The ob-
served behaviour in the experiments indicate that the capability of the system is limited
in terms of creativity, and that the agents are simply solving a task rather than explor-
ing novel and unexpected behaviour. This shows that the type of scenario used in the
evolution may have a big impact on the final behaviour of the agents.

The rest of this chapter will go into the contributions of the thesis and possible future
work that can expand on the findings and work of this thesis.

7.1. Contributions

The contributions of this thesis are:

C1: A study of how different Al methods perform when evolving creatures to behave
creatively.

C2: An implemented system that evolves creatures using different selectable AT meth-
ods and environments.

These contributions form a basis for future work that build upon this thesis. Contribu-
tion C1 is the results achieved through the experiments, and C2 is the CreBe system
itself.

7.2. Future work

In this section, possible future work on the thesis is discussed. This consists of improve-
ments to the CreBe system and possible more experiments that can be conducted.

7.2.1. Further experiments

Due to how modular the scenarios of the CreBe system are, creating more interesting
and complex ones are definitively something that could be investigated further. The
original thought was to have creatures fight against each other in the arena world scen-
ario, but due to time restraints it was not implemented. It could be interesting to see
how different the creatures would evolve when their opponent also is able to evolve and
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adapt. Maybe different strategies and counter strategies could emerge. In addition to
this there are a lot of different configurations with the existing scenarios that could be
experimented with. The density and distribution of food and poison could be changed
to be tied to certain areas instead of being uniformly random. Different world sizes and
the ability to wrap around the world are also things that could be worth looking into.

In order to make the creatures evolve creative behaviour, more work needs to be done
on fitness functions. Looking into a function that could measure some sort of novelty
factor for the creatures would better be able to steer the evolution towards creativity.

The experiments conducted in chapter 5 test only a small fraction of the available sys-
tem configuration and evolutionary parameters. The initial configuration of a simulation
can have a great impact on the evolution and final state of the system, which is why
different combinations of parameters should be tested. Example of such parameters are
population size, number of generations, selection strategies, Artificial Neural Network
(ANN)-topologies and the number of fuzzy rules used. This also includes new world
scenarios and world rules, which may be tailored towards a specific problem domain. In
this thesis, only a small portion of the available initial configuration were tested, which
is why further experiments should be conducted in order to investigate the full potential
of the system.

7.2.2. System improvements

In the fuzzy-logic based behaviour module, a current limitation of the system lies in the
mutation and crossover aspect of the fuzzy genotype. Currently, the system is unable
to apply evolutionary operators to the fuzzy sets themselves. These sets are manually
defined, as seen in appendix A, page 91. With the ability of fuzzy set mutation and
crossover, the system would be able to itself define and vary what constitutes ’close’
distance or 'moderate’ Hitpoints (HP), to name examples. It is however unknown how
big impact such an implementation would have to the evolutionary performance and
creature behaviour, but it could be worth investigating. The increased search-space
caused by the introduction of more evolutionary variables may have a negative impact
on computational performance, the number of sub-optimal solutions, and how fast the
population would converge to an acceptable fitness level.

As they are now, the creatures have a fair share of entities available (see 4.1) for them
to evolve and use to solve their given task. However, there are a lot of possibilities for
new entities and improvements to the old ones. From the results of our experiments,
it is clear that the nose entity does not perform as well as desired. The way it is im-
plemented in the current system, is that it outputs a discrete value that coincides with
the sum of good smelling objects with the bad smelling objects subtracted. The nose’s
functionality could be expanded to behave more like the eye entity does. Outputting
more information regarding the position of the smelly object in a continuous interval.
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When it comes to the evolutionary runs, the system has already been improved to
be able to pause an ongoing run and resume it later. It would also be beneficial to be
able to save an ongoing run in order to continue it at a later time. This would help
in very long runs, as one could continue old short runs instead of starting from scratch
every time. Having this functionality would improve experimentation with the system
due to not having to decide on how many generations to run the evolution before it starts.

In the current system, a lot of the configuration are hidden away in separate files. Some
of this has been alleviated with a Graphical User Interface (GUI), however there are still
many options that can only be changed by editing the configuration files. Looking into
how all of the configuration variables could be presented graphically and have them be
easily editable would be something that could be done in the future.
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Appendices

A. Static fuzzy sets

Eye direction. Eye distance. Mouth detection of food.
Direction Distance Food eaten

12 12 12
1 1 1
0.8 0.8 0.8
0.6 0.6 0.6
0.4 0.4 0.4
02 02 02
0 0 0

-1 1 0 1 -1 1

|t — CENTE  — R EgHT e (1052 s V] 20 1L 1 s F 26 OutOfRange — 0 — 5
HP, energy. Ear noise. Nose smell.
HP Noise Smell

12 12 12
1 1 1
0.8 0.8 0.8
0.6 0.6 0.6
0.4 0.4 0.4
0.2 0.2 0.2
o o o

0 1 0 1 -1 1

— O — WO ETATE e Hight —NOne Uil  =—loud ——Bal] =———hone =——Good

Touch sensor.

Touch

0.8
0.6
0.4

02

o
.

—NOME  m— LT s Hard

Figure 1.: Static fuzzy sets used in the fuzzy brain-modules, referencing sensor variables
of the different entities. These sets are defined at compile time and are not
changed during system execution.
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Move Turn (body)
1[f | * 1f | -
0.5 B 0.5 .
0 —1 0 1 0 -1 0 1
—— Reverse — Counter clockwise
—— None —_— None
— Forward —_— Clockwise

Rotate (arm) Push (motor)

1+ - 1r T T ]
0.5 8 051 |
0 1
-1 0 1 0 0 0.5 1
— Counter clockwise
— No
—_— None  Ves
—_— Clockwise

Figure 2.: Static sugeno fuzzy sets for every action of all actuator entities. These are
defined at compile time and are not changed during system execution.
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B. Configuration files

B. Configuration files

B.1. CreBe general configuration

Listing 1: General configuration of the CreBe system, used in all designed and full-
evolution experiments.

# mutation factor for entity mutations

mutation factor = 0.8

# number of entities on creature at init (max 8)
num_start entities = 6

# max number of ticks during fitness ewval

simulation ticks = 9999

# start emergy of creatures
start__energy = 2000

# amount of energy given per food
food nourishment = 200

# ticks between each food spawn
food__spawnrate =0

# number of foods spawned at startup
num_start foods = 100

# the fraction of num__start_foods that should be poison
poison_ ratio = 0.5

# number of simulation runs to perform per fitness eval
fitness eval runs =3

# see WorldType enum for possible wvalues

world__type = <different values>

# prob of removing already existing entity

ent__remove_mp = 0.02

# prob of change an entity to something else

ent_ changetype_mp = 0.02

# prob of adding new entity in empty attach point
ent_add_mp = 0.3

# default behaviour is to retain the entity
# neural network
ann__hidden_ config = 6,6

activation_ function = mod_sigmoid

# creature export dir
export_ dir = exported

# entity mutate factors

93




Appendices

arm_ length_mf
arm_ speed_ mf

arm_ strength mf
arm__jointangle_mf
body_ radius_ mf
body_rot_speed_ mf
ear_range_ mf
eye_fov_mf
eye_range_ mf
eye_measdist_ mf
fork_forkangle mf
fork__armlength_mf
motor__speed_ mf
motor_strength mf
mouth canshoot mf

mouth_ shootrange mf

mouth_ shootdmg_mf
nose_range_ mf
spike_length_mf
spike__damage_ mf

10
15
0.05
10

0.02
50

50
0.05
12

10
0.1
0.05
20
0.1
60

0.1
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B.2. Designed experiments configuration

B. Configuration files

Listing 2: Evolutionary Algorithm (EA) configuration file used in the designed-creature

experiments.

# required config
population_ size
overprod_ factor
target_ fitness
max__generations
crossover_ type
adult selection
parent_selection
crossover_ rate
mutation_ rate
tournament size
tournament_ prob
inversefitness

weight_ mutation_ std

# optional config
elites

verbose

quiet

threads
dynamicworkload
recalculate fitness

= 200

= 1.0

= 99999

= 100

= UNIFORM

= GENERATIONAL MIXING
= PROPORTIONATE
0.5

1.0

10

= 0.8

= false

= 0.3

= false
false

I
o

true
= false
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B.3. Full-evolution experiments configuration

Listing 3: EA configuration file used in the evolution of physical creature entities in the

full-evolution experiments.

# required config
population_ size
overprod_ factor
target_ fitness
max__generations
crossover_type
adult selection
parent_selection
crossover_ rate
mutation_ rate
tournament size
tournament_ prob
inversefitness

# optional config
elites

verbose

quiet

threads
dynamicworkload
recalculate fitness

16

1.0

99999

50

UNIFORM
GENERATIONAL MIXING
PROPORTIONATE
0.5

0.5

10

0.8

false

false
false

true
false
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B. Configuration files

Listing 4: EA configuration file used in the behaviour evolution part of the full-evolution

experiments.

# required config
population_size
overprod_ factor
target fitness
max_ generations
crossover_ type
adult_ selection
parent__selection
crossover_rate
mutation rate
tournament size
tournament_ prob
inversefitness

weight__mutation_ std

# optional config
elites

verbose

quiet

threads
dynamicworkload
recalculate fitness

= 20

= 1.0

= 99999

= 20

= UNIFORM

= GENERATIONAL MIXING
= PROPORTIONATE
= 0.5

= 1.0

=10

= 0.8

= false

= 0.3

false
false

I
o

true
= false
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B.4. Nose-navigation configuration

Listing 5: Configuration used in the designed nose-navigation experiment.

#Mon May 22 11:25:15 CEST 2017
parent_ selection=TOURNAMENT
inversefitness=false
quiet=true

max_ generations=2000
population_ size=>50

mutation rate=1.0

crossover_ rate=0.5
dynamicworkload=true
verbose=true

overprod_ factor=1.0
crossover__type=UNIFORM
tournament__prob=0.8
target_fitness=99999

elites=0

adult selection=GENERATIONAL MIXING
tournament_ size=10

recalculate fitness=false
threads=0

weight_ mutation_std=0.3
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C. Creative Creature Behaviour (CreBe) software guide

This is a short documentation on how to setup and run the Creative Creature Behaviour
(CreBe) software system. This includes installing the Java runtime environment, run the
system and how to configure the various software parameters.

System requirements, setup and installation

The CreBe software is written in the Java programming language. In order to run this
software, the Java Runtime Environment (JRE) or Java Development Kit (JDK) needs to be
installed on the system. However, JDK is only needed if you intend to alter the source code
and recompile the software. The JRE is sufficient for simply running the software.

The newest version of JRE and JDK can be downloaded from Oracle’s website:

e JRE: https://java.com/en/download/
e JDK: http://www.oracle.com/technetwork/java/javase/downloads/index.html

It is recommended to always use the newest version of Java provided by Oracle.
Running the software

Once Java (either JRE or JDK) is installed on the host system, the CreBe software can be
started by simply double-clicking the CreativeBehaviour.jar file. When run for the first time,
five configuration files will be automatically generated and placed in the same folder as
CreativeBehaviour.jar. These files contain all configuration for the software system, and are
initialised to some standard configuration.

The software can also be started from command line, as
java -jar CreativeBehaviour.jar <params..>
Note that starting from command line require Java to reside in the system PATH-variable.

Possible parameters for the software are:

Parameter Description

-debug Start the system in debug mode (visible sensory ranges, brain-module
input/output values etc.)

-headless Start the system in headless mode, meaning no GUI will be shown.

Creatures are automatically exported to disc. Suitable for servers where
no graphics context is available.

-seed Sets the seed of the random number generator. Same seed will always
produce the same simulation results. Suitable for development and
during debugging. Note that this parameter only works as intended in
single thread operation.

-presentation Presentation of one or more creatures. No simulation or evolution is
performed. Specify creatures to present using -designed <txt_files>
where txt_files are the list of manually defined creatures to present.
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Figure 1 shows the main window of the application.

< Ewovled creatures

ash code: Fitness: Upkeep: Imported:

Export creature

Pause

Stop

ax. fitness:
vg. fitness:
td. fitness:

neration:

- O bt
Import creature
Resume
Mew evalution. ..
Cereranona aaa T

Hy
"y
1)

Figure 1: Screenshot of the main window. Consult the following table for a description of the various
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parts.

Main window explanation

Evolved creatures window. When a new best creature is found, it is added to this list.
Double click on an element in this list to run a simulation of that creature.

Control buttons. Export a creature to disk by selecting it from the creature list, then
click the “Export creature” button. Start a new run by clicking “New evolution...”,

which brings up the configuration window.

Live telemetry from the current evolution: maximum fitness, average fitness, fitness

standard deviation and current generation.

Progress bars for the current evolution. The upper progress bar applies to the current

run, the lower applies to the whole evolution.




System configuration

Clicking the “New evolution...” button brings up the configuration window, and the ability to
start a new evolution. Some configuration options are not available in this user interface, and
must be manually specified in the configuration files before the application is started.

(6]

Mew evolution setup >
Brain module: CTRMM 1 -
Waorld scenario: FOOD_WORLD e
Run mode: () Designed 2 (@) Ful

Behaviour EA: Physical evolution EA:
Generations: 00 3 00
Population size: 0% 0=
Entity file: 4
Browse...
Mumber of runs: 1=
Dump fitness data to disk
Use multiple threads B
Start Cancel

Figure 2: Configuration window.

Configuration window explanation

Brain module and world scenario selection.

Run mode. Designed: evolve behaviour only. Use a predefined set of entities for the
creature. Full: evolve both behaviour and entities.

Population size and number of generations. Separate configuration for behaviour and
physical evolution.

If run mode is set to “Designed”, select a text file containing the entity specification.
Number of runs to perform (repetitions).

“Dump fitness data to disk” will dump maximum, average and fitness standard
deviation to log files. “Use multiple threads” will allow the system to utilize multiple
processor cores.
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In order to run a simulation of a creature, double click on some creature in the creature list.
The simulation will begin automatically, using the world scenario that was used to evolve that
particular creature. Figure 3 shows a simulation example.

| £ CreativeBehavicur speed: 30 tick: 251 - O X

Figure 3: Simulation of a creature.

Control the simulation with the following keys:

Key Description
D Toggle debug information, such as sensor ranges, eye field-of-view,
actuator activation values, etc.
\Y/ Centre the camera and follow a creature. If multiple creatures are
present in the world, repeatedly press to cycle through all creatures.
+ Speed up simulation.

- Slow down simulation.
Drag with mouse | Look around the world (disabled if camera is centred on a creature).
Mouse scroll wheel | Zoom in and out.
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