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Abstract 

With the increasing use of renewable energy such as wind and solar, the power market operation 

is changing. The energy producers using classic resources have to adapt. This applies to 

hydropower plants as well, which are more often operated away from their best efficiency point, 

involving a significant increase in load variations, as well as start/stop to regulate the grid 

frequency. During turbine operations away from the best efficiency point and at part load, the 

vortex breakdown phenomenon encounters in the draft tube, which lead to the formation of a 

rotating vortex rope (RVR). The RVR is the result of a flow instability associated with low-

frequency pressure pulsations, noise and vibration, limiting the operational range of the turbine. 

Various methods for RVR mitigation have been investigated for many years, but so far, none 

has yielded outstanding results. The most popular method for decreasing pressure pulsations is 

air injection. Air injection methods can be divided into passive and active.  

This study focuses on setting the basis for a new active control method (varying air injection), 

using Computational Fluid Dynamics (CFD) modelling. Among the possible benefits of 

implementing pulsated air injection are, decreasing the necessary air quantity, and the 

mitigation or even cancelation of the pressure pulsations due to RVR. 

First, a numerical model is developed for part load operation, and validated using measurements 

performed for the Francis-99 workshop. Next, standard air injection methods are compared, for 

which it is determined that the pressure amplitude associated with the RVR decreases by more 

than 50% when a constant air injection of 1% is applied. Finally, a possible method for 

determining the frequency, phase, and amplitude for varying air injection is described. It is 

shown that the system responds four times slower to air nozzle opening than to air nozzle 

closing, and that a pulsated air frequency equal to the RVR frequency is optimal. As for the air 

fluctuation, only a small variation is determined to be beneficial to the system (between 0.9 and 

1% in this case).  

 

  



iv 

 

  



v 

 

Acknowledgement 

I would like to express my acknowledgment to my supervisor, Michel Cervantes, for all the 

provided support throughout the entire thesis work. I am deeply grateful for all the guidance 

that he offered, and I very much appreciate his teaching method. His great ideas and advices 

helped me to overcome all the encountered difficulties. 

I would also like to thank to Chirag Trivedi and Igor Iliev for all the provided help with getting 

a more powerful computer, access to Vilje and measurement data. 

A special thought goes to all the students at Vannkraftlaboratoriet for making the days at the 

office a great pleasure, and the trip to Nepal an unforgettable experience.  

Finally, I express my deep gratitude to my parents and friends for all the support, understanding 

and encouragement during my 2 years in Norway. 

  



vi 

 

 



vii 

 

Table of Contents 

Abstract ..................................................................................................................................... iii 

Acknowledgement ...................................................................................................................... v 

Table of Contents ..................................................................................................................... vii 

List of Figures ........................................................................................................................... ix 

List of Tables ............................................................................................................................. xi 

Abbreviations .......................................................................................................................... xiii 

1 INTRODUCTION ............................................................................................................ 1 

1.1 Background and motivation ............................................................................................ 1 

1.2 Objectives and limitations ............................................................................................... 2 

1.3 Thesis outline .................................................................................................................. 2 

2 LITERATURE REVIEW ................................................................................................ 5 

2.1 Vortex breakdown ........................................................................................................... 5 

2.2 Air injection ..................................................................................................................... 7 

3 MODELLING THEORY .............................................................................................. 11 

3.1 Governing equations ..................................................................................................... 11 

3.2 Turbulence model .......................................................................................................... 12 

3.3 Domain interface model ................................................................................................ 12 

3.4 Compressibility ............................................................................................................. 15 

3.5 Multiphase flow ............................................................................................................. 16 

3.6 Spatial and temporal discretization ............................................................................... 18 

3.7 Mesh theory ................................................................................................................... 19 

3.8 Fast Fourier Transform .................................................................................................. 20 

4 TEST CASE .................................................................................................................... 21 

4.1 Turbine description ....................................................................................................... 21 

4.2 Computational domain .................................................................................................. 23 

4.3 Numerical model ........................................................................................................... 25 

4.4 Boundary conditions ..................................................................................................... 25 

5 RESULTS AND DISCUSSIONS .................................................................................. 29 

5.1 Part load simulation ....................................................................................................... 29 

5.2 Constant air injection .................................................................................................... 35 



viii 

 

5.3 Variable air injection ..................................................................................................... 40 

6 CONCLUSION ............................................................................................................... 45 

7 FURTHER WORK ........................................................................................................ 47 

8 REFERENCES ............................................................................................................... 49 

Appendix A .............................................................................................................................. 53 

Appendix B .............................................................................................................................. 55 

Appendix C .............................................................................................................................. 57 

Appendix D .............................................................................................................................. 58 

 



ix 

 

List of Figures 

Figure 2.1 Velocity triangle at runner outlet .............................................................................. 5 

Figure 2.2 Structure of vortex breakdown in a draft tube [7] .................................................... 6 

Figure 2.3 Comparison between flow characteristics in draft tube with and without air injected 

[5] ............................................................................................................................................... 7 

Figure 2.4 Aeration methods in Francis turbine [16] ................................................................. 8 

Figure 3.1 Periodic interfaces ................................................................................................... 13 

Figure 3.2 Axial (top) and radial (bottom) rotor-stator illustration (schematic illustration of the 

mixing plane concept) [26] ...................................................................................................... 14 

Figure 3.3 Multiphase flow patterns [33] ................................................................................. 16 

Figure 4.1 Cross section of the Tokke turbine [37] .................................................................. 21 

Figure 4.2 PIV measurement section in the draft tube cone (non-scaled dimensions) [34] .... 22 

Figure 4.3 Domain development stages ................................................................................... 24 

Figure 4.4 Inlet boundary for DT only case ............................................................................. 26 

Figure 4.5 Periodic interface in stator domain ......................................................................... 27 

Figure 5.1 FFT analysis of the pressure at VL2 ....................................................................... 30 

Figure 5.2 FFT analysis for the pressure at DT5 and DT6 ...................................................... 30 

Figure 5.3 Axial velocity distribution along L1 in the draft tube ............................................ 31 

Figure 5.4 Fully developed RVR-visualization through an iso-pressure surface for FT3 (left) 

and DT only (right) .................................................................................................................. 32 

Figure 5.5 Frequency spectrum of pressure in DT only case for DT5 and DT6 ...................... 33 

Figure 5.6 Axial velocity distribution in various points on L1 at different timesteps ............. 34 

Figure 5.7 Pressure response at DT5 for 1% AI ...................................................................... 36 

Figure 5.8 FFT for pressure response at DT5 for AI 0% (left) and 1% (right) ........................ 36 

Figure 5.9 FFT analysis of the pressure in point DT5 during constant air injection ............... 37 

Figure 5.10 RVR amplitude function of the air injection rate ................................................. 38 

Figure 5.11 Axial velocity variation in time along L1 ............................................................. 39 

Figure 5.12 Axial velocity variation near the draft tube wall, on L1 ....................................... 40 

Figure 5.13 Pressure response for nozzle closure .................................................................... 41 

Figure 5.14 FFT analysis for different AI pulsating frequencies ............................................. 42 

Figure 5.15 FFT analysis of the AI in phase and in counter phase with the plunging component 

of the RVR ............................................................................................................................... 43 

Figure 5.16 FFT analysis of variable air injection with no preliminary system stabilization .. 44 

file:///C:/Users/Livia/Desktop/MSc.%20Thesis.docx%23_Toc486315193
file:///C:/Users/Livia/Desktop/MSc.%20Thesis.docx%23_Toc486315200


x 

 

 



xi 

 

List of Tables 

Table 4.1 Flow parameters during part load measurements during Francis 99 workshop ....... 23 

Table 4.2 Mesh quality parameters .......................................................................................... 24 

Table 5.1 Analyzed parameters for numerical model validation ............................................. 29 

Table 5.2 FFT analysis for pressure in FT3 and DT only cases ............................................... 32 

Table 5.3 Flow parameters for full runner and simplified cases .............................................. 34 

Table 5.4 Computational time usage improvement ................................................................. 35 

Table 5.5 Pressure signal analysis for monitor point DT5 and 30mm nozzle ......................... 37 

Table 5.6 FFT results for the constant air injections studied cases .......................................... 38 

  



xii 

 

  



xiii 

 

Abbreviations 

NTNU – Norwegian University of Science and Technology 

CFD – Computational Fluid Dynamics 

Re – Reynolds number 

SST - Shear Stress Transport 

SAS – Scale Adaptive Simulation  

GGI – General Grid Interface 

FVM – Finite Volume Method  

UDS – Upwind Differencing Scheme 

RMS – Root Mean Square 

LDA – Laser Doppler Anemometry 

PIV – Particle Image Velocimetry 

FFT – Fast Fourier Transform 

DFT – Discrete Fourier Transform 

IFFT – Inversed Fast Fourier Transform 

RVR – Rotating Vortex Rope 

DO – Dissolved oxygen 

DR – Discharge Ring 

AI – Air Injection 

BEP – Best Efficiency Point 

PL – Part load  

FL – Full load 

VL – Vaneless Space 

DT – Draft Tube 

FT – Full Turbine  



xiv 

 

 



1 

 

1 Introduction 

1.1 Background and motivation  

In recent years, since the introduction and fast growing use of renewable energy, the energy 

market in most countries has changed, influencing energy system dynamics and implicitly the 

role of hydropower in an energy system. The increasing share of energy produced from 

renewable sources such as wind and solar may lead to imbalances between supply and demand 

in energy markets. Nowadays, despite the significant development of energy storage 

possibilities, there are still limitations that make storing large quantities of energy impossible. 

Thus, during low production and high demand times, the intermittency from wind and solar 

needs to be counterbalanced by peaking power plants to cover the demand [1]. In this matter, 

hydropower is one suitable alternative, with several advantages such as the use of a renewable 

resource and a fast response time (start/stop time). From here it developed the need of changes 

in hydropower operational strategy, hydraulic turbines being more often operated away from 

their design point (best efficiency point), with either a reduced flow rate (part load) or a higher 

flow rate than the design rate (full load). However, during off-design operation, hydropower 

operators noticed that problems such as cavitation, severe noise and strong vibrations 

encountered, which likewise lead to a decrease in the turbine efficiency [2, 3, 4]. The frequency 

of the vibrations could not be related with any known source. Investigations showed that those 

frequencies encountered due to certain pressure pulsations, associated with vortex breakdown 

phenomenon. In hydraulic turbines, the vortex breakdown phenomenon can be observed under 

the form of a rotating vortex rope (RVR).  

Along the years, multiple methods have been developed for mitigating the effects of the RVR, 

such as: the use of directional fins, redesign of the draft tube, shape modification of the runner 

cone tip, water injection, passive air injection, and active air injection. The air injection methods 

are among the most popular, providing multiple advantages: not only the control of pressure 

fluctuations, but also the increase in dissolved oxygen (DO) obtained through water aeration, 

which is very beneficial from an environmental point of view. Air can be injected in various 

parts of the turbine (before the runner, through the turbine shaft, through the runner blades, 

through a discharge ring placed in the draft tube wall, etc.), each with advantages and 

disadvantages [5]. 

As Resiga [6] pointed, the implemented method should follow the following four guidelines: 

first, it is important to address the excitation cause of the RVR, and not the effects; second, the 
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device should not affect the turbine performance in operational ranges other than the aimed 

ones, third, the use of air injection should not result in a decrease of the present value of the 

turbine efficiency; and finally, the method should be simple and robust, with a small 

implementation cost. As most of the old hydropower plants are close to the end of their lifetime, 

and therefor undergoing refurbishment, now is the optimal time to develop a solution for 

problems encountered during part/full load operations. This way, the overall cost of building a 

control system decreases significantly. 

1.2 Objectives and limitations 

The main objective of this thesis is to investigate and improve the existing air injection methods 

by means of Computational Fluid Dynamics (CFD) modelling. In order for this to be achieved, 

the entire work is divided into three parts. In the first part, a CFD model is developed and 

validated with measured data. Second, standard air injection is investigated. Finally, the effects 

of pulsating air injection are analyzed in comparison to standard air injection, with the purpose 

of researching improvements to air injection methods in order to decrease the necessary amount 

of injected air.  

The expected limitations of the project are the time allocated for the thesis and more 

importantly, the limited available computational resources.  

 

1.3 Thesis outline 

This thesis is structured in seven chapters, followed by the list of references. The first chapter 

presents an introduction, covering the background and motivation for choosing this specific 

project, together with the proposed objectives and expected limitations of the thesis work.  

The second chapter is a literature review, presenting useful information from the studied 

materials to show the present development state of air injection use for RVR mitigation. 

The third chapter presents background for understanding the modelling theory. This section 

discusses the governing equations; turbulence models; domain interface models; 

compressibility; and multiphase flow theory, applied for the cases of interest. In the last part of 

the chapter, Fast Fourier Transform (FFT) theory is incorporated, necessary for understanding 

the further processed results. 

Chapter 4 summarizes information about all the studied test cases, starting with the turbine 

description in order to give a better understanding of the model basis. The second part of the 
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chapter describes the computational domain, numerical model, and boundary conditions for the 

developed models.  

In chapter 5, the results are presented and discussed, starting with the part load simulation and 

comparisons for model validation. Further, the results of the constant air injection cases are 

presented with the aim of finding the optimal air injection rate for the turbine. Finally, trials for 

further improvements of the optimal constant air injection case are discussed (i.e. variable air 

injection).  

The thesis ends with a conclusion chapter and a chapter discussing the recommendations and 

future work, chapter 6 and chapter 7, respectively. 
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2 Literature review 

2.1 Vortex breakdown 

Pressure pulsations occur in the draft tube of a Francis turbine during off-design operation. 

These are associated with the vortex breakdown phenomenon, which is a flow instability 

characterized by a swirling flow formed of two concentric flow regions: an outer region where 

the fluid transport encounters and an inner region characterized by a dead core or a stagnation 

zone [7]. The main factor that determines the vortex breakdown phenomenon is the swirl 

number Sn, which, in fact, represents the non-dimensional ratio of tangential momentum to axial 

momentum: 

 

 

𝑆𝑛 =
∫ 𝑐𝑚𝑐𝑢 𝑟

2 𝑑𝑟
𝑅𝑖
0

𝑅𝑖 ∫ 𝑐𝑚2
𝑅𝑖
0

𝑟 𝑑𝑟
 (2.1) 

 

 

where Ri is the pipe radius, cm and cu are the meridional (axial) and tangential velocities, and r 

is the location vector. 

 

Figure 2.1 Velocity triangle at runner outlet 

A Francis turbine is designed to run at a certain water discharge, generally known as best 

efficiency point (BEP). Around BEP, the velocity triangle at the runner outlet of a Francis 

turbine is characterized by a small tangential velocity (Figure 2.1.b). With deviation of turbine 

operation from BEP, the flow regime in the draft tube changes. As Francis turbines are single 

regulated turbines, the angle between the blade velocity (u) and the relative velocity of leaving 

water (w) cannot be adjusted by varying the flow through the turbine, thus tangential velocity 

a. c. b. 
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(cu) appears, resulting in a small swirl number. As shown in Figure 2.1.a, a decrease in the flow 

rate (part load - PL) results in the increase of the tangential velocity, having the same direction 

as the runner rotation, leading to a co-rotating vortex. In Figure 2.1.c, the full load (FL) 

operating case, the runner rotation and the tangential velocity are in opposite directions, leading 

to a swirl opposite to the runner rotation.  

 In hydraulic turbines, for large swirl, the vortex breakdown phenomenon can encounter at the 

shear layer between the two zones. This generally has the shape of a rope, usually known as 

rotating vortex rope, surrounding the stagnation zone (Figure 2.2). Cassidy [8] showed that the 

stagnation zone diameter varies with the swirl number. The RVR is not fixed, but it rotates with 

a frequency ranging between 0.2 and 0.4 of the runner frequency [7, 9]. 

 

Figure 2.2 Structure of vortex breakdown in a draft tube [7] 

The presence of RVR in the draft tube of a turbine induces pressure fluctuations. For 

understanding the roots of RVR formation, it is necessary to understand its components; 

according to Nishi [10], the pressure pulsations are determined by a synchronous component 

(plunging mode) and an asynchronous component (rotating mode). While the asynchronous 

component is related to flow instabilities, such as RVR [11], the synchronous component is 

associated with the axial velocity [12]. Goyal [13] showed that the plunging component 

develops before the rotating component. As pointed out by Bosioc [14], in order to differentiate 
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between the two components of RVR, two pressure signals p1 and p2 are used, measured in two 

points symmetrically placed with regard to the draft tube axis, and calculated as follow: 

 

𝑃𝑙𝑢𝑛𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 =
𝑝1 + 𝑝2
2

 (2.2) 

  

𝑅𝑜𝑡𝑎𝑡𝑖𝑛𝑔 𝑚𝑜𝑑𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑠𝑖𝑔𝑛𝑎𝑙 =
𝑝1 − 𝑝2
2

 (2.3) 

 

2.2 Air injection  

Flow aeration in turbines can be done for a variety of purposes, among the most important being 

increasing the dissolved oxygen content [15, 16], decreasing the impact of cavitation on the 

runner [17, 18], and avoiding unsteady flow patterns and self-induced oscillations [19, 20].  

 

 

Figure 2.3 Comparison between flow characteristics in draft tube with and without air injected 

[5] 
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By introducing air in water, the low-pressure flow regions are filled with air cavities, increasing 

the flow compressibility, which leads to a reduction of the flow noise, as show in Figure 2.3 .a. 

Figure 2.3.b. shows that air cavities introduced in a swirling flow lead to stability in the core 

region, reducing or even eliminating a flow regime that favors the development of vortex 

breakdown. [5] By filling the low pressure cavities with air, instead of vapor as usually occurs 

naturally, an instantaneous collapse of the vapor bubbles is avoided, thus less noise and erosion 

encounter, as shown in Figure 2.3.c.  

Depending on the objective of using aeration, various methods can be implemented, the main 

ones presented in Figure 2.4. Two of the most investigated aeration methods are peripheral 

aeration (DR-discharge ring aeration) and central aeration, considered the most effective for 

RVR mitigation [5]. The DR method tends to counteract the effects of the RVR, and does not 

affect its formation source as does central aeration. This is contrary to one of the four 

characteristics of a good aeration method that Resiga described in [6] (see Background and 

motivation chapter). Furthermore, the central aeration method was proved the most effective 

during part load [21], which is the case of interest in this project. 

 

 

Figure 2.4 Aeration methods in Francis turbine [16] 
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In draft tubes, atmospheric air can be admitted due to negative pressure (self-venting, passive 

design) or compressed air can be injected (active design), which is actually needed in turbines 

with high submergence or with a high tail water. The latter method additionally allows better 

control of the system, which is of interest in most cases. 

Little has been discusses about the physics behind the effect of air in mitigating the pressure 

pulsations induced by the RVR, but it has been attributed by some to the decrease in water 

hammer pressure, due to the lower speed of sounds in bubbly liquid [18].  

Air introduced in the center of a draft tube first increases the pressure in the cavity, which 

influences the entire flow regime. This has a similar effect to lowering the tail water level [5]. 

When injected under the runner, it leads to reduction of the pressure pulsations and cavitation 

by changing the hydroacoustic characteristics, which causes a change in the frequencies and 

amplitudes [22]. The air flow rate (Qair) is calculated as shown in equation (2.4), where φ 

represents the imposed rate for the injected air, and Qwater is the water flow rate. 

 

𝑄𝑎𝑖𝑟 =
𝜑 ∙ 𝑄𝑤𝑎𝑡𝑒𝑟
100

 (2.4) 

 

Not much information regarding the proper diameter of the air injection nozzle was found. Only 

in Foroutan [23], nozzle diameter ranges are calculated for water injection, ranging between 10 

and 50% of the runner cone.  

In order to produce the optimal effect air injection, the proper amount of air has to be 

determined. The recommended amount of injected air varies between 0.06% [5] to 4% [24] of 

the water flow rate. The injection of air after the runner results in an increase in pressure in the 

draft tube. The turbine efficiency decreases with the increase in air flow rate, which limits the 

range of air flow rate to maximum 3% [25].  In addition to mitigating the RVR, the air injection 

system should not decrease the overall turbine efficiency, meaning that the air injection system 

should be adaptable for various operation points, and ideally closed during BEP operations [14].  
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3 Modelling Theory 

3.1 Governing equations  

Numerical modelling in ANSYS CFX is done based on solving a set of unsteady Navier-Stokes 

equations, which describe the relationship between the pressure p, temperature T, and density 

ρ of a fluid. The Navier-Stokes equations govern the fluid motion, representing the conservation 

of momentum. In equation (3.1), the first term represents the inertial forces, while the next three 

represent the pressure forces, viscous forces, and external forces (source of momentum SM) 

applied to the fluid respectively.   

 

𝜌 (
𝜕𝑢

𝜕𝑡
+ 𝑢 ∙ ∇𝑢)

⏟          
𝑖𝑛𝑟𝑡𝑖𝑎𝑙 𝑓𝑜𝑟𝑐𝑒𝑠

= −∇𝑝⏟
𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑓𝑜𝑟𝑐𝑒𝑠

+ ∇ ∙ 𝜏⏟
𝑣𝑖𝑠𝑐𝑜𝑢𝑠 𝑓𝑜𝑟𝑐𝑒𝑠

+ 𝑆𝑀⏟
𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑓𝑜𝑟𝑐𝑒𝑠

 
(3.1) 

 

where the relation between the stress tensor (τ) and the strain rate (μ) is:  

 

𝜏 = 𝜇 (∇𝑢 + (∇𝑡)𝑇 −
2

3
(∇ ∙ 𝑢)𝐼) (3.2) 

 

The Navier-Stokes equations are always solved together with the continuity equation (3.3), 

which represents the mass conservation equation. 

 

𝜕𝜌

𝜕𝑡
+ ∇ ∙ (𝜌𝑢) = 0 (3.3) 

 

For flow in a rotating frame with a constant angular velocity, SM has to include the effect of 

centrifugal forces (Scentrifugal) and Coriolis forces (Scoriolis) [26]. 

 

𝑆𝑀 = 𝑆𝑐𝑒𝑛𝑡𝑟𝑖𝑓𝑢𝑔𝑎𝑙 + 𝑆𝐶𝑜𝑟𝑖𝑜𝑙𝑖𝑠 (3.4) 

𝑆𝑐𝑒𝑛𝑡𝑟𝑖𝑓𝑢𝑔𝑎𝑙 = −𝜌 𝜔 × (𝜔 × 𝑟) (3.5) 

𝑆𝐶𝑜𝑟𝑖𝑜𝑙𝑖𝑠 = −2𝜌 𝜔 × 𝑢 (3.6) 

 

where u is the relative frame velocity, ω is the angular speed, and r is the location vector [26]. 
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3.2 Turbulence model 

Turbulence is described by a Reynolds number (Re) higher than 4000, meaning that it occurs 

when the inertial forces are more significant in a flow compared to the viscous forces. In 

Computational Fluid Dynamics, the most commonly used turbulence models are k-ε and k-ω 

Shear Stress Transport (SST), due to the reduced numerical effort and the good computational 

accuracy. These models are part of the two-equation eddy viscosity turbulence models, and are 

characterized by solving separate transport equations for the turbulent kinetic energy (k) and 

for the dissipation (ε and ω). In addition to the two governing equations, the SST model needs 

a wall-scale equation to be solved, which makes it slightly more resource consuming. Both 

these models have a lack of exact transport equations, which comes from the fact that ε describes 

the dissipative scale, and not the large scale. As the scope of two-equation turbulence models 

is to determine the influence of large-scale motion on mean flow, they need to be modeled with 

an additional equation for k [26]. A solution for this matter comes from implementing the SAS-

SST model, with the following transport equations: 

 

𝜕𝜌𝑘

𝜕𝑡
+
𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝑘) = 𝐺𝑘 − 𝜌𝑐𝜇𝑘𝜔 +

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡
𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑗
] (3.7) 

  

𝜕𝜌𝜔

𝜕𝑡
+
𝜕

𝜕𝑥𝑖
(𝜌𝑢𝑖𝜔) = 𝛼

𝜔

𝑘
𝐺𝑘 − 𝜌𝛽𝜔

2 + 𝑄𝑆𝐴𝑆 +
𝜕

𝜕𝑥𝑖
[(𝜇 +

𝜇𝑡
𝜎𝜔
)
𝜕𝜔

𝜕𝑥𝑗
] + (1 + 𝐹1)

2𝜌

𝜎𝜔,2

1

𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
 (3.8) 

 

The SAS-SST model differs from the SST model by the QSAS source term. A more detailed 

description of the SSA-SST model can be found in [27]. 

Implementing one of the two eddy viscosity models is a bit controversial for modelling the part 

load, some considering the k-ε more appropriate [28], and others the SST [29, 30]. Furthermore, 

as shown in [31], for part load operations, results determined using eddy viscosity models are 

more inaccurate than the ones obtained with more complex models.  

3.3 Domain interface model 

Domain interfaces represent the way of connecting domains or matching meshes. They have a 

wide range of use including: connecting repeating flow fields where boundaries have a rotation 

or translation periodic, connecting non-matching grids, connecting domains stationary domains 

with frame changing domain as rotor-stator interfaces. In ANSYS CFX, there are three interface 



13 

 

models: translational periodicity, rotational periodicity and general connection. As shown in 

Figure 3.1, the periodic interface allows modeling simplified geometry by reducing the model 

to a passage, such as a single blade passage in a rotating machine. 

 

 

Figure 3.1 Periodic interfaces 

 

In ANSYS CFX, the General Connection interface model is characterized by three frame 

change/mixing models: frozen rotor, stage (mixing-plane), and transient rotor-stator.  

In the frozen rotor analysis, the flow is modeled from one component to the next one by moving 

the reference frame while the relative position of the components is maintained fixed. It has the 

advantage low consumption computational resources, but it may yield wrong physics for local 

flow values because the transient effects at the frame change are not accounted for.  

The stage (mixing-plane) model averages the fluxes through multiple bands on the interface 

circumference, treating each fluid zone with a steady state approach. The data from adjoining 

zones are implemented as averaged boundary conditions mixed at the interface. The model 

works best when the circumferential variation of the flow field in a zone is not significantly 

changing relative to the component pitch. When considering the computational effort, the stage 

model requires more time for convergence than the frozen rotor model, but less than the 

transient rotor-stator model. It is recommended to start implementing the mixing-plane model 

based on an approximate solution generated using the frozen rotor model.  
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Figure 3.2 Axial (top) and radial (bottom) rotor-stator illustration (schematic illustration of the 

mixing plane concept) [26] 
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In Figure 3.2, a schematic illustration of the mixing plane concept is presented for an axial 

rotor-stator interface and a radial rotor-stator interface. In both cases, there is a static domain 

and a rotating domain with a predefined angular velocity. The two schematics are mutually 

correct, regardless of the flow direction.   

Transient rotor-stator interface model accounts for the real transient interaction between two 

domains, simulating the transient relative interaction between components on both sides. In this 

model, the position of the mesh is updated at each timestep, using a GGI connection approach 

between the rotational domain and the stationary domain. Because implementing the transient 

rotor-stator model is computationally expensive, it is recommended to start the computation 

from an existing prediction, obtained from a steady state solution implemented with frozen 

rotor, in order to decrease the necessary transient cycles for convergence.  

3.4 Compressibility 

Compressible fluids are characterized by the variation of their density (ρ) with pressure (p) and 

temperature (T) (3.9). In fluid mechanics, it is defined as the volume change of a material with 

pressure (3.10). 

𝜌 = 𝜌(𝑝, 𝑇) 
(3.9) 

𝛽 =
1

𝜌

𝑑𝜌

𝑑𝑝
 

(3.10) 

 

From the bulk modulus (kf) (3.11), which is the inverse of compressibility (β), the density of a 

compressible fluid is deduced (3.12), where the subscript 0 represents the properties of the fluid 

at 25°C and atmospheric pressure. 

𝑘𝑓 =
1

𝛽
 

(3.11) 

𝜌 =
𝜌0

(1 −
𝑝 − 𝑝0
𝑘𝑓

)
⁄  (3.12.) 
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3.5 Multiphase flow 

A multiphase flow represents a simultaneous flow on two or more phases with different physical 

or chemical properties. It can be formed by combinations of gas, liquid and solid materials 

under a turbulent flow. The most common multiphase flows are liquid-liquid, liquid-solid, gas-

solid, gas-liquid, and three-phase flow [32]. In hydropower plants, the most common 

multiphase flows encountered are liquid-solid (in sedimentation problems) and gas-liquid (such 

as entrapped air). The flow pattern of a multiphase flow can be described as separated, mixed 

or dispersed components (Figure 3.3). 

 

 

Figure 3.3 Multiphase flow patterns [33] 

 

There are two approaches for modeling multiphase flow, namely the Euler-Lagrange approach 

and the Euler-Euler approach. In the Euler-Lagrange approach, the flow is modeled as a 

dispersed phase scattered in a continuous phase (Lagrangian phase dispersed in Eulerian phase). 

The particle tracking method is realized through the eyes of an observer that moves with an 

individual particle and determines its parameters at each spatial and temporal position. In this 

approach, the Navier-Stokes equations are solved for the continuous phase (3.13 and 3.14), and 

coupled with the Newtonian motion equations solved for the Lagrangian phase (3.15 and 3.16) 

through a volume conservation equation (3.17). 
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𝜕

𝜕𝑡
(𝑟𝛼𝜌𝛼) + ∇(𝑟𝛼𝜌𝛼𝑢𝛼) = 𝑆𝑀 + Γ𝛼 

(3.13) 

𝜕

𝜕𝑡
(𝑟𝛼𝜌𝛼𝑢𝛼) + ∇(𝑟𝛼𝜌𝛼𝑢𝛼𝑢𝛼) = −𝑟𝛼∇p + ∇ ∙ τ𝛼 + 𝑟𝛼𝜌𝛼𝑔 + 𝑠𝛽 

(3.14) 

 

where subscripts α and β are for the continuous phase and dispersed phase, respectively, SM is 

the specific mass source, Γα is mass source per unit volume for mass transfer into the continuous 

phase, p is static pressure, τα is stress tensor, ρα g is gravitational force, sβ is the momentum 

source, and r is the volume fraction.  

𝑚𝑝

𝑑𝑈𝑝

𝑑𝑡
= 𝐹 

(3.15) 

𝐹 = 𝐹𝐷 + 𝐹𝐵 + 𝐹𝑅 + 𝐹𝑉𝑀 + 𝐹𝑃 + 𝐹𝐵𝐴 
(3.16) 

where subscript p is for the particle and F represents the sum of forces that act on the particle: 

FD - drag force, FB - buoyancy force, FR - centripetal and Coriolis forces, FVM - virtual mass 

force, FP - pressure gradient force, FBA - Basset force.   

∑𝑟𝛼

𝑛

𝛼=1

= 1 
(3.17) 

 

In the Euler-Euler approach, the flow is modeled as two continuous phases, being determined 

by analyzing the properties of the flow in time at a fixed point in space. In this approach, the 

mass conservation equation (3.18) and the momentum equation (3.19) are solved for each 

phase, and coupled through shared pressure and interpenetrating exchange coefficients [34] 

𝜕

𝜕𝑡
(𝑟𝛼𝜌𝛼) + ∇(𝑟𝛼𝜌𝛼𝑢) = 𝑆𝑀 

(3.18) 

𝜕

𝜕𝑡
(𝑟𝛼𝜌𝛼𝑢𝛼) + 𝛻(𝑟𝛼𝜌𝛼𝑢𝛼𝑢𝛼) = −𝑟𝛼𝛻𝑝 + 𝑟𝛼𝜌𝛼𝑔 + 𝐹 

(3.19) 

 

where SM refers to the mass transferred between phases, u is the mean velocity, p is the static 

pressure, ραg is the gravitational force, F is the external body force.  
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3.6 Spatial and temporal discretization 

ANSYS CFX uses a Finite Volume Method (FVM) for spatial discretization, meaning that a 

mesh is used for creating finite volume elements. For each formed volume, a cell-average 

solution of relevant quantities such as mass, momentum, and energy is conserved. In the FVM, 

the conservation equations for mass and momentum are integrated over each control volume 

[26].  

There are several advection schemes available in ANSYS CFX, such as upwind, high 

resolution, specific blend factor, and central difference. The advection term is calculated as: 

 

𝜑𝑖𝑝 = 𝜑𝑢𝑝 + 𝛽𝛻𝜑 ∙ ∆𝑟 
(3.20) 

 

Where, φ is the calculated variable, β is a parameter, φup is the value in the upwind node and 𝑟 

is the vector from the upwind node to node ip. The second term on the right side is called 

Numerical Advection Correction, and it defines the different advection schemes by the choice 

of β and 𝛻𝜑.  

While the first order Upwind Differencing Scheme (UDS), defined by a value of β of 0, is very 

robust, the discretization errors introduced with UDS are reduced in the Specific Blend Factor. 

However, dispersion discretization errors may be introduced, leading to non-physical 

oscillations. The Central Difference Scheme is characterized by a β value of 1 and 𝛻𝜑 defined 

by the local element gradient. It is, however, not recommended with models other than the LES 

turbulence model, as it may encounter decoupling issues. In the High Resolution scheme, a 

nonlinear β as close to 1 (second-order-accurate) is computed, using the values from the upwind 

node for evaluating the advective flux, as explained in the ANSYS CFX Theory Guide [26]. 

The time discretization is defined by the transient scheme, presenting several options in ANSYS 

CFX: First Order Backward Euler, Second Order Backward Euler and High Resolution. The 

First Order Backward Euler scheme is similar to the Upwind Differencing Scheme for 

advection terms, presenting similar numerical diffusion. The Second Order Backward Euler 

scheme is a time-stepping scheme where the transient scheme is First Order for turbulence 

equations and Second Order for volume fraction. In the High Resolution scheme, the First Order 

Backward and Second Order Backward schemes are interchanged in order to maintain a 

bounded solution. [35] 
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3.7 Mesh theory 

The need for a mesh comes from the difficulty of obtaining an analytical solution for the 

governing equations, unless implemented in simple cases. Thus, in order for the domain to be 

analyzed, it is split in smaller subdomains in which the equations can be solved. The quality of 

the mesh is very important for a model, as a large number of elements gives more accurate 

results, but the computational time increases; on the other hand, with too small a number of 

elements, the model tends to miscalculate the response of the analyzed system or even results 

in convergence failure. One important aspect to consider when building a mesh is the position 

of the first node. This is calculated based on a parameter y+, the kinematic viscosity ν and the 

friction velocity uτ. 

 

y =
𝑦+ ∗ ν

𝑢𝜏
 

(3.21) 

 

where the friction velocity is: 

𝑢𝜏 = √
𝜏

ρ
 

(3.22) 

 

with the wall shear stress: 

 

𝜏 =
1

2
∗ 𝐶𝑓 ∗ 𝜌 ∗ 𝑢

2 
(3.23) 

 

and the skin factor: 

 

𝐶𝑓 = [2 ∗ 𝑙𝑜𝑔10 𝑅𝑒 − 0.65]
−2.3 

(3.24) 

 

When it comes to the mesh quality, the parameters checked by ANSYS CFX cannot be verified 

in ANSYS ICEM CFD, but some related parameters such as aspect ratio, angle, maximum 

dihedral angle and volume change are checked. For a good mesh quality, the minimum internal 

angle for each element must be larger than 20, and a maximum dihedral angle should be under 

170. In addition, while an aspect ratio with a value of 1 corresponds to a perfectly regular 

element, an acceptable value for the volume change is under 2. An aspect ratio under 1000 is 
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required by ANSYS CFX, but accurate results are generated for values up to 10000. A detailed 

description of each parameter can be found in [36]. 

 

3.8 Fast Fourier Transform 

The Fast Fourier Transform (FFT) is an algorithm that interprets time sequence series by 

computing its Discrete Fourier Transform (DFT) or its Inversed Fast Fourier Transform (IFFT). 

A Fourier Transform takes any time-dependent series and rearranges it in equivalent summed 

sinusoids by creating a representation in frequency domain. In order to obtain a consistent FFT, 

the signal has to be sampled at equal consecutive timesteps. Assuming that N is the number of 

samples, and Δt is the timestep, then the lowest frequency that FFT can compute is: 

𝑓𝑚𝑖𝑛 =
1

𝑁𝛥𝑡
 

(3.25) 

 

The highest frequency that FFT computes is: 

𝑓𝑚𝑎𝑥 =
𝑁
2⁄

𝑁𝛥𝑡
 

(3.26) 

 

The FFT algorithm can be implemented both in ANSYS CFD-Post and in MATLAB. 
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4 Test case 

4.1 Turbine description 

The test rig located at Water Power Laboratory at NTNU is a 1:5.1 scaled model based on one 

of the Francis turbines from Tokke power plant, in Norway. The turbine, Figure 4.1, has 14 stay 

vanes (SV), 28 guide vanes (GV) and 30 runner blades (15 full-length blades and 15 splitter 

blades).  

 

 

Figure 4.1 Cross section of the Tokke turbine [37] 

 

For the Francis 99 second workshop, measurements were performed at three operating points, 

corresponding to Best Efficiency Point (BEP), Part Load (PL) and Full Load (FL). At PL, a for 

guide vane angle of 6.72° and a runner angular speed of 332.84 RPM, the flow presented the 

following parameters [37]:   

 



22 

 

 

 

Figure 4.2 PIV measurement section in the draft tube cone (non-scaled dimensions) [34] 

Pressure sensors were placed in 3 points as follows: VL2 – located in the vaneless space 

between the guide vanes and the runner, DT5 and DT6 – located in the draft tube cone, placed 

symmetrically with regard to the turbine axis. Axial and tangential velocities were measured 

using LDA and 2D PIV on three lines: L1 and L2 - horizontally placed in the draft tube cone, 
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and L3 along the turbine axis in the center of the draft tube center. Figure 4.2 shows a graphical 

description of measurement points locations, and more details about the turbine and the 

measurements can be found in [37].  

Table 4.1 Flow parameters during part load measurements during Francis 99 workshop 

Parameter 
Part load conditions 

Net head [m] 11.87 

Discharge [m3/s] 0.13962 

Spiral case inlet pressure [kPa] 218.08 

Draft tube outlet pressure [kPa] 113.17 

 

4.2 Computational domain 

A computational domain corresponding to the Francis turbine characteristics presented before 

is shown in Figure 4.3.a. This is formed of four domains: the spiral case and stay vanes (gray) 

having 3.43 million elements, the guide vanes (red) with 7.88 million elements, the runner 

(green) with 10.78 million elements, and the draft tube (blue) with 0.91 million elements.  

As the runner and the guide vane domains have the highest number of elements, a decrease of 

the computational domains is implemented as shown in Figure 4.3.b. The spiral case and guide 

vane domains are reduced to a single domain (stator) with 0.83 million elements, formed of one 

stay vane and two guide vanes (red), and runner domain is reduced to a single passage, formed 

of one runner blade and one splitter (green), with 0.72 million elements.   

As shown in Figure 4.3.c, a third case is developed due to the need of accurate simulation of 

the flow pattern at the runner outlet. Thus, the stator domain is unchanged from the previous 

case, while a full runner domain is implemented, leading to a 15-times increase of the runner 

domain elements (10.78 million elements). 

Because running a full runner simulation is computationally expensive, a fourth case is 

analyzed, consisting of just the draft tube (Figure 4.3.d), and thus a reduction of 93.4% of the 

computational domain is obtained. 

These cases are further referred as: 

FT1 Case – full turbine with spiral case and full runner; 

FT2 Case – full turbine with one stay vane, two guide vanes, and one runner passage; 
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FT3 Case – full turbine with one stay vane, two guide vanes and full runner; 

DT only Case – draft tube only. 

 

 

 

The mesh for the previously presented part load cases is provided by the Francis 99 organizers, 

and no additional check of the mesh quality is done. For the air injection case, the draft tube 

mesh is modified by implementing a nozzle boundary for the air injection, which leads to an 

increase from 890 880 to 894 464 million elements of the draft tube domain. For this, a mesh 

quality check is done, and as observed in Table 4.2, the values for the analyzed parameters are 

within the recommended limits.  

Table 4.2 Mesh quality parameters 

Mesh quality parameter 
Provided mesh Modified mesh Recommended 

Aspect ratio 1-98.3 1-98.7 <1000 

Angle 36-89.55 29-89.55 >20 

Maximum dihedral 

angle 

90.4-156 90.4-165 <170 

Volume change 0.99-3.9 0.99-4.5 <20 

Figure 4.3 Domain development stages 

(a) 

(c) 

(b) 

(d) 
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4.3 Numerical model 

At first, the simulation is run for five seconds, equivalent to the total time from the 

measurements, but is increased to 10 seconds as suggested by Minakov [31], because a stable 

RVR is needed throughout the entire analyzed time series. A timestep equivalent to 5° of runner 

rotation was imposed, as determined by Wilhelm [38] to lead to a good convergence. In DT 

only case, a sensitivity analysis is performed to determine the effects of a 2° timestep on the 

model convergence, and to check to what extent it improves the simulation convergence. 

As initial conditions, results from steady state simulations are used in all the part load cases, 

with simplified configurations. A k-ε turbulence model is implemented in the steady state 

simulations. The turbulence model during transient simulation in the FT1 case is k-ω SST, 

changed in FT2 case to an SAS SST model, in order to improve the accuracy of the results, and 

maintained the same in the following cases (FT3 and DT only).  

In the air injection cases, the air-water multiphase flow is modeled using an Euler Lagrange 

approach, water being the continuous phase, and air being the dispersed phase with a mean 

diameter of 1mm. The flow is modeled as homogeneous [24], with an SAS SST turbulence 

model. 

The simulation time control is maintained similar in the air injection cases, but the initial flow 

conditions are interpolated from the DT only case. Because the part load case simulation is 

modeled as a single-phase flow, initial air parameters have to be separately defined in the AI 

model, thus no air velocity and zero volume fraction conditions are defined.  

For all cases, the convergence criteria is an RMS of 10e-5, with a maximum of 1000 iterations 

for the steady state, and RMS of 10e-4, with minimum three and maximum 10 coefficient loops 

in the transient simulations. A double precision run is imposed with a high-resolution scheme, 

which allows the flow solver to switch between the first and second order backward, based on 

the flow parameters.  

In all simulations, monitor points are defined in the domain, equivalent to the locations of the 

pressure and velocity measurement points, in order to verify that the numerical models are 

physically correct (see [37] for exact location of the monitor points). 

4.4 Boundary conditions 

In the FT1 case, the boundary condition at the spiral case inlet is set as a mass flow rate of 

139.62 kg/s. In FT2 and FT3 cases, the inlet at the stator has flow direction described by 
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cylindrical components, corresponding to an incidence angle of 9°, the attack angle of the stay 

vanes.  

In the DT only case, the inlet boundary condition is changed to cylindrical velocity components, 

obtained at the rotor-draft tube interface in FT3 case, this being the most accurate simulated 

numerical model (see Table 5.1).   

As shown in Figure 4.4, the runner cone tip is part of the draft tube domain, which is modeled 

as rotating wall, with the same angular velocity of 332.84 RPM as the runner domain.  

 

Figure 4.4 Inlet boundary for DT only case 

In all simulated cases, the walls are modeled as no slip wall. The boundary condition for the 

outlet is opening pressure in all cases. The location of the outlet in the numerical model does 

not correspond to the location of the outlet pressure measurements, thus the pressure is adjusted 

using the Bernoulli and continuity equations, neglecting the linear losses between the two 

sections: 

 

𝑝1 = 𝑝2 + 𝜌𝑔(ℎ2 − ℎ1) +
𝜌𝑄2

2
(
1

𝐴2
2 −

1

𝐴1
2) (4.1) 

 

Inlet 

Runner cone tip 
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where subscripts 1, 2 correspond to  outlet locations in the measurements and numerical 

model respectively, p is the pressure, ρ is the water density, g is the gravitational acceleration, 

h is the vertical position of a section, Q is the discharge, and A is the area of a cross section. 

In the steady state simulations, the interface between the stationary domain and the runner is 

set as frozen rotor and the interface between the runner and the draft tube is modeled as stage 

mixing plane. These are changed to stage interface and transient rotor stator interface, 

respectively, in the transient simulations in order to achieve an accurate result in the FT1 to FT3 

simulations.   

 

 

Figure 4.5 Periodic interface in stator domain 

 

The air injection simulations were divided into two parts: constant air injection and variable air 

injection. In the constant AI cases, the nozzle boundary condition is set as mass flow inlet, with 

air flow rates equivalent to 0.5%, 1%, 2% and 3% of the water flow rate, in order to cover the 

Periodic interface 
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entire air flow rate range suggested in the literature. For the variable AI cases, the air is injected 

based on a sinusoidal curve, described in equation (4.2).  

 

𝑄 =
𝑄0
2
∙ (1 + cos𝜔𝑡) 

(4.2) 

𝜔 = 2𝜋𝑓 (4.3) 

 

where Q is the air flow rate at a certain timestep, Q0 is the optimal constant air flow rate, ω is 

the angular frequency, t is the current timestep and f is the RVR frequency. 
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5 Results and discussions  

5.1 Part load simulation 

In this section, a brief discussion of the full turbine cases is presented along with measurements. 

Afterwards, an analysis is presented for the DT only case in order to determine its accuracy for 

simulating the flow pattern during part load.  

The measurements performed for the Francis-99 project are used for validating the full turbine 

cases and selecting the most accurate for further investigation. At first, general parameters are 

compared, these being: inlet pressure, head and torque. As the inlet location in the numerical 

model differs from the one in the experiments, the pressure from the simulation is recalculated 

using the Bernoulli equation (4.1).  

Table 5.1 Analyzed parameters for numerical model validation 

Parameter 

M
ea

su
re

m
en

ts
 

FT1 case FT2 case FT3 case 

Value 
Error 

[%] 
Value 

Error 

[%] 
Value 

Error 

[%] 

Pressure inlet [kPa] 219.81 237.52 8.06 235.94 7.34 233.96 6.62 

Total head [m] 11.87 12.18 2.69 12.13 2.19 11.81 0.51 

Torque [Nm] 420.79 472.26 14.61 470.23 11.74 460.80 9.51 

 

As can be observed from Table 5.1, the pressure at inlet and the torque are overestimated in all 

cases, while the simulated head has a small approximation error. The FT3 case provides the 

most accurate simulation in comparison to the measurements, thus the results in this case are 

presented and discussed. Further analysis of the results at the monitor points for pressure and 

velocity are performed, i.e. a pressure frequency analysis and an axial velocity profiles analysis. 

Figure 5.1 presents an FFT analysis for the pressure at point VL2, which has dominant 

frequency around 30fn, corresponding to the runner blade frequency. The dominating frequency 

observed in the draft tube is 0.28fn, for both DT5 and DT6 (Figure 5.2). This frequency is 

attributed to the RVR, as it lies in the 0.2-0.4fn range, which is the RVR frequency domain 

observed by many researchers [3, 23]. All the frequencies from the simulation are similar to the 

ones from the measured data (0.32fn at DT5 and DT6, and 30fn at VL2).  
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Figure 5.1 FFT analysis of the pressure at VL2 

 

 

Figure 5.2 FFT analysis for the pressure at DT5 and DT6 

 

Figure 5.3 is shows that the axial velocity in various points on line one has a similar distribution 

both in the FT3 numerical model and in the experimental results, ranging between a velocity of 

2.4m/s in the peripheral area of the draft tube cross section, and 1.5m/s in the core region. It 

can also be noted that the model predicts well the development of the RVR core region, where 

the reversed flow encounters.  
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Figure 5.3 Axial velocity distribution along L1 in the draft tube 

Based on the above analysis, the numerical model is validated, with a sufficient accuracy for 

the purpose of this thesis. However, due to the high complexity of the model, the computation 

time is very long; thus, further improvements of the model must be implemented. A simplified 

case consisting of just the draft tube domain (DT only), is analyzed and subjected to validation.  

In the DT only case, the results for head, torque, efficiency and monitor point VL2 cannot be 

analyzed, as the rotating domain is not modeled; thus, only pressure and the axial velocity 

distribution are verified for validation. They are completed by a visual check (Figure 5.4) and 

a sensitivity analysis (Table 5.4) performed to determine whether or not a smaller timestep 

improves the numerical model convergence. As observed in Figure 5.4, even if the structure of 

the RVR is not identical in the FT3 and DT only cases, it is predicted fairly well by the reduced 

model.   
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Figure 5.4 Fully developed RVR-visualization through an iso-pressure surface for FT3 (left) and 

DT only (right) 

 

Table 5.2 FFT analysis for pressure in FT3 and DT only cases 

Parameter Monitor point Measurements FT3 
DT only 

5° 2° 

Main frequency 

DT5 0.32 fn 0.28 fn 0.33 fn 0.36 fn 

DT6 0.32 fn 0.28 fn 0.33 fn 0.36 fn 

VL2 30.02 fn 30.50 fn - - 

Amplitude [kPa] 

DT5 4263.4 66.2 48.6 136.8 

DT6 1988.1 96.1 40.42 123.5 

VL2 7793.0 6004.4 - - 
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A summary of the pressure frequencies and amplitudes from the measurements, FT3 and DT 

only cases is in Table 5.2. As observed, in both reduced models, the main frequency is the same 

for the two monitor points in the draft tube (DT5 and DT6), being 0.33fn in DT only 5°, and  

0.36fn, in DT only 2° case. These frequencies are associated with the presence of RVR in the 

draft tube. A shift of the RVR frequency is observed in both cases, but the present values lie in 

the RVR frequency spectrum. In Figure 5.5 an FFT analysis of the pressure frequencies is 

presented, In all the models, there is good agreement between the maximum amplitude in the 

two monitor points (DT5 and DT6), but significant discrepancies between the amplitudes in the 

different simulations.  

 

 

Figure 5.6 shows that the distribution of the axial velocity along L1 in the draft tube is captured 

correct in the DT only cases, which validates the reduced model as capable of modelling the 

flow pattern and capturing the characteristics of vortex breakdown phenomenon.  

 

Figure 5.5 Frequency spectrum of pressure in DT only case for monitor point DT5 and monitor 

point DT6 
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Figure 5.6 Axial velocity distribution in various points on L1 at different timesteps 

 

In the simplified model, the flow rate at the DT inlet decreases from 0.1373 m3/s to 0.1337 m3/s, 

as shown in Table 5.3. This is attributed to the new boundary conditions, as these are determined 

from interpolated data and not from measurements, thus small discrepancies are acceptable. It 

can also be observed that the main frequency determined both from pressure and velocity data 

are the same in each case, even if they differ from one case to another. 

 

Table 5.3 Flow parameters for full runner and simplified cases 

Analyzed parameter FT3 (5°) DT only (5°) DT only (2°) 

Number of runner rotations before 

RVR starts to form [-] 
2 2.5 2.5 

Flow rate at inlet [m3/s] 0.1373 0.1337 0.1337 

RVR frequency from pressure [-] 0.28 fn 0.33 fn 0.36 fn 

RVR frequency from axial velocity 

[-] 

0.28 fn 0.33 fn 0.36 fn 

Pressure at DT inlet [kPa] 116.06 116.07 116.05 

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

ax
ia

l v
el

o
ci

ty
 [

m
/s

]

normalized radius [-]



35 

 

As both cases yield realistic results, capturing the main phenomenon, a computational effort 

analysis is performed based on the total required simulation time T, as shown in equation (5.1), 

where t is the elapsed time until flow stability is reached.  

Table 5.4 shows that, as expected, the smallest computational effort is obtained in DT only 5° 

case, thus the following simulations are developed based on the numerical model of this case.  

 

𝑇 = 𝑡 + 5[𝑠] (5.1) 

 

Table 5.4 Computational time usage improvement 

Analyzed parameter 
Parameter 

notation 

full runner 

(5°) 

DT only 

(5°) 

DT only 

(2°) 

Time until stable flow reached [s] t 1.2 1.9 1.5 

Total required simulation time [s] T 6.2 6.9 6.5 

Computational effort [CPU hours] - 6050 268.5 418.6 

 

5.2 Constant air injection 

In this section, the results for air injection at different flow rates through a 30mm diameter 

nozzle are presented. Only the most conclusive results are discussed, with the aim of 

determining the optimal quantity of injected air for mitigating the effect of RVR. 

Figure 5.7 representes the pressure response at the draft tube wall (point DT5) for a constant air 

flow rate of 1% of the water flow rate. The dashed line at 10s indicates the start of AI, which is 

implemented as a step function.  The influence of air injection is recorded at the draft tube wall 

after 1.7s, and after 2.3s more, the system reaches a steady state. In addition, a decrease in the 

pressure fluctuations of 35%, from 0.34kPa to 0.12kPa is observed. For the pressure signal 

presented in Figure 5.7, an FFT analysis is done in Figure 5.8. The red line represents the 

analyzed signal during operation with no air injection, the green line represents the analyzed 

signal during 1% constant air injection, after system stabilization, and the black lines are system 

stabilization times. As observed, the RVR amplitude is halved due to air injection.  
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Figure 5.7 Pressure response at DT5 for 1% AI 

 

 

 

Figure 5.8 FFT for pressure response at DT5 for AI 0% (left) and 1% (right)  

 

In Appendix A and Appendix B, the pressure responses for the four studied cases are presented 

for the pressure monitor points DT5 and DT6, respectively. The results summarized in Table 

5.5 show that, with the increase of Qair, the system response time decreases. As for the change 

in the pressure fluctuation, the highest decrease is obtained for Qair/Qwater of 1%. It is also 

important to note that, after a certain AI value, the air tends to destabilize the system, instead 
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of stabilizing it, as shown in the 3% case, where the pressure fluctuations increase due to the 

AI, in comparison to the other cases where they decrease to a certain extent. As an extra 

verification of the last statement, an extra simulation with Qair/Qwater of 10% is run (Appendix 

C), showing an increase of 85% in the pressure fluctuations.  

Table 5.5 Pressure signal analysis for monitor point DT5 and 30mm nozzle 

𝑄𝑎𝑖𝑟
𝑄𝑤𝑎𝑡𝑒𝑟
⁄  

Parameter 

0.5% 1% 2% 3% 

System response time1 [s] 2.3 1.7 1.3 1 

System stability time2 [s] 8.3 4 6 2.6 

Pressure fluctuation change [%] -54% -60% -25% +10% 

 

 

Figure 5.9 FFT analysis of the pressure in point DT5 during constant air injection 

 

An FFT analysis of the pressure at DT5 for all 4 air flow rates is shown in  

Figure 5.9, with the results summarized in Table 5.6. The main observed frequency in all cases 

lies between 0.24fn and 0.30fn, which corresponds to a shifted RVR frequency, from the 0.33fn 

                                                 
1 Time elapsed between the start of AI and the moment it starts to influence the pressure on the draft tube wall 
2 Time elapsed between the start of AI and the moment when the system stability is reached 
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frequency, when there is no air injected. The amplitude of the RVR decreases from 48.6 kPa in 

the 0% air case, to less than 40 kPa in most AI cases (1%, 2% and 3%).  

Table 5.6 FFT results for the constant air injections studied cases 

𝑄𝑎𝑖𝑟
𝑄𝑤𝑎𝑡𝑒𝑟
⁄  

Parameter 

0 % 0.5% 1% 2% 3% 

Normalized main frequency 

[-] 
0.33 fn 0.24 fn 0.29 fn 0.30 fn 0.25 fn 

Amplitude [kPa] 48.6 49.4 23.4 25.6 39.6 

 

Figure 5.10 presents the variation of RVR amplitude function of the air injection rate, where 

the dashed line represents the RVR amplitude when no air is injected in the system. In 0.5% AI 

case there is a slight increase of the RVR amplitude, which is likewise observed by Yu [24]. 

The amplitude of the RVR decreases the most in the 1% case, where it becomes 48% of the no 

air injection case. Considering the presented results, the 1% AI case is selected as the best-case 

scenario. The velocity profile is further checked for this case, in order to verify the consistency 

of the results. 

 

 

Figure 5.10 RVR amplitude function of the air injection rate 
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Figure 5.11 Axial velocity variation in time along L1  

Figure 5.11 presents a spatial and temporal variation of the axial velocity for 0% and 1% air 

injection along L1 for a total time of one second. When air is injected, significant improvements 

can be observed in terms to velocity fluctuations, both close to the wall and in the center of the 

draft tube. The axial velocity is more stable, and also presents a decrease of the maximum axial 
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velocity in the core zone from 1.2 m/s to 0.9 m/s. A more stable velocity profile is achieved 

close to the DT wall as well, with fluctuations decreasing to less than half of the ones before air 

injection. The same can be observed in Figure 5.12. Graphs similar to the ones in Figure 5.11 

are presented in Appendix  D. 

The dashed line in Figure 5.12 marks the beginning of the air injection. Similar to the pressure 

response on the draft tube wall from Figure 5.7, the system response is not immediate, but after 

1.2 seconds. The system stability time is the same as for the pressure response, four seconds 

being necessary reach a steady state.  

 

 

Figure 5.12 Axial velocity variation near the draft tube wall, on L1 

 

From the analyzed cases, the 1% constant AI is optimal for mitigating the effect of the RVR. 

Thus, this specific case is further analyzed for improving its effects by varying the injected air 

flow rate.  

5.3 Variable air injection 

In this section, the possibility of varying the air flow rate is analyzed, in order to either decrease 

the necessary quantity of air or improve the system response to the air injection by decreasing 

the effects of RVR.  The presented cases are modeled based on the optimum results obtained in 

the constant air injection case (i.e. 1% constant air injection). In order to have a smooth variation 
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in flow rate, a sinusoidal transition is implemented in all cases. The results are presented in 

order, as a step-by-step model development.  

Before implementing any variation case, an analysis of system response to nozzle closure is 

done as shown in Figure 5.13, in order to determine the pressure response to a decrease of the 

air flow rate. The single dashed line marks the moment when the air injection starts and the 

double dashed line represents the moment of nozzle closure.  

 

 

Figure 5.13 Pressure response for nozzle closure 

 

As observed in Figure 5.13, the system response time at the start of AI is 1.7 seconds, reaching 

system stability after four seconds. In the AI stop case (nozzle closed), the system response 

time is very short, reasonably approximated as an instant response. In the nozzle closure case, 

the system stability time is one second, meaning that it responds four times faster to air shut-

down than to air turn-on. As a result, the frequency of the pulsating air injection has to be higher 

than 1 Hz, so that RVR does not have time to develop. However, this case does not show what 

the optimal frequency would be. As the aim of the study is to mitigate the pressure fluctuation 

induced by the presence of RVR, a variable air injection with the same frequency as RVR is 

expected to give accurate results. For validation of this assumption, two cases are compared: 

the first one has a variable AI with the RVR frequency, and the second with 3.5 times higher 

frequency than fRVR. The value of the frequency in the second case is randomly picked, 

following just one rule: it should differ from the runner frequency in order to avoid non-
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independent frequency results. The outcome of this comparison is shown in Figure 5.14. The 

mitigation of RVR is similar in the two cases, but when air is injected with a higher frequency 

than fRVR, the AI frequency appears in the system with a larger amplitude than fRVR. Thus, the 

previous assumption proves right and is used in the analysis of the next step.  

 

 

Figure 5.14 FFT analysis for different AI pulsating frequencies 

 

Another important aspect of the air injection variation is the phase. As shown by [13], the 

plunging component of RVR starts to develop before the rotating component. Thus, for a start 

of AI in counter phase with the plunging component phase, an improvement of the mitigation 

method is expected. This is checked by two simulations: air injection started in phase and in 

counter phase with the plunging component. As shown in Figure 5.15, the amplitude of the AI 

in counter phase with the plunging component is lower than that of the in phase case. Even if 

the amplitude of both cases exceeds the RVR amplitude with no mitigation [see Part load in 
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Results and discussions chapter], the focus of this case is to determine the correct phase for AI, 

so the results is considered successful.  

 

 

Figure 5.15 FFT analysis of the AI in phase and in counter phase with the plunging component 

of the RVR 

 

As a small summary of the results obtained for the model build-up, it can be said that the 

variation of the air injection has to be in counter phase, with the same frequency as the RVR. 

In addition, the AI variation is implemented as a sinusoid. With this conditions set, the study of 

ways to improve the AI as an RVR mitigation method is presented below.  

For determining the possibility of reducing Qair, three cases are studies, as follows: 

 

 Qair variation between 0 and 1% Qwater 

 Qair variation between 0.5 and 1% Qwater 

 Qair variation between 0.9 and 1% Qwater 

 

In all cases, the variable air injection starts directly after the nozzle opens, and no preliminary 

system stabilization is done using constant air injection. Figure 5.16 presents the FFT analysis 
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of the variable injection cases in comparison with the optimal constant air injection and the no 

air injection case. It can be noticed that injecting the air with a small variation yields similar 

results as in the constant air injection case, both being less than half of the RVR amplitude in 

the no air injection case. With the increase of variation, the RVR amplitude increases, meaning 

that higher pressure-fluctuations are present in the draft tube. This is contrary to the aim of 

injecting air, thus only a small variation of the AI is feasible for implementation. When it comes 

to the RVR frequency, it remain the same in all cases, with no notable frequency shift. 

 

Figure 5.16 FFT analysis of variable air injection with no preliminary system stabilization 
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6 Conclusion 

The purpose of this project was to investigate potential improvements to air injection methods, 

towards reducing the amount of air necessary for mitigating the pressure fluctuations of the 

RVR while maintaining the system efficiency.  

One numerical model was developed for simulating the part load operation of a Francis model, 

and the obtained results were analyzed and compared to experimental data for validation. The 

model was further updated to a multiphase flow model, in order to simulate air injection in the 

draft tube of a turbine and its effects, along with possible improvements. Parametric and 

comparative studies were carried on for all relevant cases. Following are the main findings:  

1. In the part load simulation DT only case, the RVR is developing fairly accurately, showing 

that the reduced domain is able of capturing the vortex breakdown phenomenon and the 

correct flow pattern.  

2. As the computational effort is an important aspect, a 5° timestep is sufficient for simulating 

the part load condition in the draft tube of a Francis turbine, yielding similar results as the 

2° timestep and the measurements. In addition, for accuracy of results, a simulation time of 

10 seconds is ideal, in order to reach a stable regime and collect enough data for flow 

analysis. 

3. A small amount of air injected in the draft tube of a turbine changes the flow characteristics, 

leading to a significant decrease of the pressure pulsation amplitude encountered due to the 

rotating vortex rope. On the other hand, air injection is actually detrimental in case of 

injecting too large a quantity of air. 

4. The influence of the air is observed at the monitor points on the draft tube after 9.4 runner 

rotations, while after closing the air injection system the RVR develops four times faster. 

This proves that the frequency for varying air injection has to be smaller than then two 

runner rotations. 

5. The air should be injected with the same frequency as the RVR, because injecting air with 

other frequencies tends to introduce extra pressure fluctuations in the system. 

6. While small variations of air injection improve or maintain the flow characteristics as in the 

constant air injection case, a large variation destabilizes the system.  

 

Generally, the conclusion is that variable air injection is a feasible method which needs 

more investigation for improvement. 
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7 Further work 

As the scope of this thesis was to set the basis for new possibilities regarding the air injection 

methods, the developed model is simplistic. Thus, many further work possibilities are open in 

order to improve the model accuracy. Among the most important is getting measurement data 

for a better model validation. On the modelling side, necessary improvements in regard to 

implementing a compressibility model or analyzing the system response to decreased timestep 

should be implemented.  

A key interest that can be researched is implementing a 3-phase flow (water-vapor-air), in order 

to model the air response to vapor cavities formation during very low pressure in the draft tube. 

In addition, simulating the full runner case could be of interest as well, so that a good overview 

of the effect of varying air injection is obtained.  

Finally, a technical-economical study should be realized, as implementing a pulsated air 

injection system is probably more expensive than the system for providing a constant air supply. 

Doing a cost-benefit analysis is crucial for getting an overview of the development possibilities 

for the method. 
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Appendix B 

 

 

116.2

116.3

116.4

116.5

116.6

116.7

116.8

116.9

117

117.1

0 2 4 6 8 10 12 14 16 18 20

p
re

ss
u

re
 [

kP
a]

time [s]

DT6 0.5%

116.30

116.40

116.50

116.60

116.70

116.80

116.90

117.00

117.10

117.20

0.00 2.00 4.00 6.00 8.00 10.00 12.00 14.00 16.00 18.00 20.00

P
re

ss
u

re
 [

kP
a]

time [s]

DT6 1%



56 

 

 

 

 

  

116.3

116.4

116.5

116.6

116.7

116.8

116.9

117

117.1

0 2 4 6 8 10 12 14 16 18 20

p
re

ss
u

re
 [

kP
a]

time [s]

DT6 2%

116.2

116.3

116.4

116.5

116.6

116.7

116.8

116.9

117

117.1

0 2 4 6 8 10 12 14 16 18 20

p
re

ss
u

re
 [

kP
a]

time [s]

DT6 3%



57 

 

Appendix C 
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