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Abstract

The supercurrent in the normal region of a superconductor - normal metal - superconductor struc-

ture (SNS), when exposed to an external magnetic field, is studied. The current is found via the

energy levels of the Andreev bound states of the system. For an ordinary low-Tc SNS-junction in

a weak magnetic field it is found that a linear vortex pattern occurs in the current density. If the

normal metal is substituted by a ferromagnet (SFS) it is found that the strength and direction of

the current vortices can be controlled by the Zeeman field strength. The vortex pattern changes

significantly if the low-Tc superconductors in the SNS-junction are substituted by high-Tc super-

conductors with d-wave pairing. Interestingly, it is found that in the presence of a subdominant

s-wave gap in the high-Tc superconductors, the symmetry of the vortex pattern is lost. Analytical

expressions for the precise gap orientation producing this phenomenon are derived. Numerical

simulations of the system demonstrate that the supercurrent vortex pattern can be spatially con-

trolled via the orientation of the d-wave gap and via the Zeeman field, and could open new per-

spectives with regard to tailored quantum current distributions. A conventional SNS-junction in a

strong magnetic field is also studied in which semiclassical orbits could be classified from energy

levels found quantum mechanically with use of numerical calculations. It is found that if the ra-

dius of the Lorentz cyclotron is small enough the energy levels will not contribute to the Josephson

current.
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Sammendrag

Superstrømmen i en superleder - normalmetall - superleder struktur (SNS), i et ytre magnetfelt,

studeres. Strømmen blir funnet via Andreev bundende tilstander i systemet. For en normal SNS-

overgang med lav kritisk temperatur i et svakt magnetisk felt finner vi et lineært mønster av virvler

i strømtettheten. Hvis vi bytter ut det normale metallet med en ferromagnet (SFS) vil styrken og

retningen til virvlene kunne bli styrt via Zeeman-feltstyrken. Virvelmønsteret endres betydelig hvis

superlederne med lav kritisk temperatur og normal s-bølgegap byttes ut med superledere med høy

kritisk temperatur og d-bølgegap. Dersom et mindre dominerende s-bølgegap er tilstede sam-

men med d-bølgegapet finner vi at symmetrien i virvelmønsteret forsvinner. Analytiske uttrykk for

hvilke orienteringer av gapet som skaper dette fenomenet er utledet og numeriske simuleringer av

strømtettheten i systemet viser at mønsteret kan kontrolleres via orienteringen til d-bølgegapet og

av Zeeman-feltet. Vi har også studert en normal SNS-overgang i et sterkt magnetfelt der de semik-

lassiske banene blir klassifisert fra energinivåene funnet kvantemekanisk ved hjelp av numeriske

beregninger.
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Chapter 1

Introduction

In 1911, H. K. Onnes discovered that the electrical resistance in mercury vanished when it was

cooled down to a temperature of 4.2 K [1]. This was the first observation of superconductivity and

it would go two more decades before W. Meissner and R. Ochsenfeld, in 1933, discovered a second

fundamental property of superconductivity, namely the expulsion of magnetic fields below a cer-

tain threshold value, and that above this critical value the superconductivity breaks down [2, 3].

The absence of electrical resistance and the expulsion of the magnetic field are macroscopic quan-

tum mechanical effects of which a microscopical description was missing for another two decades.

This was finally presented by Bardeen, Cooper and Schieffer in 1957 and is now known as the BCS

theory [4]. The theory propose that the supercurrent in a superconductor is transported via pairs

of electrons, known as Cooper pairs, which condense into an electronic superfluid in which the

Cooper pairs can travel without resistance.

More than 70 years after Onnes’ discovery of low-Tc superconductivity with a critical temperature

Tc ≈ 4K, Bednorz and Müller discovered high-Tc superconductivity at about 30K in cuprates [5].

The high-Tc superconductors typically possess a d-wave pair symmetry which is different from the

conventional s-wave pairing in the low-Tc superconductors in the way that it gives nodes in the ex-

citation energy spectrum [6–9]. Experiments has shown that this gives far-reaching consequences

for the properties of the superconducting state of the material [10, 11], and the origin of high-Tc

superconductivity remains one of the most important unresolved problems in condensed matter

physics.

When a superconductor (S) is placed in contact with a normal metal (N), Cooper pairs will leak

from the superconductor and into the normal metal. This effect is known as the proximity ef-

fect [12], and allow for superconducting-like properties in materials which originally were non-

superconducting. As the Meissner effect expels magnetic fields, superconductivity and magnetism

rarely coexists in bulk materials. However, when hybrid structures are exposed to magnetic fields,

1



CHAPTER 1. INTRODUCTION 2

the proximity effect allows for interplay between superconductivity and magnetism, giving rise to

a variety of interesting effects. In recent years new techniques have allowed resolving properties

on smaller length scales and lower temperatures, and this has renewed the interest of the subject

[13, 14]. There is now a good understanding of many electronic and transport properties of hybrid

SN structures, but there are still many unexplored aspects of the dependency the magnetic field

has on those properties. The interplay between superconductivity and magnetism is further man-

ifested if the normal metal in the hybrid structures is substituded by magnetic materials, such as

ferromagnets, in which the spin, in addition to the charge, of electrons is exploited [15, 16].

J. Rowell observed in 1963 that a superconductor-insulator-superconductor structure, exposed to

a magnetic field, would have critical current that oscillates in a certain manner, known as Fraun-

hofer oscillations [17], see figure 1.1(b). It is understood that these oscillations are a consequence

of circulating current vortices which appear in the insulator between the superconductors, due to

quantum interference. The vortices are known as Josephson vortices and have later been observed

in several SNS junctions [18, 19], as well as junctions with other materials such as graphene [20–

23] and topological insulators [24–27]. In figure 1.1(a) supercurrent vortices in an SNS junction is

illustrated. They are different from Abrikosov vortices [28], located in the superconductor, which

have normal cores and a phase-winding of 2π of the superconducting order parameter.

(a) (b)

Figure 1.1: Figure (a) illustrates the supercurrent vortices in the normal region of an SNS-junction
when exposed to a uniform magnetic field. The length of the normal region is L while the width is
W À L. Figure (b) shows the Fraunhofer oscillations, with period Φ0, of the corresponding critical
current versus the magnetic flux,Φ.

In wide SNS-junctions, W À L, of isotropic superconductors exposed to a spatially uniform mag-
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netic field, research has shown that the vortices are arranged in a chain along the superconducting

interface [29–33], like the pattern shown in figure 1.1(a). It is well-known that this pattern is modi-

fied by the insulating barriers if W ' L [34–36], and in newer research it was found that if the Fermi

surface is warped, the vortices are modified into a two-dimensional vortex lattice [37]. In any cases

the critical current decays as Fraunhofer oscillations when the field strength is increased, although

the decay rate under certain conditions has varied [37, 38]. In a modulated magnetic field the vor-

tex pattern is somewhat modified and for certain modulations the current is left unaffected, even

for arbitrary large field strengths. Thus the vortex pattern and the critical current can be controlled

with modulated fields [39]. To our knowledge the research done on the supercurrent pattern in

Josephson junctions has so far mainly been on SNS junctions with conventional s-wave supercon-

ductors. The d-wave symmetry of high-Tc superconductors will allow for different energy levels

than the conventional s-wave superconductors and it is of interest to investigate how this in turn

influence the supercurrent density. Moreover, if the normal metal in the junction is substituted by

a ferromagnet (SFS), the external magnetic field will interact with the magnetic moments in the

material and this may in turn influence the supercurrent density. One of the main objectives in

this thesis is to understand how the supercurrent pattern in d-wave SNS-junctions and in s-wave

SFS junctions responds to external magnetic fields on a microscopic level.

As already stated, the superconductivity breaks down if the magnetic field exceeds a critical value.

Nevertheless, experiments have been done with strong magnetic fields large enough for the Landau-

level quantization of the electronic motion to be of importance [40], but still without exceeding the

critical value[41, 42]. At single NS interfaces with semi-infinite superconductors and normal re-

gions exposed to such strong magnetic fields it is found that edge states consisting of coherent

superposition of electron and hole excitations are formed and propagate along the interface [43].

Similar systems, but with finite width of the normal region has also been studied in both a quantum

mechanical and semi-classical point of view [44]. There has, however, to the best of our knowledge

not been any research on SNS junctions in strong magnetic fields and another main objective in

this thesis is to understand how the energy levels and current in such junctions are affected by

strong magnetic fields.

The outline of the thesis is as follows. In chapter 2 we will give the necessary background the-

ory, explaining the Meissner effect, BCS theory and supercurrent transport theory in hybrid struc-

tures. We will also give a brief explanation of the d-wave pairing in high-Tc superconductors as

well as some relevant properties of magnetic materials. The remaining chapters will consider a

two-dimensional Josephson junction in an external magnetic field, but we will treat two somewhat

different concepts. The first part (chapter 3 and 4) will focus on the current density pattern in weak

magnetic fields, while the second part (chapter 5) will focus on the effect of a strong magnetic field

on the energy levels in the junction. In chapter 3 we define the system and identify the energy lev-
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els in the weak magnetic field. We will here consider three different situations: (1) an ordinary SNS

junction of low-Tc superconductors with s-wave pairing, (2) an SNS junction of high-Tc supercon-

ductors with d-wave pairing and (3) an SFS junction with s-wave superconductors separated by a

ferromagnet. In chapter 4 we use the energy levels found in chapter 3 to find the current density

and the total current of the three situation. In chapter 5 we consider the second part of the thesis

in which the external magnetic field is strong. Here we will use an analytical approach to set up

the necessary equations for finding the energy levels and then use numerical calculations to iden-

tify the energy levels in the junction. We will use different methods to find the energy levels in the

first and second part, the first being based on the Bohr-Sommerfeld quantization condition [45],

while the second being based on matching of the wave functions at the interfaces. In chapter 6 we

summarize the results in a conclusion followed by an outlook for future work.



Chapter 2

Fundamental theory

2.1 The Meissner effect

Meissner and Ochsenfeld discovered in 1933 [2] that applied magnetic field, H , below some criti-

cal limit Hc , would be expelled in the superconductor for temperatures below Tc , resulting in zero

field inside the superconductor. This is called the Meissner effect and is a consequence of induced

screening supercurrents at the surface of the superconductor. No current can exist only on the sur-

face of a material as this would imply a finite current in a layer of zero thickness requiring infinite

density of free charge. Consequently, the screening current must exist at some finite distance, λL ,

into the superconductor and thus letting the external magnetic field penetrate to a depth λL . On

a deeper level, the Meissner effect represents that the photon has become massive inside a super-

conductor as a result of the spontaneous local U(1) symmetry breaking. The Meissner effect breaks

down as the external field is increased to above the critical limit Hc . Depending on the material we

will then get full (in type I superconductors) or partial (in type II superconductors) penetration of

magnetic flux and the superconductor will go from the superconducting state into the normal or

mixed state, respectively.

2.2 BCS theory

The discovery of the Cooper pairs, which can loosely be thought of as bosonic, was truly remark-

able, as it is the key origin of superconductivity. In low-Tc superconductors the conventional mech-

anism behind the formation of Cooper pairs is phonon-mediated attractive interaction which is

overwinning the Coulomb repulsion. In high-Tc superconductors the mechanism is still not clear,

but the exact mechanism of the pairing is not of importance in this thesis, and the following deriva-

tion applies for any attractive interaction 1.

1The derivation in this section is inspired by Fossheim and Sudbø 2004, pp. 57-83 [46].

5



CHAPTER 2. FUNDAMENTAL THEORY 6

The Hamiltonian of the system will consist of two parts, describing the non-interacting and in-

teracting electrons, respectively. A given state is defined by the momentum k and spin σ. In

the second quantization formalism the annihilation- and creation operators, ck ,σ and c†
k ,σ, will

destroy and create an electron in the corresponding state, respectively. The number operator

nk ,σ = c†
k ,σck ,σ counts the number of electrons in the state. The non-interacting part of the Hamil-

tonian will simply be the energy of each state, εk = ~2k2/2m, times the number operator and

summed over all states. This will thus be the first term in the Hamiltonian (2.1). The interacting

part of the Hamiltonian will describe a scattering process where two electrons in the states (k , σ)

and (k ′,σ′) are scattered into the states (k+q ,σ) and (k ′−q ,σ′), i.e. (k ,σ) and (k ′,σ′) are destroyed

by the annihilation operators while (k +q , σ) and (k ′−q , σ′) are created by the creation operators.

We must also include a matrix element Vk ,k ′ including both the attractive phonon-mediated in-

teraction and the repulsive Coulomb interaction, between the electrons. The total Hamiltonian

including both the non-interacting and the interacting term is thus given as

H = ∑
k ,σ

εk c†
k ,σck ,σ+

∑
k,k′,q,σ,σ′

Vk,k′(q,ω)c†
k+q,σc†

k′−q,σ′ck,σck′,σ′ . (2.1)

We define εk ≡ εk −µ as the energy above the Fermi surface. The chemical potential, µ, is used in

place of the Fermi energy, εF , as these two quantities are essentially the same in all relevant cases.

The attractive interaction will only be valid in a small energy range, ω, above the Fermi-surface,

and for electrons on opposite sides of the Fermi-surface. We may therefore let k ′ =−k . Due to the

Pauli principle the electrons in the Cooper pairs will in most cases be found in opposite spin states,

so we will also let σ′ =−σ. By now changing the dummy indices, the Hamiltonian takes the form

H −µN = ∑
k ,σ

εk c†
k ,σck ,σ+

∑
k ,k ′

Vk ,k ′c†
k ,↑c†

−k ,↓ck ′,↑c−k ′,↓, (2.2)

where N is the number of electrons. Henceforth we will write H in place of H −µN .

We will use mean field approximation to simplify the Hamiltonian and assume the fluctuations

around the expectation values to be small such that we can write

c−k ,↓ck ,↑ = 〈c−k ,↓ck ,↑〉+ c−k ,↓ck ,↑−〈c−k ,↓ck ,↑〉 ≡ 〈c−k ,↓ck ,↑〉+δk , (2.3)

and only keep δk to the first order. By also defining the gap parameter as follows

∆k ′ =∑
k

Vk ,k ′ 〈c−k ,↓ck ,↑〉 , (2.4)

the Hamiltonian will simplify to

H = = E0 +
∑
k
ϕ′†

k H ′
kϕ

′
k . (2.5)
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where we have used the standard commutation relations for fermions[
c†

k ,σ,ck ′,σ′
]
+ = δk ,k ′δσ,σ′ ,

[
c†

k ,σ,c†
k ′,σ′

]
+ = 0,

[
ck ,σ,ck ′,σ′

]
+
= 0 (2.6)

and defined

E0 ≡
∑
k

[
εk −∆k 〈c†

k ,↑c†
−k ,↓〉

]
, H ′

k =
(
εk ∆k

∆∗
k −εk

)
and ϕ′

k ≡
(

ck ,↑
c†
−k ,↓

)
.

The Hamiltonian (2.5) can be diagonalized by inserting UkU †
k = I , where I is the identity matrix

and U is a unitary matrix:

Uk =
(

uk −v∗
k

vk u∗
k

)
, U †

k =
(

u∗
k v∗

k

−vk uk

)
. (2.7)

The coherence factors

uk = e iϕ/2 cosθk , vk = e−iϕ/2 sinθk , (2.8)

defined by the new variables, ϕ and θk , satisfy the relation |uk |2 +|vk |2 = 1 and will therefore leave

the matrix U unitary. If we now let ϕ and θk be such that Hk =U †
k H ′

kUk is diagonal, our Hamilto-

nian will be on the diagonal form

H = E0 +
∑
k
ϕ†

k Hkϕk (2.9)

with ϕk ≡U †
kϕ

′
k :

ϕk ≡
(
γk ,↑
γ†
−k ,↓

)
=

(
u∗

k v∗
k

−vk uk

)(
ck ,↑

c†
−k ,↓

)
. (2.10)

The new fermionic operators γk ,↑ and γ†
−k ,↓ are describing excitation of single quasi-particles. We

find that Hk is diagonal if θk satisfy

u2
k = cos2θ = 1

2

1±
ε±k√

ε±2
k +|∆k |2


v2

k = sin2θ = 1

2

1∓
ε±k√

ε±2
k +|∆k |2


(2.11)

andϕ is the phase of the gap parameter,∆k = |∆k |e iϕ. We will see in the following chapters that the

superconducting phase, ϕ, plays an extremely important role in hybrid structures such as Joseph-

son junctions. We let ε+k > 0 and ε−k < 0 and notice that we get u2
k = 1 and v2

k = 0 when ∆k = 0, that

is in the limit of the normal state when there is no attraction between the electrons, according to
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equation (2.4). The resulting diagonal Hamiltonian is now on the form

Hk =
(

Ek 0

0 −Ek

)
(2.12)

where we have defined

Ek =
√
ε2

k +|∆k |2 (2.13)

as the quasiparticle excitation energy. It is now clear why ∆k is refered to as the gap-parameter

as it gives a gap in the excitation spectrum of the quasiparticles ϕk . Below the gap there are no

allowed single particle states and we understand that the presence of the Cooper pairs has crucial

consequences for the single particle density of states. Moreover, we have

k± = kF

√
1+

ε±k
µ

= kF

√√√√
1±

√
E 2

k −|∆k |2
µ

(2.14)

whereµ= ~2k2
F /2m and ε±k =±

√
Ek −|∆k |2 is obtained from equation (2.13). We notice how we get

a fourfold degeneracy of relevant states, (k+,k−,−k+,−k−), for each Ek . The quasiparticle excita-

tion γ†
k ,↑ in equation (2.10) will be electronlike since we, according to equation (2.11), have u2

k → 1

and v2
k → 0 as ∆→ 0 and c†

k ,↑ creates an electron while c−k ,↓ destroys an electron, leaving a hole.

Similarly, γk ,↑ will be holelike. Moreover, from equation (2.14) we see that ±k+ (±k−) correspond

to energy above (below) the Fermi surface and thus ±k+ (±k−) are electron (hole)-like excitations.

The direction of the waves is determined from the group velocity,

vg = 1

~
∂Ek

∂k
=
ε±k
Ek

~k±

m
, (2.15)

and as ε−k < 0 we realize that the holes travel in opposite direction of their wave vector, k−.

For convenience we introduce a new variable, η, defined as

η≡
arccos

(
Ek
|∆k |

)
, if Ek < |∆k |

i arccosh
(

Ek
|∆k |

)
, if Ek > |∆k | .

(2.16)

By using this new variable in the expressions for uk and vk in equation (2.11) we find the quantity,

uk

vk
= e i (η+ϕ), (2.17)

which we will find useful in the following chapters.
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2.3 Bogoliubov-de Gennes equations

In the description above we assumed the Hamiltonian to be position-invariant so that the wave

functions could be considered as simple plane waves, ∼ exp(i k · r ). We took the potential V (r )

and the vector potential, A(r ), to be zero and simply replaced the Hamiltonian for a single particle

system,

h(r ) = 1

2m

(~
i
∇−q A(r )

)2

−µ(r )+V (r ), (2.18)

with εk = ~2k2/2m −µ. For systems where the momentum is position-dependent we can not do

this simplification and introduce instead field operators:

ψ(r , t ) ≡∑
k

U (r , t )ϕk , ψ†(r , t ) ≡∑
k
ϕ†

kU †(r , t ). (2.19)

The Hamiltonian in equation (2.5) will now be given as

H = E0 +
∫

d 3r ψ†(r , t )

(
h(r ) ∆(r )

∆∗(r ) −h(r )

)
ψ(r , t ) ≡ E0 +

∫
d 3r ψ†(r , t )H ′(r )ψ(r , t ). (2.20)

Again the Hamiltonian may be diagonalized by setting U †(r , t )H ′(r )U (r , t ) = Hk , or equally

H ′(r )U (r , t ) =U (r , t )Hk , where Hk is on the diagonal form in equation (2.12). By separating these

equations for each eigenvalue in Hk we get the Bogoliubov de Gennes equations (BdG equations)

[47]: (
h(r ) ∆(r )

∆∗(r ) −h(r )

)(
u(r , t )

v(r , t )

)
= Ek

(
u(r , t )

v(r , t )

)
, (2.21a)

(
−h(r ) −∆∗(r )

−∆(r ) h(r )

)(
−v(r , t )

u(r , t )

)
= Ek

(
−v(r , t )

u(r , t )

)
. (2.21b)

which is equivalent to writing
h(r ) 0 0 ∆(r )

0 h(r ) −∆(r ) 0

0 −∆∗(r ) −h(r ) 0

∆∗(r ) 0 0 −h(r )




u(r , t )

u(r , t )

−v(r , t )

v(r , t )

= Ek


u(r , t )

u(r , t )

−v(r , t )

v(r , t )

 . (2.22)

2.4 Superconducting wave functions

From equation (2.10) we haveγ†
k ,↑ = uk c†

k ,↑+vk c−k ,↓. By letting uσ(r , t ) and v−σ(r , t ) be the position

space representation of uk and vk we can represent γ†
k ,σ and γk ,σ by the vectors Ψe,σ and Ψh,σ,
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respectively, whereΨ is a vector of the form
(
u↑,u↓, v↑, v↓

)T . This gives:

γ†
k ,↑ →Ψe,↑ =


u(r , t )

0

0

v(r , t )

 , γ†
−k ,↓ →Ψe,↓ =


0

u(r , t )

−v(r , t )

0

 ,

γk ,↑ →Ψh,↑ =


0

−v∗(r , t )

u∗(r , t )

0

 , γ−k ,↓ →Ψh,↓ =


v∗(r , t )

0

0

u∗(r , t )

 .

(2.23)

We can often ignore the spin degeneracy and only consider the 2×2 matrix in (2.21a) as the BdG-

equations. In that case the wave functions reduces to 2-vectors:

Ψe =
(

u(r , t )

v(r , t )

)
, Ψh =

(
v∗(r , t )

u∗(r , t )

)
. (2.24)

We will in this thesis assume the magnetic field to be completely expelled by the superconduc-

tors and let the vector potential be zero in this region. The Hamiltonian from equation (2.18) will

simplify to

hS(r ) =−~2∇2

2m
−µS . (2.25)

Ignoring the spin-degeneracy and using the above Hamiltonian (2.25) in the BdG-equations (2.21a),

the wave functions satisfying the equations will be plane waves on the form

Ψe (r ) =
(

uk

vk

)
e i k+·r , Ψh(r ) =

(
v∗

k

u∗
k

)
e i k−·r , (2.26)

and we find

hS(r )Ψe/h(r ) =
(~2k±2

2m
−µ

)
Ψe/h(r ) ≡ ε±kΨe/h(r ). (2.27)

The eigenvalue problem in the BdG-equations (2.21a) has non-trivial solutions if the energies, Ek

satisfy

0 = det

(
ε±k −Ek ∆

∆∗ −ε±k −Ek

)
=−ε±2 +E 2

k −|∆|2
(2.28)

which gives the energies E 2
k = ε±2

k +|∆|2 in correspondence with the energies obtained in equation

(2.13), and k± and ε±k will be as in equation (2.14). Electronlike quasiparticles will have excitation
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energy above the fermi surface, ε+k =+
√

E 2
k −∆2 = i∆sinη, for which we find the wave-functions

Ψe (r ) =
(

u0e iϕ/2

v0e−iϕ/2

)
e i ke r ∝

(
e iηe iϕ

1

)
e i ke r , (2.29)

where Ψ+
e are right-going waves, while Ψ−

e are left-going waves. Similarly, for ε−k = −
√

E 2
k −∆2 =

−i∆sinη, we get the wave-functions describing holelike quasiparticles:

Ψh(r ) =
(

v0e iϕ/2

u0e−iϕ/2

)
e i kh r ∝

(
e−iηe iϕ

1

)
e i kh r , (2.30)

where Ψ+
h are left-going waves, while Ψ−

h are right-going waves. When spin is taken into account

the wave functions are modified to

Ψe,↑ ∝


e iηe iϕ

0

0

1

e i ke,↑r , Ψe,↓ ∝


0

e iηe iϕ

−1

0

e i ke,↓r , Ψh,↑ ∝


e−iηe iϕ

0

0

1

e i kh,↑r , Ψh,↓ ∝


0

e−iηe iϕ

−1

0

e i ke,↓r .

(2.31)

2.5 Andreev reflection

Andreev reflection is the underlying mechanism in the superconducting proximity effect which

was mentioned in the introduction 1. It describes supercurrent transport in hybrid structures con-

sisting of a normal metal and a superconductor 2. The complete model was described by Blonder,

Tinkham and Klapwijk in 1982 and is now known as the BTK-theory [48].

When an electron with momentum, k+ = k+
x x̂ + k+

y ŷ + k+
z ẑ, and spin, σ, in the normal metal is

propagating towards the superconducting interface, it will be scattered with certain probabilities

of transmission and reflection. We choose the coordinate system such that the intersection is

placed in the y z-plane, see figure 2.1. There are two possible ways the electron could be trans-

mitted and reflected. The electron may be transmitted into the superconductor as an electron-like

quasiparticle, with momentum q+ = q+
x x̂ + q+

y ŷ + q+
z ẑ and spin σ, or as a hole-like quasiparticle,

with momentum q− = −q−
x x̂ + q−

y ŷ + q−
z ẑ and spin σ. The x-component has negative sign since

the wave direction of a hole is opposite of the direction of its wave vector, as explained in section

2.2. The electron may be reflected, either in the normal way, i.e. as an electron with momentum

k+
r = −k+

x x̂ +k+
y ŷ +k+

z ẑ, and the same spin σ or by Andreev reflection [49]. In Andreev reflection

2The non-superconducting material can be replaced by other materials, such as ferromagnets which will be consid-
ered in this thesis
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the incoming electron goes into the superconductor and form a Cooper pair with an electron of

opposite spin, leaving a reflected hole with momentum k− = k−
x x̂ +k−

y ŷ +k−
z ẑ and spin −σ.

Figure 2.1: A normal metal is in contact with a superconductor. An electron of momentum k+++

(dashed line) is either transmitted into the superconductor with momentum q+ (electron-like) or
q− (hole-like), or it is reflected back into the normal metal with momentum k+

r (electron) or k−

(hole). The arrows indicate the direction of the group velocities (not necessarily the direction of
the momentum vectors).

We will in this section ignore the spin degeneracy and use the wave functions from equation (2.29)

and (2.30) with energies Ek (2.13) and corresponding wave numbers, k± (2.14). The incoming,

reflected and transmitted wave vectors will in this notation take the form

ψi (r ) =
(

1

0

)
e i k+r

ψr (r ) = ree

(
1

0

)
e i k+

r r + reh

(
0

1

)
e i k−r

ψt (r ) = tee

(
u0e iϕ/2

v0e−iϕ/2

)
e i q+r + teh

(
v0e iϕ/2

u0e−iϕ/2

)
e i q−r ,

(2.32)

where ree , reh , tee , and teh represent the probabilities of normal reflection, Andreev reflection,

electron-like transmission and hole-like transmission, respectively. The Andreev reflection is retro

reflective [50, 51] and the hole will move along the same path as the incoming electron as illus-

trated in figure 2.1. In the opposite situation in which an incoming hole is Andreev reflected into

an electron, a Cooper pair is "dragged" from the superconductor and into the normal metal. This

illustrates how the Andreev reflection is the mechanism behind the proximity effect.
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In equation (2.13) we found that only energies above the energy gap, ∆, are allowed for the quasi-

particles. Consequently, when Ek < ∆, the amplitudes tee and teh will be zero and only reflection

(either normal or Andreev reflection) is allowed. If there is no barrier at the interface, there will be

no normal reflection, ree , and only Andreev reflection, reh , will be allowed. States with such ener-

gies in SNS junctions would thus be trapped in the normal metal by the Andreev reflections and

are referred to as Andreev bound states (ABS).

2.6 Josephson current

A Josephson junction is a device consisting of two superconductors that is brought into contact

via a weak link, in which the critical current is much lower than in the bulk superconductor. In

the SNS junction the normal metal plays the role as the weak link. The critical current is the max-

imum supercurrent that can exist in the structure and is related to the density of Cooper pairs.

The proximity effect allows for leakage of Cooper pairs into the normal metal, but the density of

Cooper pairs will be much lower than in the bulk superconductor, and consequently so will the

critical current. Brian D. Josephson predicted in 1962 that supercurrents would flow through the

junction even without any applied voltage [52]. Instead, the current was driven by a difference in

the superconducting phase,ϕ, between the two superconductors. We will in this section derive the

Josephson current and how it is related to the free energy of the system.

The number operator, N , of the Cooper pairs in the superconductor, and the superconducting

phase ϕ are canonical conjugate variables [53]:

~Ṅ =−∂H

∂ϕ
~ϕ̇= ∂H

∂N
. (2.33)

The tunneling current through a weak link from a superconductor, SL , with number of Cooper

pairs, NL , to a superconductor, SR , of NR Cooper pairs will be given as

I = qṄL =−qṄR , (2.34)

where q =−2e is the charge of a Cooper pair. Combining equation (2.33) and (2.34) yields

I = 2e

~
∂H

∂ϕL
=−2e

~
∂H

∂ϕR
. (2.35)
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We define the phase difference ∆ϕ=ϕL −ϕR , and as only this quantity, not the individual phases,

has physical meaning, we let ∂ϕL → ∂∆ϕ and ∂ϕR →−∂∆ϕ. Hence

I = 2e

~
∂H

∂(∆ϕ)
. (2.36)

Taking the expectation value of this gives the Josephson current in terms of the free energy, F :

〈I 〉 = 2e

~
∂F

∂(∆ϕ)
, (2.37)

since we have

∂F

∂(∆ϕ)
=− 1

β

1

Z

∂Z

∂(∆ϕ)
=− 1

βZ
Tr

[
−β ∂H

∂(∆ϕ)
e−βH

]
= 1

Z
Tr

[
∂H

∂(∆ϕ)
e−βH

]
=

〈
∂H

∂(∆ϕ)

〉
(2.38)

with Z as the partition function:

Z = e−βF = Tr
[

e−βH
]

(2.39)

and β = 1/kB T . As we find the derivative of the phase difference, ∆ϕ, in the expression for the

Josephson current, we realize that the current is phase-driven. These predictions have been con-

firmed experimentally for a large number of systems [54–56].

2.7 Free energy

In order to relate the Josephson current to the energy levels, Ek , we will here derive the free en-

ergy, F , in terms of the energy levels of the superconducting system. The diagonal Hamiltonian in

equation (2.9) is on the form of a free fermion gas:

H = E0 +
∑
k

(
γ†

k ,↑ γ−k ,↓
)(

Ek 0

0 −Ek

)(
γk ,↑
γ†
−k ,↓

)

= E0 +
∑
k

[
Ekγ

†
k ,↑γk ,↑−Ek

(
1−γ†

−k ,↓γ−k ,↓
)]

= E0 +
∑
k

Ek
(
N↑+N↓−1

)
(2.40)

where N↑ and N↓ denotes the number of single particles of respective spin up and down in each

state k . We find the partition function of the system using the Pauli exclusion principle of fermions

such that N↑ and N↓ can take the values 0 or 1. Hence, the partition function is

Z =∑
e−βH = e−βE0

∑
N↑,N↓

e−β
∑

k Ek (N↑+N↓−1) = e−βE0
∏
k

eβEk
∑
N↑

e−βEk N↑
∑
N↓

e−βEk N↓

= e−βE0
∏
k

eβEk

(
1+e−βEk

)2 = e−βE0
∏
k

(
2cosh

(
βEk

2

))2

.
(2.41)



15 CHAPTER 2. FUNDAMENTAL THEORY

We can now easily use the relation between the partition function and the free energy to obtain the

free energy in terms of the energy levels, Ek :

F =− 1

β
ln(Z ) = E0 −2kB T

∑
k

ln

[
2cosh

(
Ek

2kB T

)]
. (2.42)

In chapter 3 and 5 we will find the energy levels of selected systems and by using this expression

for the free energy along with the Josephson current (2.37), we are able to find the supercurrent in

the systems.

2.8 High-Tc superconductors

As stated in the introduction, 1, the high-Tc superconductors have typically d-wave pair symmetry

[57, 58], with a gap parameter, ∆, which is dependent on the momentum, k , of the quasi-particles.

This is different from the isotropic s-wave pairing in low-Tc superconductors. The gap-parameter

in d-wave superconductors is given as

∆(θk ) =∆0 cos[2(θk −α)] , (2.43)

with the direction of the momentum given by θk and α being the orientation of the d-wave super-

conductor. An important property with such gap parameter is that it will change sign when the

momentum is rotated by 90 degrees. This has been confirmed experimentally by the observation

of a phase shift π in the superconducting phase, which is equivalent to the sign change of the gap

parameter [59]. A tunneling theory for the d-wave pairing, similar to the BTK theory [48], was pre-

sented by Tanaka and Kashiwaya [60] and allows us to find the reflection amplitudes in a similar

fashion as in section 2.5 where s-wave pairing was assumed.

2.9 Zeeman energy

In magnetic materials, such as ferromagnets, the energy band is spin split when exposed to an

external magnetic field and electrons with up and down spin will experience different potential.

This is due to the interaction between the magnetic moments in the material and the external

magnetic field, known as the Zeeman interaction. The Zeeman effect results in the microscopic

energy, −σh =−σµB , with σ=±1 and µ being the spin and the magnetic moment of the electron

or hole and B being the external magnetic field strength.
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2.10 Rashba effect

In two-dimensional condensed matter physics asymmetry of the potential perpendicular to the

plane of motion and spin-orbit coupling may cause a momentum-dependent splitting of the spin

bands. This is known as the Rashba effect and is modeled by the Bychkov-Rashba term [61]

HR =α(σ×k) · ẑ (2.44)

where αe/h depend on the material and may be different for electrons and holes. σ=σx x̂ +σy ŷ +
σz ẑ is a vector of the Pauli matrices, k is the momentum of the electrons or holes and ẑ is the unit

vector perpendicular to the plane of motion.



Chapter 3

Andreev bound state energies in a weak

magnetic field

The current through a Jospehson junction will mainly be carried by Andreev bound states [62],

which are described in section 2.5. We will in this chapter find the Andreev bound state energies of

a Josephson junction exposed to a weak external magnetic field, B , and the energy levels will in the

following chapter be used to find the current through the junction. We start by defining the system

in section 3.1 and will then consider three different situations; (1) an ordinary SNS-junction of low-

Tc superconductors with s-wave pairing, (2) an SNS-junction of high-Tc superconductors with d-

wave pairing and (3) an SFS-junction with s-wave superconductors separated by a ferromagnet.

We will in all three situations identify the Andreev reflection amplitudes which was introduced in

section 2.5. The phase accumulated by the Andreev bound state when traveling across the junction

and when being Andreev reflected at the superconducting interfaces will next be used in Bohr-

Sommerfeld quantization condition [45] and from this condition the energy levels are easily found.

3.1 Physical system

The two-dimensional SNS junction of consideration is of length L and width W and is placed in

the x y-plane, with the interfaces parallel to the y-axis at x = −L/2 and x = L/2, see figure 3.1. We

allow the gap parameter to have different phases, ϕL and ϕR , in the left and right superconductor,

respectively, such that the superconducting phase difference between the two superconductors

is ∆ϕ = ϕL −ϕR . Necessarily, the gap parameter is zero in the normal metal and the overall gap

parameter is

∆(x) =∆
(
e iφLΘ(−x −L/2)+e iφRΘ(x −L/2)

)
, (3.1)

whereΘ(x) is the Heaviside step function.

17
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We allow for different chemical potential,µN andµS , and effective mass, mN and mS , in the normal

and superconducting region and we let the superconducting interfaces be completely transparent.

The Hamiltonian of a normal electron excitation is given as

hN (x, y) = 1

2m

(−i~∇−q A(x, y)
)2 −µN (3.2)

in the normal metal (N) where A is the vector potential allowing for an external magnetic field

B =∇× A. We will assume the magnetic field to be completely screened from the superconductors

and will in these regions let the vector potential be zero. The Hamiltonian in the superconducting

region is thus given as

hS(x, y) =− ~2

2m
∇2 −µS . (3.3)

In section 3.4 the normal metal in the SNS junction will be substituted by a ferromagnet and we

will get an extra contribution from the Zeeman energy, h, as discussed in section 2.9. The single

particle Hamiltonian will thus be given as

hF (x, y) = 1

2m

(−i~∇−q A(x, y)
)2 −σh −µF . (3.4)

The spin-orbit Rashba splitting discussed in section 2.10 will also give a contribution to the Hamil-

tonian, as given in equation (2.44).

For the analytical calculations we will consider the semiclassical limit kF L À 1, in which the An-

dreev bound states can be associated with classical trajectories. Due to the Lorentz force the trajec-

tories will be arcs of cyclotron radius lcycl = ~kF /eB . We will start by considering a weak magnetic

field strength, B , so that lcycl/L À 1 and we can neglect the curvature of the trajectories, as illus-

trated in figure 3.1. These trajectories can be thought of as single-mode waveguides connecting the

two superconductors. The Fermi surface is assumed to be circular with isotropic dependency on

the wave vector k = (kx ,ky ) = (kF cosθ,kF sinθ) and we work in the short-junction regime L ¿ ξ,

with ξ= ~v f /∆ being the superconducting coherence length induced by the proximity effect [37].

We will in this and in the following chapter look at three different situations. First, in section 3.2, we

consider an SNS-junction with s-wave superconductors in which the gap parameter,∆, is position-

and angle independent. Next, in section 3.3, the gap parameter is angle-dependent as we let the

superconductors be high-temperature superconductors with d-wave pairing, as described in sec-

tion 2.8. We will then go back to the s-wave pairing, but substitute the normal metal in the junction

with a ferromagnet (SFS) and allow for Zeeman splitting and spin-orbit coupling. In all cases the

ABS energies will be identified and then, in chapter 4, be used to find the Josephson current den-

sity and total current in the junction. There has been research on junctions exposed to a uniform

external magnetic field, both for one-dimensional and two-dimensional systems [29–37, 39]. High
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temperature junctions exposed to magnetic field has also been investigated [63], but to the extend

of our knowledge there has been far less theoretical research on how the current density pattern is

affected by the d-wave pairing when exposed to an external magnetic field. Zeeman splitting and

spin orbit coupling has shown to give an anisotropic dependence of the total current on the direc-

tion of the magnetic field [64], but the effect from these spin sensitive properties on the current

density pattern has been unexplored, as far as we know.

Figure 3.1: A Josephson junction formed by two superconductors of phase difference∆ϕ connected
by a normal metal (or ferromagnet) of length L and width W . An electron trajectory used for semi-
classical calculations of the supercurrent density at (x0, y0) in the weak field is indicated.

3.2 Low-Tc SNS junction in weak magnetic field

We will first consider an SNS junction with s-wave pairing in the superconductors 1. These are

typically low-Tc superconductors with isotropic gap parameter, ∆. We use the same material in

both superconductors so that the magnitude of ∆ is equal in left and right superconductor, but

we allow for different phases. In section 3.2.1 the theory from section 2.5 will be used to find the

phase shift accumulated over a penetration depth in the superconductor when an electron or a

hole is Andreev reflected at the superconducting interface. This will next be added to the phase

accumulated when the electron or hole is traveling along the trajectory from figure 3.1. The total

phase shift of the Andreev bound state is used in the Bohr-Sommerfeld quantization condition

from which the energy levels are found.

1The derivation of this section has already been considered by A. Brøyn in a specialization project [39] and is meant
to introduce the reader to the relevant approach and for comparison with later derivations and results.
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3.2.1 Andreev reflection amplitude

The probability amplitudes from section 2.5 may be determined by using the boundary conditions

at an interface between the normal metal and the superconductor, placed at x = 0. With transpar-

ent interfaces, the boundary conditions yield

ψi (0, y)+ψr (0, y) =ψt (0, y)

∂

∂x
ψi (0, y)+ ∂

∂x
ψr (0, y) = ∂

∂x
ψt (0, y),

(3.5)

in which the wave functions, given in equation (2.32), will be inserted. In the Andreev approxima-

tion [49] we let k±
x ≈ q±

x and find the Andreev reflection amplitudes

reh = e−iηe−iϕ, ree = 0 (3.6)

where η is as defined in equation (2.16). Similarly, the amplitudes for an incoming hole which is

Andreev reflected to an electron will be

rhe =
v0

u0
e iϕ = e−iηe iϕ, rhh = 0. (3.7)

Hence, the Andreev reflection gives a phase shift of −η∓ϕ, where we use the upper (lower) sign if

the incoming particle is an electron (hole).

3.2.2 Bohr-Sommerfeld quantization

In the short junction regime, the continuous quasiparticle excitation spectrum (Ek > ∆) will not

contribute to the Josephson current [62] and it is sufficient to restrict our selves to energies below

the gap Ek < ∆. For such energies we have η = arccos(Ek /∆), according to equation (2.16). The

Bohr-Sommerfeld quantization condition require the total phase obtained by the state in a whole

cycle to be a multiple of 2π [45]. An electron starting at the left interface traveling in the x y-plane

towards the right interface along a trajectory at an angle θ (see figure 3.1) would gain a phase of

L(k+
x +k+

y tanθ), before it is Andreev reflected at the right interface with the amplitude reh and thus

gaining a phase of −η−ϕR . The state would then continue as a hole traveling back along the same

trajectory, accumulating a phase of −L(k−
x +k−

y tanθ), and finally be Andreev reflected back to its

original state. In appendix A it is shown that if a vector potential, A, is present the gauge invariant

phase gives rise to an extra phase shift, − q
~

∫
A ·dr , as given in equation (A.6). In a magnetic field,
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the total phase in the quantization condition is thus

2πn =
∮

dφ=
∫ R

L
±k± ·d l ± e

~

∫ R

L
A ·d l +φR

(eh)(he) +
∫ L

R
±k∓ ·d l ∓ e

~

∫ L

R
A ·d l +φL

(he)(eh)

= L(k+
x −k−

x )+L tanθ(k+
y −k−

y )−2η±
(
∆ϕ+ 2e

~

∫ R

L
A ·d l

)
,

(3.8)

where φR/L
(eh)(he) = −η∓ϕR/L is the phase from Andreev reflection of an electron (hole) of charge

∓e. The upper sign indicate that the state starts out as a right-going electron, while the lower sign

indicate that it starts as a right-going hole. Again we use the Andreev approximation and let k+
x ≈ k−

x

and k+
y ≈ k−

y , such that the two first terms vanish and the quantization condition is simply

2πn =−2η± (
∆ϕ−γ)

, (3.9)

where

γ=−2e

~

∫ R

L
A ·d l (3.10)

is the Aharonov-Bohm phase shift [65].

3.2.3 ABS energy

The energy levels are found by inserting for η (2.16) in equation (3.9) and solving for Ek :

Ek =∆cosη=±∆cos

(
∆ϕ

2
− γ

2

)
. (3.11)

This is the well known Andreev levels in an SNS Josephson junction [66] with an extra phase shift,

γ, in the superconducting phase, resulting from the external magnetic field. As the Aharonov-

Bohm phase shift appear in the energies in the same manner as the superconducting phase, it is

expected to have the same driving force of the Josephson current as the superconducting phase. In

the absense of magnetic field, the minimum energies are found at ∆ϕ = 0 and the junction is an

ordinary 0-junction.

3.3 High-Tc SNS junction in weak magnetic field

We now replace the low-Tc superconductors in the junction by high-Tc superconductors with d-

wave pairing as described in section 2.8. The superconducting gap will in this case be angle depen-

dent,

∆(θ) =∆0 cos[2(θ±−α)] , (3.12)

where θ± is the angle between the momentum of the incoming electron (hole) and the surface

normal. α is the orientation of the gap parameter and we allow for different orientations in the left
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(αL) and right (αR ) superconductor. The situation is illustrated in figure 3.2. We introduce the new

variable β(θ) which can take the values 0 or π depending on the sign of ∆(θ):

e iβ = ∆(θ)

|∆(θ)| . (3.13)

In figure 3.2 the sign of the gap parameter is indicated for the orientations αL and αR . With η

defined in a similar manner as for the s-wave pairing,

η= arccos
Ek

|∆(θ)| , (3.14)

the new variable, β, takes care of the sign of ∆ and will appear along with the superconducting

phase, ϕ.

Figure 3.2: A d-wave superconductor junction with orientation αL and αR in left and right super-
conductor. An electron (hole) traveling to the right along a semiclassical trajectory at an angle θ
above the surface normal has momentum illustrated by a blue, solid (dashed) line. The transmitted
quasi-electron (quasi-hole) has momentum with an angle θe/h+ above the surface normal, while the
transmitted quasi-hole (quasi-electron) has momentum with an angle θe/h− .

3.3.1 Andreev reflection amplitude

The Andreev reflection amplitude is found in the same manner as in section 3.2.1. However, we

must be careful in the calculations as the momentum of an incoming hole is opposite of the group

velocity. When an incoming electron traveling along the trajectory with angle θ is transmitted into
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the superconductor, the electronlike quasiparticle will experience a gap parameter ∆(θe+) = ∆(θ)

where ∆(θ) is given in equation (3.12). The holelike quasiparticle, however, will experience a gap

parameter∆(θe−) =∆(π−θ). If the incoming particle is a hole, the transmitted electronlike quasipar-

ticle will experience a gap parameter ∆(θh−) = ∆(−θ), while the transmitted holelike quasiparticle

will experience the gap parameter ∆(θh+) = ∆(θ−π). Both cases are illustrated in figure 3.2. The

expression of the d-wave superconducting gap, (3.12), makes it is clear that

∆(θe
+) =∆(θh

+) =∆(θ),

∆(θe
−) =∆(θh

−) =∆(−θ),
(3.15)

and we define

η± ≡ arccos

(
E

|∆(±θ)|
)

, e iβ± ≡ ∆(±θ)

|∆(±θ)| , (3.16)

which is valid for both holes and electrons. We consider an NS interface placed at x = 0 like we did

in section 2.5 with incoming, reflected and transmitted wave functions given as

ψi ,e =
(

1

0

)
e i kx x , ψi ,h =

(
0

1

)
e−i kx x

ψr = re

(
1

0

)
e−i kx x + rh

(
0

1

)
e i kx x

ψt = t̃e

(
e iβ±e iϕeη±

1

)
e i kx x + t̃h

(
e iβ∓e iϕeη∓

1

)
e−i kx x .

(3.17)

We choose the upper (lower) sign of the index in β and η if the incoming particle is ψi ,e (ψi ,h).

We have taken kx =
√

k2
F −k2

y in the Andreev approximation and absorbed some factors in the

transmission amplitudes t̃e and t̃h . The wave functions and their derivatives must be continuous

at the interface which we assume to be transparent and we find the Andreev amplitudes:

reh = e−iϕe−iη+e−iβ+ ≡ e−iϕe−iηe−iβ

rhe = e iϕe−iη+e iβ+ ≡ e iϕe−iηe iβ
(3.18)

where reh = rh when we let the incoming particle be the electron,ψi ,e , and rhe = re when we let the

incoming particle be the hole, ψi ,h .

3.3.2 Bohr-Sommerfeld quantization

The quantization condition is found in the same manner as in section 3.2.2. An electron (hole)

traveling towards the right superconductor along a trajectory of an angle θ will be Andreev re-

flected into a hole (electron) and gain a phase shift −ηR (θ)∓βR (θ)∓ϕR . The hole (electron) would

then travel towards the left superconductor with a group velocity of an angle θ+π and be Andreev
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reflected back to its original state, gaining a phase −ηL(θ+π)±βL(θ+π)±ϕL . In the Andreev ap-

proximation the phase accumulated in the normal metal will be canceled, just like in the s-wave

case, but a magnetic field will result in an extra phase shift, γ. This results in the quantization

condition

2πn =−(
ηR +ηL

)± (
∆ϕ+∆β−γ)

. (3.19)

We have allowed for different orientations in left (L) and right (R) superconductor with

ηL/R = arccos

(
Ek

|∆0 cos(2(θ−αL/R ))|
)

(3.20)

and

∆β=βL −βR , e iβL/R = ∆0 cos(2(θ−αL/R ))

|∆0 cos(2(θ−αL/R ))| . (3.21)

3.3.3 ABS energy

Since, in general, ηR 6= ηL , the dispersion relation (3.19) gives a rather complicated expression for

the ABS energies,

Ek =±
∆0

∣∣∣cos(2(θ−αL))cos(2(θ−αR ))sin
(
∆β+∆ϕ−γ)∣∣∣√

cos(2(θ−αL))2 +cos(2(θ−αR ))2 −2|cos(2(θ−αL))cos(2(θ−αR )) |cos
(
∆β+∆ϕ−γ) ,

(3.22)

and in order to get more insight we will in the following consider some special orientations,αL and

αR .

αL =αR =α
When the left and right superconductor is oriented equally withαL =αR ≡α, equation (3.21) yields

∆β= 0 and we have ηR = ηL . Thus the ABS energies (3.22) simplify to

Ek =±|∆0 cos(2(θ−α)) |cos

(
∆ϕ

2
− γ

2

)
. (3.23)

Comparing this to the s-wave energies (3.11) we notice that they have the same dependency of the

superconducting phase difference, ∆ϕ, and of the magnetic field, γ. In the absence of magnetic

field the minimum energies are found when ∆ϕ = 0 and we have an ordinary 0-junction, like in

the s-wave case. The d-wave energy levels are, however, different from the s-wave energies in the

way that they are suppressed by the gap parameter at certain angles, θ, of the momentum. With

θ = α+nπ/2 and n = 0,±1 we find the absolute values of the energies to be maximized and we

expect states of such angles to give a large contribution to the current. The gap parameter will have

nodes at θ =α+(n/2+1/4)π and thus no ABS states of finite energies will have momentum of such
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directions and contribute to the current.

αL =α, αR =α−π/2

We will now rotate one of the superconductors by 90degrees such that the orientation in left and

right superconductor is given by αL = α and αR = α−π/2. This will change the sign of the gap

parameter in the right superconductor and from equation (3.21) we get the phase change ∆β= π.

On the other hand, the magnitude of the gap parameters will not change so we will still have the

relation ηL = ηR . The Andreev levels will in this case be simplified to

Ek =±|∆0 cos(2(θ−α)) |sin

(
∆ϕ

2
− γ

2

)
. (3.24)

As the gap parameters will have the same magnitude as in the αL = αR case we expect the same

ABS state, to contribute to the current. The only difference now is that the π-shift will minimize

the energy at ∆ϕ = π in the absence of magnetic field. The junction is thus a π-junction. This is

an important property of d-wave junctions and has been used to prove the existence of d-wave

pairing [59].

In the general case with arbitrary orientations αL and αR the value of ∆ϕ that minimizes the ener-

gies will depend on the angle θ of the respective state. And the junction will not be a pure 0-junction

or π-junction.

∆=∆d + i∆s

We have so far considered pure d-wave superconductors or pure s-wave superconductors. How-

ever, at low temperatures and where the d-wave gap is suppressed, a subdominant gap of s-wave

pairing may appear near the surface if a weak secondary interaction is present [67–73]. The gap

parameter is now given as the complex combination

∆=∆0 cos(2(θ−α))+ i∆s =
√
∆2

0 cos2 (2(θ−α))+∆2
s e±iβ (3.25)

where β is modified to

β= arctan
∆s/∆0

cos(2(θ−α))
+nπ (3.26)
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and we choose n such thatβ is in the first or second quadrant for positive values of∆s . The energies

will for arbitrary orientations, αL and αR , in left and right superconductor be

Ek =±
∆0

√
c2

L +
∆2

s

∆2
0

√
c2

R + ∆2
s

∆2
0

sin
(
∆ϕ+∆β−γ)

√
c2

L + c2
R +2∆

2
s

∆2
0
−2

√
c2

L +
∆2

s

∆2
0

√
c2

R + ∆2
s

∆2
0

cos
(
∆ϕ+∆β−γ) . (3.27)

where cL/R are defined as

cL/R ≡ cos(2(θ−αL/R )) . (3.28)

We will especially consider the cases withαR =αL andαR =αL±π/2 in which the above expression

can be simplified to

Ek =±
√
∆2

0 cos2 (2(θ−α))+∆2
s cos

(
∆ϕ

2
− γ

2
+ ∆βn

2

)
, (3.29)

where

∆βn =
0 for n αR =αL

2arctan ∆s /∆0
cos(2(θ−α)) −πsgn[cos(2(θ−α))] for n αR =αL ±π/2.

(3.30)

An important feature of these energies compared to the pure d-wave energies is that we now have

a phase shift ∆β which is θ-dependent. We will in the next chapter see that this angle-dependency

has an important effect on the current pattern in the junction when exposed to a magnetic field.

In section 3.2.2 we claimed that the continuum quasi-particle excitation spectrum would not con-

tribute to the Josephson junction in a conventional s-wave junction in the short junction regime.

In the d-wave junction the continuum states will contribute to a greater degree as the subgap states

are suppressed. However, in this thesis we focus on the current carried by the ABS states ad will not

consider the continuum state contribution.

3.4 Low-Tc SFS junction in weak magnetic field

We will now again consider s-wave superconductors in the junction. However, the normal metal

is replaced with a ferromagnet. It is reasonable to neglect the Zeeman-effect for the SNS junction

considered here as the effect from the vector potential will be much more dominant. However, if

one replace the normal metal in the SNS junction with a ferromagnet (SFS), the Zeeman-effect will

be much more prominent, and we will study how this, as well as the spin-orbit coupling, affects

the current in the junction. We will first consider each effect individually, starting with the Zeeman

effect. The magnetic field will, like for the situations already considered, be weak such that the

electrons and holes are following the semi-classical path from section 3.1. The strategy here is
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similar to the one used in the SNS case. The Bohr-Sommerfeld quantization condition is used to

find the energy levels. We do this by first identifying the Hamiltonian in the ferromagnet and from

this we find the wave vectors and wave functions. The ferromagnetic wave functions can then be

used in the matching conditions together with the superconducting wavefunctions (2.31) to find

the Andreev reflection amplitudes. The phase of these amplitudes, and from the propagation in

the ferromagnet, will finally be used in the Bohr-Sommerfeld quantization condition in a similar

manner as for the SNS junction.

3.4.1 Zeeman splitting

Hamiltonian

The effective Zeeman energy for a state k will be−σh whereσ=±1 indicates the spin of the particle

and h is a measure of the exchange interaction. In second quantization the Hamiltonian is

H −µN =∑
σk

(εk −σh)c†
k ,σck ,σ (3.31)

where εk = ~2k2/2m−µ. Using the commutation relations for the creation and annihiliation oper-

ators this can be rewritten to

H −µN = E0 + 1

2

∑
k
ψ†

k Hkψk (3.32)

where

Hk =


εk −h 0 0 0

0 εk +h 0 0

0 0 −εk +h 0

0 0 0 −εk −h

 , ψk =


ck ,↑
ck ,↓

c†
−k ,↑

c†
−k ,↓

 (3.33)

and E0 =∑
k εk is the ground energy. The elements of ψ†

k represent creation of electrons and holes

with spin up and down, respectively.

Wave functions

Hk is already on a diagonal form and we see immediately that the excitation energies of the single-

particles are

E e/h
kσ =±(εk −σh) (3.34)
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where the upper (lower) sign indicate that the particle is an electron (hole) and σ = ±1 is the spin

of the particle. The corresponding wave functions are

ψe
k ,↑ =


1

0

0

0

e i ke,↑ , ψe
k ,↓ =


0

1

0

0

e i ke,↓ , ψh
k ,↑ =


0

0

1

0

e i kh,↑ , ψh
k ,↓ =


0

0

0

1

e i kh,↓ . (3.35)

The wave vectors ke/h,σ are found from the excitation energy (3.34):

ke/h,σ = kF

√√√√1+σh

µ
±

E e/h
kσ

µ

≈ kF

(
1+σ1

2

h

µ

)
,

(3.36)

where we in the last equality have taken E e/h
kσ /µ to zero in the Andreev approximation [49] and as-

sumed h/µ¿ 1 and expanded the square root.

An electron with spin up and wave vector ke↑, travelling along a trajectory with an angle θ↑ above

the surface normal will, with a probability amplitude r ↑↓
eh , be Andreev reflected into a hole with

spin down and wave vector kh↓ once it reaches the superconducting interface. Next, the hole will

travel back along a trajectory at θ↓ above the surface normal. The incoming electron will, with a

probability amplitude tee/eh , be transmitted as a quasiparticle into the superconductor with wave

vector qe↑/h↓. The y-component of the wave vector must be conserved as our system is invariant

in the y-direction. The y-components of wave vectors of the incoming electron, the outgoing hole

and the transmitted quasiparticle are

ke↑,y = kF

(
1+ 1

2

h

µ

)
sinθ↑

kh↓,y = kF

(
1− 1

2

h

µ

)
sinθ↓

qe,y = qh,y = kF sinθS .

(3.37)

Letting these expressions be equal to each other we find

sinθ↓ =
1+ 1

2
h
µ

1− 1
2

h
µ

sinθ↑ ≈
(
1+ 1

2

h

µ

)2

sinθ↑ ≈
(
1+ h

µ

)
sinθ↑

sinθS =
(
1+ 1

2

h

µ

)
sinθ↑

(3.38)
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where we have kept h/µ to first order. We will in the following use the same approach as in the

previous section, that is letting a bound state travel along a semiclassical trajectory through the

point (x0, y0). This approach makes us able to find the current density, not just the total current.

However, from the above equation it is clear that the incoming electron and reflected hole are not

traveling along the same trajectory as θ↑ 6= θ↓, and in general the desired approach is not applicable.

However, we may restrict the angle θ to be small and keep h/µ and θ to first order, but take the

product θh/µ to zero. Hence, from the above expressions we get θ↑ = θ↓ = θS ≡ θ and one bound

state can be associated to one trajectory.

Andreev reflection amplitude

The Andreev reflection amplitude may be found in the same manner as in section 3.2, but with

modified wave vectors:

k↑,x = kF

(
1+ 1

2

h

µ

)
cosθ

k↓,x = kF

(
1− 1

2

h

µ

)
cosθ

qx = kF cosθ.

(3.39)

We use these wave vectors in the ferromagnetic and superconducting wave functions (3.35), (2.31),

and insert the wave functions in the matching condition with both continuous wave functions and

derivatives. By solving the system and only keeping h/µ to first order one finds the amplitudes to

be

r ↑↓
eh = r ↓↑

eh = e−iϕe−iη

r ↑↓
he = r ↓↑

he = e−iϕe iη.
(3.40)

These are identical with the amplitudes found in the SNS junction from section 3.2. Thus the An-

dreev reflection amplitudes are unaffected by a weak Zeeman effect.

Bohr-Sommerfeld quantiztion

We are now ready to use the quantization condition to find the Andreev bound states. Since the

probability amplitudes remain the same after adding the Zeeman term we only need to modify the

terms involving the wave vectors:

2πn = L
(
kσ,x −k−σ,x

)+L tanθ
(
kσ,y −k−σ,y

)−2η± (∆ϕ−γ)

=σkF L
h

µ
cosθ−2η± (∆ϕ−γ).

(3.41)
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We have in this kept terms of h
µ cosθ and let terms of h

µ tanθ go to zero as h/µ and θ are small.

ABS energies

The Andreev bound state energies can now be found from the quantization condition:

Ek =±∆cos

(
∆ϕ

2
− γ

2
+σkF Lh

2µ
cosθ

)
. (3.42)

With h = 0 the two spin-degenerate energy levels (3.11) in the SNS-junction are re-obtained. How-

ever, with h > 0 each energy level is split into two spin-dependent levels and we will in this have

four energy bands transferring the Josephson current. We notice that the new phase shift is θ-

dependent and expect the spin effect to influence the current pattern in a fashion different from a

phase shift in ∆ϕ.

3.4.2 Spin orbit coupling

In this section we will include the energy contribution from the spin-orbit coupling as explained in

section 2.10.

Hamiltonian

The spin-orbit coupling is modeled by the Bychkov-Rashba term (2.44) and in the second quanti-

zation formalism the Hamiltonian takes the form

H −µN =∑
σk

(εk −σh)c†
k ,σck ,σ+α

∑
kαβ

c†
k,α [(σ×k) · ẑ]αβ ck,β, (3.43)

where α depend on the material. σ = σx x̂ +σy ŷ +σz ẑ is a vector of the Pauli matrices and the

indices α and β represent the spin and are summed over up- and down-spins. We have kept the

Zeeman field h finite, but will in later steps take this to zero in order to only consider the spin-

orbit effect. By using the commutation relations for fermionic operators and rewriting the sums in

equation (3.43) the Hamiltonian can be rewritten to

H −µN = E0 + 1

2

∑
k
ψ†

k Hkψk (3.44)

where we have defined

E0 =
∑
k
εk , Hk =


εk −h i sαke−i sθ 0 0

−i sαke i sθ εk +h 0 0

0 0 −εk +h −i sαke i sθ

0 0 i sαke−i sθ −εk −h

 , ψk =


ck ,↑
ck ,↓

c†
−k ,↑

c†
−k ,↓

 . (3.45)
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θ is here the angle of the trajectory as indicated in figure 3.1 and s =±1 indicate the direction of the

x-component of the wave vector.

Wave functions

The problem can be expressed in the single-particle spectrum by diagonalizing Hk and introducing

quasi-particle wave functions, ψe/h
k ,σ̃, of pseudo-spin σ̃. The diagonalization is equivalent to the

eigenvalue problem

Hkψ
e/h
k ,σ̃(r ) = E e/h

k ,σ̃ψ
e/h
k ,σ̃(r ). (3.46)

from which one finds the quasiparticle excitation energies

E e/h
k ,σ̃ =±

(
εk − σ̃

√
h2 +α2k2

)
(3.47)

where the upper (lower) sign indicate that the particle is an electron (hole). The corresponding

non-normalized wave functions are found to be

Ψe
k ,↑̃ =


1

i spe,↑̃e i sθe,↑̃

0

0

e i ke,↑̃r , Ψe
k ,↓̃ =


i spe,↓̃e−i sθe,↓̃

1

0

0

e i ke,↓̃r ,

Ψh
k ,↑̃ =


0

0

1

i sph,↑̃e−i sθh,↑̃

e i kh,↑̃r , Ψh
k ,↓̃ =


0

0

i sph,↓̃e i sθh,↓̃

1

e i kh,↓̃r ,

(3.48)

where we have defined

pe/h,σ̃(α,h) = αke/h,σ̃

h +
√

h2 +α2k2
e/h,σ̃

. (3.49)

In the limit α = 0, that is without the spin-orbit effect, but with the Zeeman effect, we notice how

p = 0 and we re-obtain the wave functions from equation (3.35). Moreover, we find p = 1 for any

state in the limit h = 0, without the Zeeman effect, but with the spin-orbit effect. The wave vectors

are given as

ke/h,σ̃ = ke/h,σ̃(s cosθe/h,σ̃x̂ + sinθe/h,σ̃ ŷ) (3.50)
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where we find ke/h,σ̃ from the excitation energy (3.47):

ke/h,σ̃ = skF

√√√√√1+ 1

2

k2
Fα

2

µ2 ± Ek

µ
+ σ̃

√√√√(
k2

Fα
2

2µ2

)2

+ h2

µ2 + k2
Fα

2

µ2 ± k2
Fα

2

µ2

Ek

µ

≈ skF

1+ σ̃1

2

√
h2

µ2 + k2
Fα

2

µ2


(3.51)

and we have taken E e/h
k ,σ̃/µ to zero in the Andreev approximation and let the Zeeman field strength

and the spin orbit coupling be weak, h/µ¿ 1, αkF /µ¿ 1. At α = 0 this corresponds to the wave

vectors found in the pure Zeeman case, (3.36).

Like we argued in the previous section where Zeeman splitting was considered, we must have the

particles of a bounded state to travel along the same trajectory, i.e. we must have θe/h,σ̃ = θ for all

e, h, ↑̃, ↓̃. The angle θe/h,σ̃ is determined by conservation of ky = ke/h,σ̃ sinθe/h,σ̃ which yields

sinθe/h,−σ̃ ≈
1+

√
h2

µ2 + k2
Fα

2

µ2

sinθe/h,σ̃. (3.52)

Even with kFα/µ and h/µ small and kept to first order the angle θ is not conserved in an Andreev

reflection. However, we may assume θ small like we did for the Zeeman effect. We keep θ and

αkF /µ to first order, but take the product θαkF /2µ to zero. In this approximation the above equality

yields a conserved angle θe/h,σ̃ = θe/h,−σ̃ ≡ θ, as required.

Andreev reflection amplitude

The Andreev reflection amplitude is found in a similar fashon as in the previous sections. How-

ever, the matching conditions will be modified due to the momentum operator k̂ entering at the

off-diagonal of Hk . When determining the reflection amplitudes we will consider an FS-interface

placed at x = 0. The Hamiltonian considered above is only valid in the ferromagnet, but when con-

sidering the matching conditions we must consider the overall Hamiltonian which we may write

as

Ĥ(x, y) =


ĥ(x, y) ŵ(x, y) 0 ∆(x, y)

ŵ∗(x, y) ĥ(x, y) −∆(x, y) 0

0 −∆∗(x, y) −ĥ(x, y) ŵ∗(x, y)

∆∗(x, y) 0 ŵ(x, y) −ĥ(x, y)

 , (3.53)
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where

ĥ(x, y) =−~2∇2

2m
− (µF + σ̃h)Θ(−x)−µSΘ(x),

ŵ(x, y) =α(
k̂y (x, y)+ i k̂x (x, y)

)
,

∆(x, y) =∆Θ(x),

(3.54)

withΘ(x) being the step function and k̂x and k̂y defined as

k̂x (x, y) =− i

2

(
∂

∂x
Θ(−x)+Θ(−x)

∂

∂x

)
,

k̂y (x, y) =−i
∂

∂y
Θ(−x).

(3.55)

The symmetrical structure of k̂x is important in order to keep the Hamiltonian hermitian, i.e. it

must satisfy ∫ ∞

−∞
Ψ∗

1 k̂xΨ2d x =
∫ ∞

−∞
Ψ2

[
k̂xΨ1

]∗
d x. (3.56)

With the chosen structure of k̂x one can show that this relation is satisfied, whereas an unsymmet-

rical choice such as −iΘ(−x)∂/∂x would leave the Hamiltonian non-hermitian.

Now that the overall Hamiltonian is determined, we can find the matching conditions at the in-

terface. Charge conservation yields continuous wave functions at the interfaces:

ΨF (0, y) =ΨS(0, y). (3.57)

The derivatives of the wave functions will not be continuous due to the momentum operators on

the off-diagonal parts of the Hamiltonian. We find the matching conditions for the derivatives by

integrating the BdG-equations (3.46) over a small distance ε around x = 0 and then let ε→ 0:

0 = lim
ε→0

∫ +ε

−ε
EkΨ(x, y)d x = lim

ε→0

∫ +ε

−ε
Ĥ(x, y)Ψ(x, y)d x

= lim
ε→0

σh

∫ +ε

−ε
− ~2

2m

∂2

∂x2Ψ(x, y)+ lim
ε→0

σw

∫ +ε

−ε
1

2

(
∂

∂x
Θ(−x)+Θ(−x)

∂

∂x

)
Ψ(x, y)d x

=−σh
~2

2m

(
∂ΨF

∂x

∣∣∣∣
x=0

− ∂ΨS

∂x

∣∣∣∣
x=0

)
− 1

2
σwΨ

∣∣∣
x=0

.
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We have here defined the matrices

σh =


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

 , σw =


0 −α 0 0

α 0 0 0

0 0 0 α

0 0 −α 0

 , (3.58)

and the resulting matching condition for the derivatives of the wave functions is

∂ΨF

∂x

∣∣∣∣
x=0

− ∂ΨS

∂x

∣∣∣∣
x=0

=αm

~2


0 1 0 0

−1 0 0 0

0 0 0 1

0 0 −1 0

Ψ
∣∣∣

x=0
. (3.59)

We will consider an incoming electron of pseudo spin σ̃ which will be reflected into an electron or

hole of pseudo spin ±σ̃ with probability amplitudes reσ̃e,±σ̃ and reσ̃h±σ̃, respectively, and it will be

transmitted into quasi-electrons or quasi-holes in the superconductor of spin ±σ with probability

amplitudes teσ̃ẽ±σ and teσ̃h̃±σ, respectively. We let h = 0 and consider only the effect from the spin-

orbit coupling. The incoming, reflected and transmitted wave functions are constructed from the

single particle wave functions from equation (3.48) and (2.31):

Ψi (x) =


1

i e iθ

0

0

e i kx↑̃x ,

Ψr (x) = a1


1

i e−iθ

0

0

e−i kx↑̃x +a2


−i e iθ

1

0

0

e−i kx↓̃x +a3


0

0

1

i e−iθ

e i kx↑̃x +a4


0

0

i e iθ

1

e i kx↓̃x

Ψt (x) = b1


e iηe iϕ

0

0

1

e i kxẽ x +b2


0

e iηe iϕ

−1

0

e i kxẽ x +b3


e−iηe iϕ

0

0

1

e−i kxh̃ x +b4


0

e−iηe iϕ

−1

0

e−i kxh̃ x .

(3.60)

The wave functions found here are only valid forα 6= 0 as one would have p = 0 in equation (3.49) if

α= 0 and the wave functions would be pure up- and down electrons and holes. Moreover, the wave

functions considered above are not normalized. In fact, for them to represent single quasi-particles

they must be columns of a unitary matrix as the diagonalization from equation (3.46) must leave

the Hamiltonian (3.44) unchanged. This yields a modification in the reflection and transmission
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amplitudes and we find the reflection amplitudes to be related to the coefficients ai in the following

way

re↑̃e↑̃ = i e−iθa1, re↑̃e↓̃ =−a2, re↑̃h↑̃ = i e−iθa3, re↑̃h↓̃ = a4. (3.61)

In the Andreev approximation and with αkF /µ¿ 1 the wave vectors are given as

kx↑̃ = kF

(
1− αkF

2µ

)
cosθ, kx↓̃ = kF

(
1+ αkF

2µ

)
cosθ, kxẽ = kxh̃ = kF cosθ. (3.62)

We letΨF =Ψi +Ψr andΨS =Ψt and insert the wave functions into the matching conditions (3.57)

and (3.59). An algebraic tool can be used to solve the system and find the amplitudes. The resulting

expressions are complicated, but when only keeping αkF /µ¿ 1 to first order the amplitudes are

found to be

re↑̃e↑̃ = i
αkF

2µ
e−iη sinθ sinη

re↑̃e↓̃ =
αkF

2µ
e−iη sinη

[
1

cosθ
+cosθ

]
re↑̃h↑̃ = e−iηe−iϕ

re↑̃h↓̃ = 0.

(3.63)

The corresponding probabilities are thus

∣∣∣re↑̃e↑̃
∣∣∣2 =

(
αkF

2µ

)2 v2
0

u2
0

sin2θ sin2η≈ 0,

∣∣∣re↑̃e↓̃
∣∣∣2 =

(
αkF

2µ

)2 v2
0

u2
0

sin2η

[
1

cosθ
+cosθ

]2

≈ 0,

∣∣∣re↑̃h↑̃
∣∣∣2 = v2

0

u2
0

,∣∣∣re↑̃h↓̃
∣∣∣2 = 0,

(3.64)

where we again keep αkF /µ to first order. Thus the only non-zero probability, in the weak spin or-

bit coupling, is the probability for Andreev reflection from an electron of pseudo spin up to a hole

of the same pseudo spin. This allows us to treat the incoming electron, which is reflected into a

hole, as an Andreev bound state.

We do similar calculations for incoming electrons of pseudo spin down, and for incoming holes

of pseudo spin up and down. In all cases there is only one non-zero probability for reflection. The

corresponding amplitudes are found to be

re↑̃h↑̃ = e−iηe−iϕ, re↓̃h↓̃ = e−iηe−iϕ, rh↑̃e↑̃ = e−iηe iϕ, rh↓̃e↓̃ = e−iηe iϕ. (3.65)
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We have found that electrons (holes) in the ferromagnet of pseudo spin α̃ are Andreev reflected to

holes (electrons) with the same pseudo spin. This is different from what we found for the Zeeman

effect where the reflected hole (electron) had opposite spin of the incomming electron (hole) and

we will see that this is an essential difference when we in the following consider the quantization

condition.

Bohr-Sommerfeld quantization

An incoming electron (hole) of pseudo spin σ̃ traveling along a trajectory with an angle θ, from the

left superconductor towards the right superconductor, will accumulate a phase of

±(
Lkx,σ̃+L tanθky,σ̃

)=±kF L

(
1+ σ̃αkF

2µ

)
cosθ+kF L

(
1+ σ̃αkF

2µ

)
sinθ tanθ

≈±kF L

[(
1+ σ̃αkF

2µ

)
cosθ+ sinθ tanθ

]
.

(3.66)

The electron (hole) will then be Andreev reflected into a hole (electron) of the same pseudo spin σ̃

and according to the amplitudes in equation (3.65) gain a phase −η∓ϕR . Next, the reflected hole

(electron) will travel back along the same trajectory and accumulate the phase

∓ (
Lkx,σ̃+L tanθky,σ̃

)≈∓kF L

[(
1+ σ̃αkF

2µ

)
cosθ+ sinθ tanθ

]
. (3.67)

When arriving at the left superconductor the hole (electron) will be Andreev reflected back to it’s

original state and get an additional phase −η±ϕL .

Since the reflected hole (electron) has the same pseudo spin and thus the same momentum ac-

cording to equation (3.62) the phase shift accumulated by the electron (hole) traveling from the

left to the right superconductor will cancel the phase shift accumulated by the hole (electron) trav-

eling from the right to the left superconductor. The total phase must be a multiple of 2π and the

quantization condition yields

2nπ=−2η± (∆ϕ−γ), (3.68)

where we have allowed for a magnetic field and thus a phase shift γ like we did in the preveous

sections. This quantization condition is identical to the quantization condition found for the or-

dinary SNS junction (3.9), and we find that the spin-orbit coupling alone has in fact no effect on

the energy levels. This is in correspondence with what other research has shown, namely that the

spin-orbit coupling has only an effect in the presence of a Zeeman field [64]. So far we have only

considered the Zeeman effect and the spin-orbit coupling effect separately and it could be rele-

vant to consider a combination of the two effects. However, one would then find that an incoming

state will be reflected into multiple states with finite probabilities even when we let h/µ¿ 1 and
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αkF /µ¿ 1. In that case the approach for finding the current density used in this thesis will not be

applicable as we require the trajectories of section 3.1 to be traversed by single states.
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Chapter 4

Andreev bound state current in a weak

magnetic field

We will in this chapter find the current of the systems described in chapter 3. In section 2.6 and

equation (2.37) we saw how the Josephson current can be expressed in terms of the free energy

and the superconducting phase difference. In section 2.7 and equation (2.42) the free energy was

expressed in terms of the energy levels, Ek , and by combining equation (2.37) and (2.42) we can

thus express the Josephson current along the junction in terms of the ABS energies and the phase

difference:

Ix (∆ϕ) =∑
ky

δI (r ,k) →
∫

d y
∫ dky

2π
δI (r ,k), (4.1)

with

δI (r ,k) ≡−2e

~
∑

i
tanh

(
Ek ,i

2kB T

)
∂Ek ,i

∂(∆ϕ)
(4.2)

where the sum over i is the sum over all states for each wave vector k . The current density will be

given as

jx (x0, y0) =
∫ dky

2π
δI (r ,k) = kF

2π

∫ π/2

−π/2
dθk cosθkδI (r ,k),

jy (x0, y0) =
∫

dkx

2π
δI (r ,k) = kF

2π

∫ π/2

−π/2
dθk sinθkδI (r ,k),

(4.3)

in the x- and y-direction, respectively, where we have let(
dkx

dky

)
→ kF

(
sinθk

cosθk

)
dθk (4.4)

as we consider the circular Fermi surface, as stated in section 3.1.

39
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In chapter 3 the ABS energy levels were found for the systems of interest and we will use these

energies in equation (4.3) to find the current density and in equation (4.1) to find the total and crit-

ical current. For the analytical progress we will consider the high temperature regime, (kB T & ∆),

in which the calculations are simpler.

4.1 Low-Tc SNS junction in weak magnetic field

In equation (3.11) we found the ABS energies in a normal SNS junction with s-wave pairing. These

energies may be inserted into equation (4.2) to obtain 1

δIk (∆ϕ) = 4
e∆

~
sin

(
∆ϕ

2
− γk

2

)
tanh

∆cos
(
∆ϕ

2 − γk

2

)
2kB T

 , (4.5)

which in the high temperature regime (kB T &∆), can be approximated to

δIk (∆ϕ) ≈ e∆2

~kB T
sin

(
∆ϕ−γk

)
. (4.6)

The Aharonov-Bohm phase shift, γk , will depend on the modulation and strength of the magnetic

field, as well as the trajectory of the particle. In the uniform field the Aharonov-Bohm phase shift is

γk = 2L

l 2
m

(y0 −x0 tanθ), (4.7)

see appendix B for details. The total current is

Ix = Ic,0
sin

( e
~Φ

)
e
~Φ

sin∆ϕ (4.8)

where

Ic,0 = kF W e∆2

2π~kB T
(4.9)

is the critical current in the absence of magnetic field. The critical current in a magnetic field is

found from (4.8) and plotted in figure 4.1(a). This is the well known Fraunhofer oscillations with

decreasing critical current as the magnetic field strength is increased.

The current density is found numerically from equation (4.6) and (4.3) and shown in figure 4.1(b).

The chain of current vortex-antivortex pairs appearing along the superconducting interfaces in

the figure, is already a known result [37]. We emphasize here that we are discussing supercurrent

vortices which are distinct from Abrikosov vortices, the latter having normal cores and a phase-

1The derivation of this section has already been considered by A. Brøyn in a specialization project [39] and will be
used for comparison.
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winding of 2π in the superconducting order parameter. The vortex distance is found to be

dvortex =π
l 2

m

L
, (4.10)

and it is clear that the distance between the vortices increases with the magnetic length. The vortex

distance (4.10) is related to the period,Φ0 =π~/e, of the Fraunhofer oscillations (4.8) by

dvortex =W
Φ0

Φ
, (4.11)

and we realize that the oscillations are a direct consequence of the vortex pattern.
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Figure 4.1: The critical current Ic (B) (a) and a scale plot of the current density (b) through the
normal region of a Josephson junction exposed to a uniform field. The current is calculated nu-
merically from equation (4.1), (4.3), (4.5) and (4.7) at ∆ϕ=π/2 and kBT =∆. The magnetic length
in the scale plot is lm/L = 0.6.

4.2 High-Tc SNS junction in weak magnetic field

In section 3.3 we considered high-Tc superconductors in which the d-wave pairing gave rise to en-

ergy levels different from the low-Tc case considered above. We will here use the energy levels to

find the supercurrent in the SNS junction and focus on some specific orientations of α in order to

get a better physical understanding. We consider a uniform magnetic field with Aharanov-Bohm

phase shift given in equation (4.7), but the approach is applicable with any modulation of the mag-

netic field and would only require to change γ.
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4.2.1 Equal orientation in left and right superconductor: αL =αR =α
With the order parameter oriented equally in the left and right superconductor the Andreev levels

(3.23) were found to have the same dependency on the magnetic field and the superconducting

phase difference, ∆ϕ, as in the s-wave junction. But unlike the s-wave case, the energies were

suppressed by the gap parameter at certain angles, θ, of the momentum. We will here use these

Andreev levels to find the current density and the total current in the junction. We consider two

special orientations of the gap parameter, α= 0 and α= π/4, before we consider the more general

case with arbitrary α.

α= 0

With the order parameter oriented along the surface normal in both superconductors the Andreev

levels in (3.23) are given as

Ek =±|∆0 cos(2θ)) |cos

(
∆ϕ

2
− γ

2

)
, (4.12)

and in the high temperature regime we find from (4.2)

δIk (∆ϕ) = 4
e∆0

~
|cos(2θ)|sin

(
∆ϕ

2
− γk

2

)
tanh

∆0 |cos(2θ)|
cos

(
∆ϕ

2 − γk

2

)
2kB T


≈ e∆2

0

~kB T
cos2(2θ)sin

(
∆ϕ−γk

)
.

(4.13)

Using the same approach as in section 4.1 and appendix B the total current in the uniform low

field, lm À L, is found to be

Ix = Ic,0
sin

( e
~Φ

)
e
~Φ

sin∆ϕ
∫ π/2

0
dθcosθcos2(2θ)

= 7

15
Ic,0

sin
( e
~Φ

)
e
~Φ

sin∆ϕ.

(4.14)

From this we see that the total current in the high-Tc junction has the same dependency on the

superconducting phase difference,∆ϕ, and the magnetic fluxΦ, as the low-Tc junction, but is sup-

pressed by a factor 7/15. The suppression is expected as the gap is smaller for |θ| > 0 and thus the

number of subgap states has decreased.

The current density is found numerically by insertion of equation (4.14) into equation (4.3). The

result is shown to the left in figure 4.2. Comparing this result to the s-wave junction we notice how

the current vortices are modified to current channels between the superconductors. The current

along the junction was already weighted by the factor cosθ in (4.3), so that the main contribution
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to the current comes from states of small angles, θ ≈ 0. In the d-wave case we have an additional

factor cos2(2θ) which amplifies this effect, resulting in channels with current along the trajectories

of θ = 0.

From the Aharanov-Bohm shift it is clear that the x0-dependence is weak for small angles θ. Since

the main contribution to the current is from states of small angles we observe less variation of the

current along the junction, compared to the s-wave case. Moreover, a change in y0 corresponds to

a phase shift of ∆ϕ. To be exact a change δy0 in y0 corresponds to a change 2δy0L/l 2
m in the phase

∆ϕ. A shift δy0 along the interfaces corresponding to 2δy0L/l 2
m =π, would change the direction of

the current and we observe that the current channels in figure 4.2 have alternating directions and

are separated by a distance πl 2
m/2L.

α=π/4

With the gap orientation in both superconductors rotated by 45 degrees, we find the energy levels

from (3.23) to be given as

Ek =±|∆0 sin(2θ)) |cos

(
∆ϕ

2
− γ

2

)
. (4.15)

We do the same calculations as above and find the current density,

δIk (∆ϕ) = 4
e∆0

~
|sin(2θ)|sin

(
∆ϕ

2
− γk

2

)
tanh

∆0 |sin(2θ)|
cos

(
∆ϕ

2 − γk

2

)
2kB T


≈ e∆2

0

~kB T
sin2(2θ)sin

(
∆ϕ−γk

)
,

(4.16)

and total current in the low field regime:

Ix = Ic,0
sin

( e
~Φ

)
e
~Φ

sin∆ϕ
∫ π/2

0
dθcosθ sin2(2θ)

= 8

15
Ic,0

sin
( e
~Φ

)
e
~Φ

sin∆ϕ.

(4.17)

Thus the total current is almost identical, but a factor 8/7 larger, than the total current when the

orientation of the gap parameter is along the surface normal in the junction. With the orientation

α = 0 the current is maximized at θ = 0 and we would think that this would give a large current

as the small angle states are weighted by the factor cosθ in the current along the junction, (4.3).

However, at α = π/4, there are two angles in which the current peaks, namely ±π/4. Constructive

interference between these states would thus give a large current, despite the node at θ = 0.

In the right figure in 4.2 the current density is shown when α= π/4 in both superconductors. Due
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to the factor sin2(2θ) in the current density, which will be maximized at θ =±π/4, we would expect

channels in the θ =±π/4 direction instead of the θ = 0 direction. However, the channels of ±θ will

overlap and instead of pure channels we observe a diamond pattern. In contrast to the case with

α = 0 we will now have significant variation of the current density along the junction, since the

dominant states at θ =±π/4 yield an x0-dependence in the Aharonov-Bohm phase shift, (4.7).

Arbitrary α

For the more general case with equal, but arbitrary, orientation, α, in both superconductors, the

current density is given as

δIk (∆ϕ) = 4
e∆0

~
|cos(2(θ−α))|sin

(
∆ϕ

2
− γk

2

)
tanh

∆0 |cos((2(θ−α))|
cos

(
∆ϕ

2 − γk

2

)
2kB T


≈ e∆2

0

~kB T
cos2(2(θ−α))sin

(
∆ϕ−γk

)
.

(4.18)

Again, we use the method in appendix B to find the total current. In the two special cases consid-

ered above, |∆(θ)| was an even function of θ. In the general situation with α arbitrary this is no

longer the case and it is slightly more complicated to find the total current. The difficulty is solved

by splitting the integrand into two parts, δIk = δIk,1 +δIk,2, with

δIk,i (∆ϕ) = e∆2
0

~kB T
fi (θ)sin

(
∆ϕ−γk

)
(4.19)

where i = 1,2 and f1(θ)+ f2(θ) = cos2(2(θ−α)) with

f1(θ) = cos2(2θ)cos2(2α)+ sin2(2θ)sin2(2θ)

f2(θ) = 1

2
sin(4θ)sin(4α),

(4.20)

so that f1(θ) = f1(−θ) is an even function of θ while f2(θ) =− f2(−θ) is an odd function of θ. We can

then use the approach from appendix B on each integrand separately:

Ii = kF

2π

e∆2
0

2~kB T

∫ W /2

−W /2
d y0

∫ π/2

−π/2
dθcosθδIk,i (θ) (4.21)
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and let the total current be the sum of the two integrals: Ix = I1 + I2. We find

I1 = Ic,0

sin
(

LW
l 2

m

)
LW
l 2

m

sin(∆ϕ)cos

(
2L

l 2
m

x0 tanθ

)∫ π/2

0
dθcosθ f1(θ) ≈ 7+ sin2(2α)

15
Ic,0

sin
(

LW
l 2

m

)
LW
l 2

m

I2 = Ic,0

sin
(

LW
l 2

m

)
LW
l 2

m

cos(∆ϕ)sin

(
2L

l 2
m

x0 tanθ

)∫ π/2

0
dθcosθ f2(θ) ≈ 0,

(4.22)

where we have let cos
(

2L
l 2

m
x0 tanθ

)
≈ 1 and sin

(
2L
l 2

m
x0 tanθ

)
≈ 0 in the low field regime, lm À L.

Hence, the total current for a junction with the gap parameter equally, but arbitrary, oriented in

left and right superconductor is

Ix = 7+ sin2(2α)

15
Ic,0

sin
( e
~Φ

)
e
~Φ

sin∆ϕ. (4.23)

The critical current reveals the Fraunhofer pattern for any orientation α. Compared to s-wave

pairing the total current is suppressed with a factor varying between 7/15 and 8/15, with smallest

current at α= 0,±π/2 and largest current at α=±π/4.

The current density is found numerically by inserting the expression (4.18) into equation (4.3).

In the middle figure 4.2 we show the result for α = π/8. From equation (4.18) we realize that the

states with the greatest contribution to the current are those of angles θ = α+nπ/2, with n as an

integer. Since θ can take values between −π/2 and π/2 there will be two angles (for α non-zero)

that maximize the expression in equation (4.18), that is α and α±π/2 where we choose the upper

(lower) sign if α is negative (positive). When finding the current density along the junction the fac-

tor cosθ will weight the angle with the smallest absolute value, so that these states give the greatest

current contribution. In the special case with α= π/8, shown in figure 4.2, equation (4.18) is max-

imized at α = π/8 and α = −3π/8. Since |π/8| < |−3π/8|, the greatest current contribution comes

from states of angle θ = π/8. Consequently, we observe current channels which are tilted with π/8

radians compared to the case with α= 0. We have found that the largest contribution comes from

the states of the direction with the largest gap, but with a weight at the directions of the smallest

angles.

4.2.2 Orientation in right superconductor rotated 90 degrees: αL =α, αR =α−π/2

We will now consider the case in which the left and right superconductors have orientations which

differ by π/2. In (3.24) we found that the Andreev levels are very similar to the situation with

αL = αR . The difference is that we now have a π-junction which in the absence of magnetic field

has minimum energy at ∆ϕ=π. In the presence of a magnetic field the situation corresponds to a
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Figure 4.2: Scale plots of the current density through the normal region of a d-wave junction ex-
posed to a uniform field when left and right superconductor have equal orientation,α= 0,α=π/8,
α=π/4 with ∆ϕ=π/2, kB T =∆, lm/L = 0.6.

phase shift of π radians in ∆ϕ, or as briefly discussed above, a shift δy0 = πl 2
m/2L along the inter-

faces. Thus, we expect the exact same patterns now as for the αL = αR case, only shifted πl 2
m/2L

along the superconducting interface. As we are considering an infinitely wide junction we expect

the total current to remain, and this can also be confirmed analytically using the same method as

above.

4.2.3 Subdominant s-wave gap: ∆=∆d + i∆s

Lastly, in section 3.3 we found the Andreev levels when the superconductors have sub-dominant

s-wave gap. Using the Andreev levels from equation (3.29), withαR =αL orαR =αL±nπ/2, in (4.2),

we find

δIk (∆ϕ) = 4e

~

√
∆2

0c2(θ)+∆2
s sin

(
∆ϕ

2
− γk

2
+ ∆β

2

)
tanh

√
∆2

0c2(θ)+∆2
s

cos
(
∆ϕ

2 − γk

2 + ∆β
2

)
2kB T


≈ e(∆2

0 +∆2
s )

~kB T

cos2 (2(θ−α))+∆2
s /∆2

0

1+∆2
s /∆2

0

sin
(
∆ϕ−γk +∆β

) (4.24)

where c(θ) ≡ cos(2(θ−α)).

αL =αR =α
When the orientation of the d-wave gap is equal in the two superconductors and ∆β= 0, this case

is very similar to the pure d-wave pairing. However, we get an extra contribution from the term

proportional to ∆2
s /∆2

0. This term is of the same form as the s-wave pairing and when increasing

∆s/∆0 we expect the current pattern to go from the pure d-wave pattern to an s-wave pattern. That

is the current channels in the d-wave current are expected to shrink and the circular vortices along
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the middle of the junction to re-appear. The current density is found numerically and shown in

figure 4.2.3 for two different values of ∆s/∆0.

Figure 4.3: Scale plots of the current density through the normal region of a d-wave junction ex-
posed to a uniform magnetic field when left and right superconductor have equal orientation and
subdominant s-wave gap. The current is calculated numerically from equation (4.24), (4.3) and
(4.7) and with ∆ϕ=π/2, kB T =∆, lm/L = 0.6.

We can easily find the total current in the case with αL = αR . Using the same method as in the

pure d-wave pairing we find the current

Ix =
7+sin2(2α)

15 + ∆2
s

∆2
0

1+ ∆2
s

∆2
0

Ic,0
sin

( e
~Φ

)
e
~Φ

sin∆ϕ. (4.25)

The total current is on the same form as in equation (4.23), but with a modified factor of suppres-

sion. With a subdominant s-wave gap we find the current to be larger than in the pure d-wave case

and in the limit∆s À∆0 the total current is not suppressed by the d-wave gap and the pure s-wave

case is re-obtained.

αL =α, αR =α−π/2

The current density and total current found above, with a subdominant s-wave gap and equal ori-

entation of the d-wave part in left and right superconductor, were not very surprising, as its pat-

tern look like a combination of the pure d-wave case and the pure s-wave case. However, if we

let the d-wave part of the left and right superconductor be oriented with a difference of π/2 the

situation is dramatically changed. Now the phase shift ∆β is non-zero and θ-dependent. In or-

der to understand the current pattern we need to consider the structure of the Aharonov-Bohm

phase shift, γ. From (4.7) we notice that γ(x0, y0,θ) = γ(−x0, y0,−θ) and thus, if ∆β = 0, then
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δIk (x0, y0,θ) = δIk (−x0, y0,−θ). When finding the current density we integrate over both negative

and positive angles and thus find a current density to be symmetric around the x0 = 0 axis. Now

that we have an extra phase shift ∆β dependent on θ this symmetry is broken. To understand the

pattern we consider the expression for δIk in equation (4.24) in the high temperature regime and

consider the special case with α=±π/4:

δIk ≈ e(∆2
0 +∆2

s )

~kB T

sin2 (2θ)+∆2
s /∆2

0

1+∆2
s /∆2

0

sin
(
∆ϕ−γk ±∆β

)
, (4.26)

with

∆β= 2arctan

(
∆s/∆0

sin(2θ)

)
− sgn(θ)π (4.27)

which is an odd function of θ. In order to find the current density we integrate cosθδIk (θ) from

−π/2 and π/2, which is equivalent to integrate cosθ [δIk (θ)+δIk (−θ)] over only positive angles

from 0 to π/2. With α=±π/4 we have

δIk (θ, x0)+δIk (−θ, x0) ≈ 2
e∆2

0

~kB T
sin

(
∆ϕ− 2L

l 2
m

y0

)(
sin2 (2θ)+∆2

s /∆2
0

)
cos

(
2L

l 2
m

x0 tanθ±∆β(θ)

)
.

(4.28)

When ∆s = 0, i.e. in the pure d-wave case, the last factor in (4.28) is

−cos

(
2L

l 2
m

x0 tanθ

)
(4.29)

which has largest absolute value at x0 = 0 in correspondence with the pattern in the rightmost

scale plot in figure 4.2. We will now consider the case with∆s/∆0 &
p

2 in which the effect from the

subdominant gap is most prominent and we can write

arctan

(
1

∆0
∆s

sin(2θ)

)
≈−∆0

∆s
sin(2θ)+ sgn(θ)

π

2
. (4.30)

For small angles, θ, the last factor in (4.28) can be written as

cos

(
2θ

(
L

l 2
m

x0 ∓ ∆0

∆s

))
(4.31)

with its maximum when
x0

L
≈±∆0

∆s

l 2
m

L2 (4.32)

where the upper (lower) sign corresponds to α = ±π/4. The maximum current is no longer in the

middle of the junction, but shifted towards one of the superconductors. When the orientation in

the left and right superconductor is αL =π/4 and αR =−π/4, respectively, the maximum current is

shifted to the right and when the orientation is αL = −π/4 and αR = π/4 the maximum current is
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shifted towards the left superconductor. The rightmost scale plot in figure 4.4 illustrates this effect.

We keep the subdominant gap and let the orientation in the left and right superconductor differ

by π/2, like we did above. However, we will let α= 0 so that αL = 0 and αR =−π/2. Now we have

δIk (θ, x0) ≈ e(∆2
0 +∆2

s )

~kB T

cos2 (2θ)+∆2
s /∆2

0

1+∆2
s /∆2

0

sin
(
∆ϕ−γk +∆β

)
(4.33)

with

∆β= 2arctan

(
∆s/∆0

cos(2θ)

)
−π, (4.34)

which is now an even function of θ. We expect the current to be symmetric around x0 = 0, as

δIk (x0, y0,θ) = δIk (−x0, y0,−θ), like we had in the pure d-wave case. However, despite this sym-

metry the phase ∆β has an important effect on the pattern. To get more insight we again consider

the contribution from both positive and negative angles:

δIk (θ, x0)+δIk (−θ, x0) ≈ 2
e∆2

0

~kB T

(
cos2 (2θ)+∆2

s /∆2
0

)
sin

(
∆ϕ− 2L

l 2
m

y0 +∆β
)

cos

(
2L

l 2
m

x0 tanθ

)
. (4.35)

The phase ∆β now appears together with y0 instead of x0 like we had in the α= π/4 case. The ex-

pression gives largest current at x0 = 0 like for the pure d-wave case. If we increase |x0| we find the

maximum current at smaller angles |θ| as |x0 tanθ| is conserved if we increase |x0| and decrease |θ|.
But decreasing |θ| means decreasing ∆β, and would require a decrease in y0 to keep the current

at its maximum. Thus an increase in x0 correspond to a decrease in y0. This is different from the

pure d-wave case, with ∆β = 0, in which an increase in x0 did not affect the y0-dependence, only

the overall magnitude. In the pure d-wave case we observed flat current channels with the max-

imums and minimums at conserved y0 as |x0| is increased, see left scale plot in figure 4.2. In the

scale plot to the left in figure 4.4 we can see how the channels are bent at x0 as a consequence of

the θ-dependent phase ∆β resulting from the subdominant s-wave gap.

For other orientations, 0 < α < π/4, ∆β is neither an odd nor an even function of θ and it is not

as easy to consider the case analytically. The middle scale plot in figure 4.4 shows the current den-

sity for α=π/8 and we understand how the pattern change from the case with α= 0 to α=π/2.

In the high temperature, low field regime with ∆s À ∆0 the total current is again found to be pro-

portional to the Fraunhofer factor, with a suppression factor which in general is quite complicated,

but which will qualitatively be the same as for the case with αL =αR .

The d-wave superconductors have shown to give rise to a current pattern which is very different

from ordinary s-wave pattern. In the pure case without subdominant s-wave gap we found that
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Figure 4.4: Scale plots of the current density through the normal region of a d-wave junction
exposed to a uniform field when left and right superconductor have orientations αL = α and
αR = α−π/2 and a subdominant s-wave gap. The current is calculated numerically from equa-
tion (4.24), (4.3) and (4.7) and with ∆ϕ=π/2, kBT =∆, lm/L = 0.6.

the current vortices are modified to current channels oriented long the orientation of the gap pa-

rameters. In the case with subdominant s-wave gap parameter we found that the symmetry of the

pattern is lost as a consequence of an extra θ-dependent phase shift, ∆β(θ). With this property the

current density could be much larger in one side of the junction than the other and this anomaly

pattern can open for new ways of controlling the current in Josephson junctions.

4.3 Low-Tc SFS junction in weak magntic field

In section 2.9 we considered the Zeeman effect in an SFS junction with normal s-wave pairing in

the superconductors in which the energy levels were split into two extra states. We insert the energy

levels (3.42) into equation (4.2) and find in the high temperature regime kB T &∆

δIk = 2e∆

~
∑
σ=±

sin

(
∆ϕ

2
− γ

2
+σkF Lh

2µ
cosθ

)
tanh

(
∆

2kB T
cos

(
∆ϕ

2
− γ

2
+σkF Lh

2µ
cosθ

))
≈ e∆2

~kB T
cos

(
kF Lh

µ
cosθ

)
sin

(
∆ϕ−γ)

.

(4.36)

This expression is similar to what we found in the normal SNS case (4.6), but with a factor depend-

ing on the Zeeman field, h, and the angle, θ. The current pattern is thus expected to look similar to

the SNS case, however we have here assumed small angles which, according to the expression for γ,

yields a smaller variation along the junction and the vortices will be dragged compared to the SNS

case with all angles taken into account. Note that this is not due to the Zeeman splitting, but to the

angle restriction of the momenta. The contribution from a positive angle θ and its corresponding
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negative angle −θ yields

δIk (θ)+δIk (−θ) ≈ 2e∆2

~kB T
cos

(
kF Lh

µ
cosθ

)
cos

(
2L

l 2
m

x0 tanθ

)
sin

(
∆ϕ− 2L

l 2
m

y0

)
. (4.37)

An increase in the Zeeman field strength h require an increase in θ in order to maintain the mag-

nitude of the current and this would again require |x0| to decrease. Thus we expect the vortices

to shrink as h is increased. We are considering only small angles θ and due to the factor cosθ in

the integral for Ix (4.1) the small angle states dominate even more. For low fields lm/L & 0.5 this

yields a small variation along the junction as the argument in the middle factor is small for any

x0. The effect of the shrinking vortices will thus be less prominent. The Zeeman field will instead

have an important effect on the strength and direction of the current. The above expression will be

maximized at (kF Lh/µ)cosθ = 2nπ, and have a period of∆h =πµ/kF L. At h = (n+1/2)πµ/kF L the

current will be at its minimum and at h = (2n +1)πµ/kF L the current will be at its maximum, but

the direction will be reversed compared with the current at h = 0. In figure 4.3 the current density

is found numerically for three different values of h and we observe a pattern in correspondence

with the analysis done here. Note that the rightmost scale plot differ from the leftmost scale plot in

the way that the current has opposite direction.

Figure 4.5: Scale plots of the current density through the normal region of an SFS junction exposed
to a uniform field, with three different values for the Zeeman field, h. The current is calculated
numerically from equation (4.36), (4.3) and (4.7) and with ∆ϕ = π/2, kBT = ∆, lm/L = 0.6, kF L =
100, |θ| < θmax =π/8.

We find the total current by using the same method as in the previous sections and in appendix

B:

Ix = Ic,0 A(h)
sin

( e
~Φ

)
e
~Φ

sin∆ϕ (4.38)
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where we have defined

A(h) ≡
∫ θmax

0
dθcosθcos

(
kF Lh

µ
cosθ

)
. (4.39)

The integral A(h) will depend on what angles we allow, restricted by ±θmax, and can not in gen-

eral be solved analytically. In figure 4.3, the factor is found numerically for three different θmax.

With all three choices the factor A(h) is zero for certain values of h/µ. Thus for certain choices of

h the critical current is zero and the total current is completely cancelled. For certain ranges of h,

A(h) < 0 and the current is reversed. The periodic behavior in h accompanied by the reversal cur-

rent may be caused by 0-π oscillations in the current. Cooper pairs in a ferromagnet oscillate due

to the center-of-mass momentum they acquire due to the spin-split bands. Therefore, the order

parameter also oscillates, and vanishes at certain values of h (or the length L). When it reappears,

it has changed sign, which is equivalent to a π-shift and thus the current is reversed.

The weak spin-orbit coupling alone will, as stated in section 3.4, have no effect on the current

density. The Zeeman effect however, has shown that the current direction as well as the current

strength in the junction can be controlled by scaling the Zeeman value. Unlike the s-wave pattern,

the SFS pattern will not change significantly by the Zeeman splitting in a uniform field.

Figure 4.6: A plot of the factor A(h) which limits the critical current in an SFS juction when exposed
to a uniform magnetic field. The angle θmax determines the maximum angle of incidence in the
junction.



Chapter 5

Energy spectrum in a strong magnetic

field

So far we have considered magnetic fields where only the influence of the vector potential on the

phase was taken into account. However, we have neglected the curvature, due to the Lorentz force,

of the trajectories. We will in this chapter consider an SNS-junction in a strong magnetic field, in

which the trajectories will be curved. Hoppe et . al [43] and Rakyta et . al [44] have considered a

single NS surface in the strong magnetic field, but the SNS-junction in such strong fields has not

been explored. We will differ between two types of semi-classical orbits, A and B, shown in figure

5.1. In the first scenario, A, the radius of the cyclotron of the state is so small that the state will

traverse along the junction via skipping orbits and never make it from one superconductor to the

other. In this scenario we thus expect the current across the junction to be zero. In the second

scenario, either the hole or the electron will make it over to the other superconductor and be An-

dreev reflected at the superconducting interface. Due to the retro reflection the Andreev reflected

particle will not necessarily make it back to the original superconductor, which is illustrated in the

middle figure. The last illustration in figure 5.1 is a scenario in which both the electron as well as

the hole make it across the junction. There are infinitely many other scenarios, which can be a

combination of the three scenarios in figure 5.1 and in our classification we only differ between

the case in which no particles make it across the junction, A, and the case in which some particles

make it across, B.

Also in the strong field the Josephson current will be carried by the Andreev bound states and we

will start by identifying the ABS energy levels of the junction, like we did in chapter 3. Since we can

not ignore the curvature of the trajectories in the strong field we can not consider the semiclassical

trajectory from section 3.1. The Bohr-sommerfeld quantization condition is no longer applicable

and we will instead set up the wave functions in each region of the junction and use boundary con-

ditions to solve the system.

53
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Figure 5.1: Classification of possible semiclassical orbits in Josephson junction exposed to a strong
magnetic field. The solid (dashed) lines correspond to electron (hole) trajectory segments. The
arrows indicate the direction of the group velocity.

We let the field be uniform and parallel to the interfaces and assume the field to be screened com-

pletely in the superconductors. Using the coordinate system from section 3.1 the magnetic field is

given as

B = B

[
Θ

(
x + L

2

)
−Θ

(
x − L

2

)]
ẑ (5.1)

whereΘ(x) is the Heaviside step function. The vector potential

A =−B y

[
Θ

(
x + L

2

)
−Θ

(
x − L

2

)]
x̂ (5.2)

is thus a good choice of gauge as it satisfies ∇× A = B and is zero in both superconductors. We

allow for barriers at the interfaces and the overall Hamiltonian is

h(x, y) = 1

2m

(
p −q A

)2 −µ+VLδ(x +L/2)+VRδ(x −L/2). (5.3)

5.1 Wave functions in the superconducting region

We will identify the wave functions in each region, starting with the superconductors. We can

ignore the spin degeneracy and use the wave functions from equation (2.29) and (2.30):

Ψ±
e (x, y) =

(
1

e−i (η+ϕ)

)
e i (±k+

x x+k+
y y), Ψ±

h (x, y) =
(

e−i (η−ϕ)

1

)
e i (±k+

x x+k+
y y) (5.4)
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where Ψ+
e are right-going electrons, Ψ−

e are left-going electrons, Ψ+
h are left-going holes and Ψ−

h

are right-going holes. The direction of the wave functions is determined by the group velocity as

discussed in section 2.2. In the short junction regime we will only consider energies within the

gap, Ek <∆, as stated in section 3.2.2. For such energies the wave vectors (2.14) will get imaginary

parts and must decay in the superconductors. Consequently, there will be no incoming subgap

wave-functions from the superconductor into the normal metal and we need only to consider the

outgoing wave-functions in the superconducting regions. We let k+
y ≈ k−

y ≡ ky in the Andreev ap-

proximation and the total wave functions in the left (L) and right (R) region will thus be

ΨL(x −L/2, y) =
[

a1

(
1

e−i (η+ϕL )

)
e−i k+

x x +a2

(
e−i (η−ϕL )

1

)
e i k−

x x

]
e i ky y

ΨR (x +L/2, y) =
[

b1

(
1

e−i (η+ϕR )

)
e i k+

x x +b2

(
e−i (η−ϕR )

1

)
e−i k−

x x

]
e i ky y .

(5.5)

We have allowed for different phasesϕL andϕR in each region and absorbed a phase factor exp(±i kx L/2)

in the coefficients in order to simplify the boundary equations.

5.2 Wave functions in the normal region

In the normal region we have a strong magnetic field and we must include the vector potential in

the Hamiltonian:

hN = 1

2m

(
p −q A

)2 −µN . (5.6)

As our system is invariant in the y-direction, but not in the x-direction, we let the wave functions

have plane waves in the y-direction, and let the x-dependent parts be on a general form,Φ(N )
e/h(x):

Ψ̃(N )
e =

(
Φ(N )

e (x)

0

)
e i ky y Ψ̃(N )

h =
(

0

Φ(N )
h (x)

)
e i ky y . (5.7)

The functionsΦ(N )
e/h will be determined by inserting the wave functions, along with the Hailitonian,

hN , in the BdG-equations (2.21a). With the vector potential given in equation (5.2) we can not

separate the wave functions into a general x-dependent part and a y-dependent plane wave part

as we have done in equation (5.7). We will instead use the vector potential

Ã = B

[(
x + L

2

)
Θ

(
x + L

2

)
−

(
x − L

2

)
Θ

(
x − L

2

)]
ŷ (5.8)

which also satisfies ∇× Ã = B with B given in equation (5.1). But, unlike the vector potential given

in equation (5.2), Ã will be finite also in the right superconductor. Our strategy is thus to use the

vector potential Ã to find the wave functions, Ψ̃(N ), in the normal region and then do a gauge trans-
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formation, Ψ̃(N ) →Ψ(N ), according to appendix A, back to the vector potential A given in equation

(5.2).

In the normal region we have Ã = B
(
x + L

2

)
ŷ and inserting this in the Hamiltonian (5.6) along with

the two-dimensional momentum operator yields

hN =− ~2

2m

∂2

∂x2 + e2B 2

2m

[
x + L

2
± i

~
eB

∂

∂y

]2

−µN . (5.9)

We insert the wave functions (5.7) together with the Hamiltonian, hN , in the BdG-equations (2.21a)

and must solve

h(N )
e/hΦ

e/h(x)e i ky y =±EΦe/h(x)e i ky y . (5.10)

Since the y-separable of the wave function is a plane wave, we can replace ∂/∂y with i ky in the

Hamiltonian:

hN =− ~2

2m

∂2

∂x2 + e2B 2

2m

[
x + L

2
∓ ~ky

eB

]2

−µN , (5.11)

where the term ~ky /eB in the bracket will play the role as a guiding center, traversing parallel to

the interfaces. After doing this replacement, equation (5.10) yields

− ~2

2m

∂2Φe/h

∂x2 + e2B 2

2m

[
x + L

2
∓ ~ky

eB

]2

Φe/h = [±E +µN
]
Φe/h . (5.12)

In order to simplify the equation we introduce the new variables

ξe/h =
p

2

lm

(
x + L

2
± l 2

mky

)
ae/h =−ml 2

m

~2

[±E +µN
]

,

(5.13)

with lm =p
~/eB as the magnetic length. Equation (5.12) can now be written as

∂2Φe/h

∂ξ2
e/h

−
[
ξ2

e/h

4
+ae/h

]
Φe/h = 0. (5.14)

This equation is a parabolic cylinder differential equation [74] and has solutions of the form

Φe/h
1 (ae/h ,ξe/h) = e−

1
4 ξ

2
e/h M

(
1

2
ae/h + 1

4
,

1

2
,

1

2
ξ2

e/h

)
Φe/h

2 (ae/h ,ξe/h) = e−
1
4 ξ

2
e/h M

(
1

2
ae/h + 3

4
,

3

2
,

1

2
ξ2

e/h

) (5.15)
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where M(a,b, z) is the Kummer’s function [74]:

M(a,b, z) = 1+ az

b
+ (a)2z2

(b)22!
+ . . .+ (a)n zn

(b)nn!
+ . . . ,

(a)n = a(a +1)(a +2) . . . (a +n −1), (a)0 = 1.

(5.16)

The general solution for Φe/h(x) will be a linear combination of Φe/h
1 and Φe/h

2 and the total wave

function in the normal region and with the gauge from equation (5.8) will be given as

Ψ̃N (x, y) =
[

c1

(
Φe

1(x)

0

)
+ c2

(
Φe

2(x)

0

)
+ c3

(
0

Φh
1 (x)

)
+ c4

(
0

Φh
2 (x)

)]
e i ky y . (5.17)

We must now do a transformation Ã → A, Ψ̃N →ΨN . From appendix A we have that such a trans-

formation yields

A = Ã +∇χ, ΨN = e i q
~χΨ̃N , (5.18)

where χ is given as

χ=−B y

[(
x + L

2

)
Θ

(
x + L

2

)
−

(
x − L

2

)
Θ

(
x − L

2

)]
. (5.19)

After doing this transformation we find the wave functions in the normal region and in the gauge

from equation (5.8) to be

ΨN (x, y) = exp

(
−i

qB

~
y

(
x + L

2

))
Ψ̃N (x, y)

= exp

(
±i

ξe/h yp
2lm

− i ky y

)
Ψ̃N (x, y)

= c1

(
Φe

1

0

)
e iξe y

/
lm

p
2 + c2

(
Φe

2

0

)
e iξe y

/
lm

p
2 + c3

(
0

Φh
1

)
e−iξh y

/
lm

p
2 + c4

(
0

Φh
2

)
e−iξh y

/
lm

p
2.

(5.20)

5.3 Boundary conditions

We have now found the wave functions in each region with unknown coefficients a1, a2, b1, b2,c1, . . . , c4

that must satisfy the boundary conditions at the superconducting interfaces. Charge conservation

yields continuous wave-functions at the interfaces:

ΨL(−L/2, y) =ΨN (−L/2, y) ≡Ψ(−L/2, y),

ΨR (L/2, y) =ΨN (L/2, y) ≡Ψ(L/2, y).
(5.21)

The boundary conditions for the derivatives will not be continuous due to the delta potentials and

the choice of gauge (5.2). We find the boundary conditions for the derivatives at the left interface
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by integrating the BdG-equations (2.21) over a small distance ε around x =−L/2 and then let ε→ 0:

0 = lim
ε→0

∫ −L/2+ε

−L/2−ε
EkΨ(x, y)d x = lim

ε→0

∫ −L/2+ε

−L/2−ε

(
h(x, y) ∆(x)

∆∗(x) −h(x, y)

)
Ψ(x, y)d x (5.22)

which gives

0 = lim
ε→0

∫ −L/2+ε

−L/2−ε
h(x, y)Ψ(x, y)d x

= lim
ε→0

∫ −L/2+ε

−L/2−ε
~2

2m

[
−

(
∂2

∂x2 + ∂2

∂y2

)
− i

qB y

~

(
∂

∂x
Θ

(
x + L

2

)
+Θ

(
x + L

2

)
∂

∂x

)
+ q2B 2 y2

~2 Θ

(
x + L

2

)
− 2m

~2 µ+
2m

~2 VLδ

(
x + L

2

)]
Ψ(x, y)d x

=− ~2

2m

∂2ΨN

∂x2

∣∣∣∣
x=−L/2

+ ~2

2m

∂2ΨL

∂x2

∣∣∣∣
x=−L/2

+
(
−i

~qB y

2m
+VL

)
Ψ

∣∣∣∣
x=−L/2

.

Hence, the boundary condition at the left interface for the derivatives is

∂ΨL

∂x

∣∣∣
x=−L/2

− ∂ΨN

∂x

∣∣∣
x=−L/2

=
(
i

qB y

~
− 2m

~2 VL

)
Ψ(−L/2, y). (5.24)

and by similar calculations we find

∂ΨR

∂x

∣∣∣
x=L/2

− ∂ΨN

∂x

∣∣∣
x=L/2

=
(
i

qB y

~
+ 2m

~2 VR

)
Ψ(L/2, y). (5.25)

as boundary condition at the right interface. The y-dependency in the boundary condition is a re-

sult of the choice of gauge. If we instead had chosen the Ã gauge the y-dependency would instead

enter in the wave functions. The consequence from the y-dependency is that we get y-dependent

ABS energies in correspondence with the energies found in the weak field.

5.4 ABS energy

The ABS energy levels can now be found by inserting the wave functions in the superconducting

(5.5) and normal region (5.20) into the boundary conditions (5.21), (5.24), (5.25). We insert the

resulting system of equations in a homogeneous matrix equation of the form

M
(
a1 a2 b1 b2 c1 c2 c3 c4

)T = 0 (5.26)

where M is an 8×8-matrix. The ABS energies, E , are included in the above equation via the variable

η in the superconducting wave functions (5.5) and via the variables ae/h (5.13) in the normal region

wave functions (5.20). These energies are found by letting the determinant det(M) be zero, which

is required for the system of equations to have non-trivial solutions. It turns out to be difficult to
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find an analytical expression for the ABS energies, even when asymptotical limits [74] are used for

the parabolic cylinder functions (5.15), and we will instead solve the system numerically.

Rakyta et . al . [44] found the energy levels for a superconductor-normal metal-vacuum junction

(SNV) and from a semiclassical analysis they identified the orbit classifications from figure 5.1 in

a corresponding SNV-case. Figure 5.2(a) and 5.2(b) show a reproduction of the results from ref.

[44] with the semiclassical orbits from figure 5.1 indicated. It turns out that, for certain values, the

numerical calculations are rather difficult and for the corresponding SNS-case we are only able to

find the energy levels for small ky /kF , see figure 5.3(a) and 5.3(b). For small ky /kF the SNV and

SNS energies correspond and we assume the states of figure 5.3(a) to be classified as scenario A,

and the states of figure 5.3(b) to be classified as scenario B (B:1 or B:2), in correspondence with the

SNV case. This is also confirmed by the consideration of the energies in terms of the phase differ-

ence, ∆ϕ, shown in figure 5.4(a) and 5.4(b). From this we find that the energy levels of scenario

A are independent of ∆ϕ unlike the energy levels of scenario B. This indicate that the orbits are

classified as scenario A, and the phase difference will thus have no impact on the energy levels or

the Josephson current, as these orbits will have small radii and thus be prevented from traveling

between the superconductors. In scenario B, however, the states will make it across the junction

and the phase difference will affect the energy levels. From this analysis we have used a quantum

mechanical approach to find the energy levels, but we are still able to interpret the result semiclas-

sically and thus get more insight of the effect of the strong field.

(a) (b)

Figure 5.2: The energy spectrum in a superconductor-normal metal-vacuum junction, reproduced
from ref. [44]. The parameters are EF = 10∆, kF W = 106.7 and (a) lmkF = 20

p
2, (b) lmkF = 40.

In the above results we have let EF = 10∆, in which the numerical computations can be done in

the high field, W /kF l 2
m & 0.1. We want to compare the results in this chapter with the energies
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(a) (b)

Figure 5.3: The energy spectrum in a superconductor-normal metal-superconductor junction. The
parameters are EF = 10∆, kF W = 106.7, Z = 0, kF y = 0, ϕ = 0 and (a) lmkF = 20

p
2, (b) lmkF = 40.

In the grey areas, the numerical calculations are difficult.

and currents found for the weak field in chapter 3 and 4. In chapter 3 the Andreev approximation

(∆¿ EF ) was used and we will now use EF = 500∆ in which the numerical calculations can be

done for weak magnetic fields, W /kF l 2
m . 0.1. Figure 5.4 shows the energy levels for a weak field,

W /kF l 2
m = 0.05, at two different positions, y , along the surface normal. The energy levels are found

to have a periodicity, ∆y = 2πl 2
m/L, which correspond to the y-dependency of the energy levels

found in the weak field approach (3.11). Thus we have found that the general approch used in this

chapter without any assumption on the semiclassical trajectory correspond to the semiclassical

approach used in chapter 3.

The current can be found numerically in a similar fashion as in chapter 4, with the current along

the junction given by

Ix (∆ϕ) =
∫

d y
∫ dky

2π
δI (r ,k), (5.27)

with

δI (r ,k) =−2kB T
∑

i

[
2cosh

(
Ei

2kB T

)]
(5.28)

found from equation (2.42) and (2.37). However, the actual numerical calculations turns out to be

rather difficult for certain parameter ranges, and a complete presentation of the current vs field

strength could not be made.



61 CHAPTER 5. ENERGY SPECTRUM IN A STRONG MAGNETIC FIELD

(a) (b)

Figure 5.4: The energy spectrum in terms of the superconducting phase difference, ∆ϕ, in an SNS
junction. The parameters are EF = 10∆, kF W = 106.7, Z = 0, ky = 0, kF y = 0, and (a) lmkF = 20

p
2,

(b) lmkF = 40.

(a) (b)

Figure 5.5: The energy spectrum in terms of the superconducting phase difference, ∆ϕ, in an SNS
junction. The parameters are EF = 500∆, kF W = 106.7, Z = 0, ky = 0, lmkF = 20

p
2 and (a) kF y = 0,

(b) kF y = πl 2
m

2L .
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Chapter 6

Conclusion and outlook

In this thesis we have studied how the supercurrent density and the critical current in an SNS-

junction is affected by a weak external magnetic field. The result found in an ordinary s-wave

SNS-junction is already known, but we have here also considered high-Tc junctions of d-wave su-

perconductors and SFS-junctions with the normal metal substituted by a ferromagnet. Moreover,

we have studied how the Andreev bound states in an SNS-junction is affected by a strong magnetic

field, when the curvature of the semiclassical trajectories can not be neglected.

In chapter 3 we found the energy levels of the Andreev bound states, using Bohr-Sommerfeld quan-

tization, and the Andreev levels were then used in chapter 4 to find the current density and total

current in the junction. In the ordinary low-Tc junction, a chain of Josephson vortices appeared in

the center of the junction along the interface and the critical current was found to be the familiar

Fraunhofer oscillations, in accordance with earlier research.

In the high-Tc junction the current vortices were modified to current channels oriented along the

orientation of the gap parameter. In the case with subdominant s-wave gap, we found that the

symmetry of the pattern is lost as a consequence of an extra θ-dependent phase shift, ∆β(θ). For

certain orientations in the presence of the subdominant s-wave gap, this would give much larger

current density in one side of the junction than in the other.

In the SFS junction we treated the Zeeman effect and the spin-orbit effect separately. We found

that the weak spin-orbit coupling alone has no effect on the Andreev bound state energies. The

Zeeman splitting was shown to have an effect on the strength and direction of the Josephson cur-

rent, but the pattern did not change significantly, compared with the low-Tc SNS-junction. The

critical current, both in the high-Tc SNS junction and the low-Tc SFS junction did both have the

Fraunhofer factor, however the critical current was now suppressed even more, and for certain val-

ues of the Zeeman field the total current would be completely cancelled and also reversed.

63



CHAPTER 6. CONCLUSION AND OUTLOOK 64

In chapter 5 we used analytical methods to find the wave functions and matching conditions in

an SNS-junction exposed to a strong magnetic field. The system was then solved numerically, and

the Andreev bound state energies were found. We were able to classify two kinds of semiclassical

orbits in the junction, one of which the states traverse along the interfaces and do not contribute to

the current, and one kind where the cyclotron radius is larger and the Andreev bound state travels

between the superconductors.

In the consideration of the current density in the weak magnetic field we assumed the magnetic

field to be uniform. In ordinary SNS-junctions, modulated magnetic fields give rise to different cur-

rent pattern and the critical currents will in some cases not decay as Fraunhofer oscillations [39].

It could be of interest to consider how the supercurrents in high-Tc junctions or in SFS-junctions

are affected when the magnetic field is modulated. Moreover, in the strong magnetic field the

parabolic cylinder functions made the numerical calculations rather difficult and slow. In future

work it could be relevant to investigate numerical methods which can handle these functions in

an efficient way such that one may understand how the current of the junction is affected by the

strong field, not only the ABS energies. To get an even better understanding of the situation one

should do a more thorough semiclassical analysis, similar to what was done by Rakyta et . al . [44],

and classify the orbits in a more subtle way.



Appendix A

Gauge invariant vector potential and

phase

The presence of a magnetic field, B , and an electric field, E , would give rise to a vector potential,

A, defined by B =∇× A, and a scalar potential, ν, defined by E =−∇ν− ∂A
∂t . The potentials A and ν

are not physical sizes and must be gauge invariant, that is we may do the transformation

A′′′ = A +∇χ

ν′ = ν− ∂χ

∂t

(A.1)

where χ is any function of position and time, without changing the physical system. We will in this

section show that such a transformation implies a transformation in the wavefunction Ψ as well.

Considering the time-dependent Schrödinger equation yields

i~
∂Ψ

∂t
=

[
1

2m

(~
i
∇−q A

)2

+qν−µN

]
Ψ

=
[

1

2m

(~
i
∇−q A′+q∇χ

)2

+qν′+q
∂χ

∂t
−µN

]
Ψ,

(A.2)

which by rearranging and using that

e i qχ/~
(~

i
∇+q∇χ

)
Ψ= ~

i
∇

(
e i qχ/~Ψ

)
, (A.3)

gives

i~
∂

∂t

(
Ψe i qχ/~

)
= e i qχ/~

[
1

2m

(~
i
∇−q A′+q∇χ

)2

+qν′
]
Ψ

=
[

1

2m

(~
i
∇−q A′

)2

+qν′
](
Ψe i qχ/~

)
.

(A.4)
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The Schrödinger equation in the transformed system is now on the same form as the original sys-

tem,

i~
∂Ψ′

∂t
=

[
1

2m

(~
i
∇−q A′

)2

+qν′
]
Ψ′, (A.5)

with the transformed wave functionΨ′ = e i q f /~Ψ. Thus a gauge transformation A → A+∇χ imply

a transformation φ→φ+qχ/~ in the phase. The gauge invariant phase will thus be on the form

φGI =φ− q

~

∫
A ·dr , (A.6)

as a transformation φ→φ+qχ/~ and A → A +∇χ will keep φGI unchanged:

φGI →φ+ q

~
χ− q

~

∫ (
A +∇χ) ·dr =φ− q

~

∫
A ·dr + q

~
χ− q

~
χ

=φ− q

~

∫
A ·dr .

(A.7)



Appendix B

Current in a low-Tc SNS junction exposed

to a weak uniform magnetic field

We will calculate the current in a low-Tc junction exposed to a uniform magnetic field 1. As stated

in equation (4.1) and (4.6) the total current in the junction will be given as

Ix (∆ϕ) =
∫

d y
∫ dky

2π
δI (r ,k), (B.1)

with

δIk (∆ϕ) ≈ e∆2

~kB T
sin

(
∆ϕ−γk

)
. (B.2)

We consider the system of section 3.1. In the presence of a vector potential, A, a state traversing

along a trajectory from the left superconductor, SL , to the right superconductor, SR , will accumu-

late a phase

γ=−2e

~

∫ SR

SL

A ·d l (B.3)

due to gauge invariance explained in appendix A. This is the Aharonov-Bohm phase shift which

we here will calculate for a uniform magnetic field, B . As the field is assumed to be completely

screened from the superconductors, it is given as

B = B [Θ(x +L/2)−Θ(x −L/2)] ẑ, (B.4)

and we choose the gauge of the A-field as

A =−B y [Θ(x +L/2)−Θ(x −L/2)] x̂. (B.5)

1This derivation was done by A. Brøyn in a specialization project [39] and is inspired by the approach used by Os-
troukh et. al (2016) [37].
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The Aharonov-Bohm phase shift, γ(x0, y0,θk ), is calculated from equation (B.3) by integration along

a path through the point (x0, y0) at an angle θk with the x-axis, as shown in figure 3.1. The trajectory

will be given by the line

y(x) = y0 −x0 tanθk +x tanθk , (B.6)

and using this in equation (3.10) we find the phase shift:

γ=−2e

~

∫ R

L
A ·d l = B

2e

~

∫ L/2

−L/2
y(x)d x

= 2L

l 2
m

(
y0 −x0 tanθk

)
.

(B.7)

We combine equation (B.1) and (B.2):

Ix = Ic,0

2W

∫ W /2

−W /2
d y0

∫ π/2

π/2
dθk cosθk sin(∆ϕ−γ), (B.8)

with

Ic,0 = kF W e∆2

4π~kB T
. (B.9)

From equation (B.3) we notice that γ(x0, y0,θk ) =−γ(x0,−y0,−θk ) which allows us to write

Ix = Ic,0

W
sin(∆ϕ)

∫ W /2

−W /2
d y0

∫ π/2

0
dθk cosθk cosγ. (B.10)

The integral over y0 gives

∫ W /2

−W /2
d y0 cosγ= l 2

m

L
sin

(
LW

l 2
m

)
cos

(
2L

l 2
m

x0 tanθk

)
≈ l 2

m

L
sin

(
LW

l 2
m

)
, (B.11)

where the last equality is taken in the low field regime (lm À L) in order to simplify the analytical

expression. The total current is thus

Ix = Ic,0
sin

( e
~Φ

)
e
~Φ

sin∆ϕ (B.12)

withΦ= BLW as the magnetic flux and we find the critical current at ∆ϕ=π/2:

Ic,const = Ic,0

∣∣∣∣∣sin
( e
~Φ

)
e
~Φ

∣∣∣∣∣ (B.13)

which is the well known Fraunhofer oscillations.
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