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Figure 66: 3D reconstruction of carotid artery with color flow images and seg-
mentation
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Figures 67 and 68 show two examples of reconstruction failures due to patient
movement. Reconstruction given in Figure 67 is done without using a reference
tool. Firstly, images are acquired starting from the black line and towards
the direction that arrow 1 is pointing. After acquiring enough samples in the
direction of arrow 1, images are acquired starting from the same line towards
the arrow 2 direction.

It is easily seen that the patient moved during the test. This movement be-
comes more obvious when the slices are not taken in a sequence. When samples
are analyzed separately as direction 1 and 2, patient movement is not disturbing
but still apparent. When all images are analyzed together, disturbance becomes
obvious.

Figure 67: A sample reconstruction done without using a reference tool
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Figure 68 shows same kind of failure as in Figure 67. This reconstruction is
done by using a reference tool. The movement causes a more severe distortion
this time. It may even be interpreted as two different veins even though 2 is
continuation of 1.

Figure 68: A sample reconstruction done with using a reference tool
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14.2.3 Artery Diameter Change During the Cardiac Cycle

Figure 70 shows the changes in the artery diameter for ten different cardiac
cycles. It should be noted that these values are not absolute diameters but
distances between artery walls at one point in the carotid artery. Section 12.2.4
explains how these distances are measured.

For the sake of brevity, only one ECG signal is given in Figure 69 to show
the shape of the signal during one cardiac cycle. This cycle belongs to top left
plot in Figure 70. ECG signals belong to the other plots has the same shape
as in Figure 69. Slice number correspond to the position of the image that the
distance is observed from. One cardiac cycle usually contains around 30 images.
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Figure 69: ECG signal belongs to the top left plot in Figure 70
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Part VI
Discussion

This chapter gives the interpretation of the in vivo and in vitro test results.

Peak detection and cardiac cycle extraction

By looking at the results of the in vivo and in vitro peak detection and cardiac
cycle extraction experiments it can be concluded that the peak detection algo-
rithm do not fail to find peaks in ECG signals that have only one clear peak in
each cycle.

It was expected that the ECG signal may have several peaks due to move-
ment or other the sources that cause distortion. Therefore, the algorithm was
tested with ECG signals that have more than one peak in a cycle. As shown in
Figure 52, in vitro experiments resulted in successful peak detection and cardiac
cycle extraction. ECG signals that are used for these tests had peaks that are
clearly distinguishable.

Even though the the algorithm never failed to extract the cardiac cycles for
in vitro tests, unexpected ECG signals were recorded from a volunteer and the
performance of the algorithm decreased considerably during the reconstruction.
Error notifications such as “No peaks found” or “Could not extract any cycles”
were received. When the recorded data is analyzed with MATLAB it was seen
that the main cause of the errors is the T wave that has the amplitude quite
close to the R wave. The algorithm assumes that there is only one peak in the
ECG signal that is always distinguishably higher than the other values in the
signal.

How this situation affects the peak detection and cycle extraction is pre-
sented in Figure 63. The first plot shows a cardiac cycle extraction that images
that are extracted fall between T and R waves. Even though a threshold that
filters the smaller values is computed, chosen peaks do not give a complete cy-
cle as peak values are close to each other. In addition, it is difficult to say if a
correct cycle length (interval length in Figure 26) is calculated.

The second plot in the same figure proves that the cycle length is not calcu-
lated correctly. It is clear that the interval length is calculated from R-T points
in the ECG signal. The 4th step of the peak detection algorithm (see section
10.4.2) states that after the first peak is found, the following values in the in-
terval equal to the half of the cycle length are skipped. The distance between
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the found two peaks is less than half of the interval between two consecutive R
points in the ECG signal.

The last plot presents a failure in that more than a complete cycle length of
images are extracted from the buffer. As the plot shows, amplitude of the second
R wave is less than all other peaks in the ECG signal and a threshold that is
higher than this amplitude is computed. Occasionally, during the experiment of
the volunteer, ECG parameter updates are needed due to peaks that have low
amplitude than the threshold.

One way to check the accuracy of the cardiac cycle extraction during the
examination is to compare the heart rate displayed on the ultrasound scanner
to the one displayed on the computer. Heart rate is calculated from the found
interval length on the client side (by the application). The difference between
the heart rates for the volunteers that had clear peaks in the ECG signals was
about +5 beats per minute (bpm) while the difference for the other volunteer
was considerably above this value.

Spatial positioning accuracy

As expected, results of in vitro tests that were performed to validate the spatial
positioning accuracy proved that using a reference tool attached firmly to the
flow phantom improves the accuracy (see Table 1) of the positioning of slices
in 3D scene. This is due to the fact that the origin of the global coordinate
system, in this case the reference tool coordinate system, is moving with the
flow phantom and a point in the phantom keeps its position in the coordinate
system even if the phantom is moving. Improvement is observed for both 4 mm
and 6 mm measurements.

Using different flow channels did not change the test results considerably.
The centers of the flow channel images were found manually as explained earlier.
An evaluation of the method is done by calculating the circle center coordinates
for the same image for 10 times for 4mm and 6 mm flow channels. The standard
deviation for the x and y coordinate changes are given in the table below.

’ \ x coordinates \ y coordinates ‘

4 mm flow channel 0,1448 mm 0,0946 mm
6 mm flow channel 0,1105 mm 0,0946 mm

Table 3: Standard deviation of the method used for center calculation

Even though no error calculation is done for in vivo experiments, it was
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observed that using a reference tool attached on the head decreases the quality
of reconstruction. The reason for that is the place that the reference tool is fixed
rather than the relative movement between the head and the tool. Movement
of the neck causes a larger translation and rotation factor for the head than it
does for the neck itself. The tool’s origin is moved differently than the carotid
artery in the real world coordinates while for the calculation, this movement is
considered as the same.

Artery diameter change

Artery diameter change results correlate well with the change of ECG signal.
The change follows the same trend as ECG signal however they are not synchro-
nized. The peak distance between the vessel walls occurs around the 6th and
10th image in the extracted cardiac cycle while the ECG peak time corresponds
to the first image. This is equal to approximately 198 ms and 330 ms time delay
for 6th and 10th image respectively. Therefore the images that are closest to
the peak value of ECG signal, which are also used for the 3D reconstruction, do
not correspond to the peak values in distance.

The reason that the distance change do not follow a smooth path is the
reading error. The distances are found manually with MATLAB from the saved
images. In addition, extracted cardiac cycles do not contain the same number
of images and the time interval between the images is not constant.

Standard deviation of all distances that are shown in ten plots in Figure 70
is found as 0.2917 mm. Standard deviation of distances found from the first
images, which are used for the reconstruction, is 0.2257 mm. As expected, this
shows that the use of ECG data improves the synchronization of images used
for 3D reconstruction.
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Part VII
Conclusion and Future Work

The main goals of the thesis were to develop a software application that can
realize 3D reconstruction of geometry and blood flow of the arteries and to
validate it.

The application was developed successfully with several useful features that
can facilitate the reconstruction process. The results of the spatial accuracy
tests showed that the reconstruction can be done with 0.36 mm RMS accuracy.
Also, in vivo test results showed that the placement of the reference tool is
important for optimal results.

Using ECG data for synchronization of the images can improve the quality
of the reconstruction.

Several possible expansions of the developed application are given below.

The data saved to the hard disk cannot be analyzed with the developed
3DRec application. Programs that can read the .hdf files are needed for analysis.
The analysis module can provide a way to access the saved data. The files are
saved in .hdf format and there are C+- libraries that provide ways to access
the information saved in .hdf files. Saved information can be imported into the
application by utilizing these libraries. Once the data is accessed by the analysis
module, it is possible to replay and analyze the recorded images.

3D reconstruction realized by the 3DRec is slice based and the result is not a
3D volume data. In other words, reconstruction is individual 2D slices positioned
in a 3D scene. It is possible to create a volume data from the acquired 2D images
by using existing open source C++ libraries. Different kind of segmentations
can be done easily on the constructed volume data. It is also possible to extract
slices from different views once the volume data is available.

The peak detection algorithm can be improved by incorporating the heart
rate found on the scanner side. GEStreamer library can be expanded by stream
of the heart rate information and the heart rate found by the application can
be compared to this. User can be notified if the difference is above a certain
limit. In addition, streamed heart rate can be used in peak detection as it can
give a good approximation of interval length.
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Part VIII
Appendix
A Circular Buffer

Circular buffer is a fixed-size buffer and can be regarded as the end of the buffer
is linked to the beginning of the buffer. When the buffer is full, the oldest
element stored in the buffer is overwritten.

vtkRawStreamData

vtkRawStreambData

100

vtkRawStreamData

Content

B-mode image and color flow image

ECG times and ECG values

Beam geometry

Position and orientation information

3DRec Application

|

Y
GEStreamer Library
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B ECG Update Algorithm

ECG update algorithm

Initialize

start time to zero
for each ECG value and corresponding time stamp{

if start time==

start time=timestamp

total time= start time — time stamp

if total time < adaptation time

else

save ECG value to value array
save time stamp to time array

threshold=compute percentile(value array,

percentile limit)

compute median _below treshold ()

// Compute threshold for a given percentile rank

compute percentile(value array,percentile limit){
sort saved ECG samples in ascending order

return the ECG value corresponding to the given
percentile rank

}

//Compute median time in inervals where ECG signal is

below threshold

compute median_below treshold () {

initialize

i

to zero
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initialize N to size of value array

while i<N {
if value array[i] < threshold
break
else

increase i by one
set in_interval to true
set interval start time to times array|[i]

while (1<) {
if in interval is true
if ith element of value array > threshold
interval legth = times array[i]—
interval start time
save interval length to
interval legths array
set in_interval to false
else
if ith element of value array < threshold
interval start time=times array|i

set in_interval to true

increase i by one

}

median_interval length=compute percentile(
interval lengths array ,50)
}

percentile limit in 3DRec application is chosen as 99th. Therefore, thresh-
old is the value that is greater or equal to 99% of the values in three seconds of
ECG data.
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C The Carotid Arteries

Major source of blood to the head and neck is provided by the common, internal
and external carotid arteries [13]. These arteries are located on each side of the
neck. The left and right carotid arteries have different origins. Source of the
right common carotid artery is the brachiocephalic artery while, on the left, the
common carotid artery branches directly from the arch of the aorta [13].

Ultrasound imaging of the carotid arteries can usually be performed without
bigger problems as they have a superficial course [5].
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D 3D Coordinate System Transformations

3D coordinate representations of objects can be transformed from one system
to another by a transformation matrix. The procedure explained below yields a
transformation matrix M that transforms an object represented in coordinate
system A to coordinate system B.

Coordinate system transformation

Firstly, translation transformation is constructed that brings the origin of B
to the position of the origin of A.

Translation defines movement by a specified distance in a specified direction
[32]. This 3D translation transformation is given in matrix form as

1 0 0 —Xo

{01 0 =y

T= 0 0 1 —Z0
0 00 1

Next, a rotation matrix that rotates the coordinate system is constructed.
The rotation transformation rotates an object about the origin. The orientation
of the object changes but the distance to the origin stays the same [32]. Rotation
matrix that aligns the coordinate systems is given as follows
Uys  Uys
Uz Uz Ugs

0 0 0

_ o O O
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This coordinate rotation matrix transforms the unit vectors u;,u;j and u/Z
onto the x,y and z axes respectively.
Then the coordinate system transformation matrix M is given by
M = RT
Note that if the coordinate systems use different scales, a scaling transfor-
mation is also necessary.



	
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	
	
	



	
	
	
	
	
	
	


	
	
	
	

	
	
	
	
	

	
	
	

	
	
	
	

	
	

	
	
	
	
	
	
	
	
	



	
	
	
	
	

	
	
	
	
	

	
	
	
	
	



	
	
	
	
	
	

	
	
	
	



	
	
	
	
	
	
	


