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Abstract

Biologically inspired Autonomous Underwater Vehicles (AUVs) have been developed in the recent decades. This thesis focuses on the AUVs that are biologically inspired by snakes, called Underwater Snake Robots (USRs). A well-known issue of the USRs, or any AUVs, is the long-term autonomy. To achieve this, energy efficient approaches are required. Many studies have considered single-objective optimization problems regarding the energy efficiency of the USR, but almost none with Multi-Objective Optimization Problems (MOPs). This thesis presents MOPs of different locomotions of the USR. The presented MOPs consider the energy efficient optimization of maximizing the forward velocity, while minimizing the power consumption of the USR. For computing the efficient motion patterns, two Multi-Objective Evolutionary Algorithms (MOEAs) called Non-dominated Sort Genetic Algorithm II (NSGA-II), and Hypervolume Estimation Algorithm for Multi-objective Optimization (HypE) are applied. A challenging topic of the USR, is their adaptability of different locomotions. Different locomotions of the USR give rise to different search spaces for optimization. We present simulation studies of the two most common snake locomotions: (i) lateral undulation and (ii) eel-like motion. Furthermore, we also present and investigate three altered motion pattern of the USR. The aim of the altered locomotions is to let the MOEAs generate efficient locomotions through evolutionary, which we do not know the gait of. From the simulation results, it turns out that one of the altered motion pattern approximates a motion similar to the lateral undulation. This motion pattern is generated based on Fourier series. The obtained simulation results are based on optimization with optimal Genetic Algorithm (GA) parameters, found by numerous presimulations of the MOPs. Since this is multi-objective optimization problems, the end results will be in the form of Pareto fronts. These Pareto fronts can be used as trade-offs for selecting the forward velocity and power consumption of the USR. Additional to the optimization results of the MOPs, we present multivariate analysis of the simulation results using Principal Component Analysis (PCA), for finding relationships between the motion patterns. Furthermore, through the analysis, some assumptions on the shape of the altered locomotion can be given. Based on the results from the PCA, we also present regression models computed by Partial Least Square Regression (PLSR) for predicting the optimal gait parameters using the objective values from the Pareto fronts.
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Chapter 1

Introduction

1.1 Motivation

In the past few decades, the development of Autonomous Underwater Vehicle has been of great interest. A survey on design and control of some AUVs are given in [1]. There exist many different assignments associated with AUVs. In [2], the authors mention some applications with AUVs such as science missions, search and survey. Further application examples are presented in [3], such as environmental monitoring, data collection, instrumentation, subsea site survey, drill support, hydrotesting and commissioning subsea field developments, etc. This thesis will focus on AUVs that are inspired by biological snakes. These AUVs are called Underwater Snake Robot. The USR presented in this thesis will be based on the model given in [4]. The advantage of using an USR is that they can navigate in difficult environments, and since the USR is basically a moving arm manipulator, it can perform several manipulation tasks such as picking and placing objects. Additional, the USR are module based models, which implies that arbitrary number of degrees of freedom of the robot can be achieved by adding or removing modules [5, 6]. Despite all the various advantages and applications of the AUVs, they share a common limitation, i.e., the energy storage and power management [1, 2, 7, 8]. This motivates us to investigate on energy efficient motions for long-term autonomy of the USR. One of the main challenges of USR is their adaptability of different motion patterns, and therefore, case study of finding most energy efficient gait parameters of different locomotions of the USR are presented in this thesis.

1.2 Related work

One of the first developed snake-like robot prototypes was done by Hirose [9]. In the paper, he describes different propulsion experiments, where among them was the common motion of snakes known as the serpentine locomotion (lateral undulation). In [5], the authors purpose a closed form of the dynamic equations for the USR, where it can be applied to modern model-based control schemes. Furthermore, the model also takes into account both linear and nonlinear drag forces, the added mass effect, the fluid moments and current effects. Additional to the proposed model, the authors also present a mathematical formulation of the two most common locomotion of the snakes, i.e., the lateral undulation and anguilliform (eel-like) motion. In [10], central pattern generator (CPG) is applied to find gait parameters for an amphibious snake-like robot. The con-
sidered locomotion of the snake robot where the serpentine and anguilliform for crawling and swimming, respectively. The locomotion is controlled by the CPG, which are neural networks producing coordinated patterns of rhythmic activity without any rhythmic inputs from sensory feedback or from higher control centers [11]. The CPG is used for online generating the gait parameters: amplitude, frequency, and total wavelength. Note that, in the paper, optimization is not considered, just trajectory generation and how these gait parameters influence the locomotion speed of the snake robot.

In [12], GA and Particle Swarm Optimization (PSO) are applied for finding optimal swimming gaits in hyper-redundant mechanisms (HRMs), which are snake-like robots. In the paper, the optimization problem is presented as a single-objective problem, with only considering the power consumption. By having a constant velocity, GA and PSO were applied for finding the optimal swimming gait parameters that minimize the total energy over a given distance. The obtained optimal gait parameters favored an anguilliform locomotion when energy recovery was considered, while carangiform locomotion was favored when the energy recovery was disregarded. In [13], the authors present a multi-objective optimization scheme for optimizing the energy efficiency of the USR model presented in [4, 5]. The presented MOP has the goal of maximizing the average forward velocity and minimizing the corresponding average power consumption of the USR. In the paper, the multi-objective optimization scheme is constructed by using the weighted-sum method to combine the two objectives into a single criterion function. Then optimization with PSO was applied for different weighting factors, i.e., multiple single-objective optimization is done with different weighting factors. Furthermore, the obtained results in the paper were based on the lateral undulation and eel-like motion. In [14], the authors present multi-objective optimization problem of automatically design and optimized heterogeneous snake-like modular robot. The presented multi-objective goal is to maximize the modular robot forward moving behaviour and minimize the complexity of the snake-modular using MOEAs.

Related work on motion pattern generators is given in [15]. In this paper, the authors present a scheme for generating gait patterns of modular robots. The presented scheme uses the CPG and a gradient-free optimization algorithm referred to as Powell’s method [16]. The gait pattern generator is based on the CPG model for producing coordinated oscillations, and then optimization with Powell’s method for obtaining fast locomotions. The optimization in the pattern generator considers only the forward velocity of the modular robot. Another literature on gait pattern generators are given in [17], where the authors use Truncated Fourier series (TFS) with GA for generating bipedal locomotion. The idea of this gait generator is to let GA optimize the gait parameters that TFS produces. The TFS can be used as an approximation of arbitrary periodic functions, and with the combination of GA, an efficient locomotion may be obtained. In the paper, the presented optimization problem is given as a single-objective problem, where the objective function is based on the walk distance of the robot. In [18], the authors introduce a evolutionary method, called Interactively Constrained Neuro-Evolution (ICONE) for generating a walking behaviour for a physical humanoid robot. The aim of ICONE, is to bias the search space of the problem towards the desired structure. However, the restriction with ICONE , is that, the evolutionary method require domain knowledge and user interaction to restrict the search spaces.

This thesis will focus on the modeling of the USR presented in [5], and thus the MOP presented in [13] will be considered. Instead of converting the MOP into single-objective optimization problems, we use MOEAs to optimize the multi-objective function as it is, which is a vector function consist of the average power consumption and the average forward velocity. Furthermore, two
of the presented simulation results will also be based on the two common snake locomotions; (i) lateral undulation and (ii) eel-like motion. The other simulation results are based on three altered motion patterns of the USR, where two of them are based on Fourier series. The purpose of these altered motions is to see if the MOEAs are able to generate different optimal snake locomotions, that consider the energy efficiency of the USR.

1.3 Brief introduction to MOEAs

The field of Genetic Algorithm (GA) was introduced way back in the 1960s, starting with John H. Holland [19, 20]. The idea Holland presented was helpful to many researchers, regarding how to solve complex, single-optimization problems, e.g., problems with a nonlinear objective function or search spaces that were hard to interpret. The concept of GAs, based on the natural evolution of biological organisms, which involves natural selection and reproduction, have proven themselves to be a robust and practical tool for complex search and optimization problems [19, 21, 22]. This follows from that the algorithms are stochastic and derivative-free, and thus make them also flexible and adaptable [23, 24]. Another property of GA is that it always consider a population of solutions and thus parallelism may be introduced to increase the computational speed [25].

In reality, most optimization problems have multi-objectives, and thus many multi-objective optimization methods using GAs, called Multi-objective Optimization Evolutionary Algorithms (MOEAs), have been developed in the past three decades. Professor David E. Goldberg had a huge influence on the development of the current existing MOEAs where he introduced non-dominated ranking and selection. He also suggested the use of a niching technique to spread out the solutions on the Pareto fronts [26, 27]. Thus the selection scheme in most MOEAs consist of; (i) mating selection and (ii) environmental selection. The two of the first groundbreaking, still popular and state-of-the-art elitist MOEAs are the NSGA-II and the Strength Pareto Evolutionary Algorithm 2 (SPEA2) [28, 29]. In [30], a comparison of the two mentioned MOEAs on the Multi-objective Environmental/Economic Dispatch shows that the results obtained by SPEA2 are better than NSGA-II regarding convergence and diversity but at the expense of computational time. Furthermore, a study on performance scaling on the two algorithms shows that both have poor performance when the number of objectives are more than three [31]. Another study regarding performance analysis of both algorithms in noisy environments given in [32], shows that NSGA-II has better chance to filter noise. However, in environments with low noise level, SPEA2 slightly beats NSGA-II in performance.

In this thesis, an optimization problem with two objectives is considered for the USR presented in [5]. Since the optimization problem only has two objectives, both NSGA-II and SPEA2 fit for the task as the optimization solver. However, in this thesis, NSGA-II is chosen due to its computational time is better than SPEA2. Furthermore, we will compare the NSGA-II with a more recent developed elitist MOEA called HypE [33]. Another recent developed MOEA to mention is the Multiobjective Evolutionary Algorithm Based on Decomposition (MOEA/D) [34]. The concept of this optimizer is to decompose the multi-objective problem into smaller subproblems and then optimize each subproblem by using the information of its neighboring subproblems. However, due to the decomposing of the multi-objective problem, the evaluation of the objective values of each individual solution has to be iterative and thus with a complex multi-objective problem, the computational time can be slow without parallel computing. In this thesis, the dynamic model
of the USR is complex, and thus parallel computing is recommended for evaluation of the whole population.

1.4 Contributions of this thesis

The first main contribution of this thesis is to investigate on multi-objective optimization methods for finding energy efficient locomotion of the snake robot presented in [4, 5]. The efficient motion pattern will consider both the average forward velocity and power consumption of the USR. The two mentioned objectives contradict each other and thus, we present MOPs for different snake motion patterns. So far, the only known previous literature on investigation of energy efficient snake locomotion using multi-objective optimization is given in [13]. The obtained simulation results are based on the two common snake locomotion called lateral undulation and eel-like motion. In respect to this paper, we present two alternative optimization scheme for finding the optimal gait parameters of the two mentioned motion patterns. The two presented multi-objective optimization schemes are the MOEAs called NSGA-II and HypE. Furthermore, we present pre-simulations of finding optimal GA parameters used in the MOEAs for the actual simulation results of each motion pattern.

For the second main contribution of this thesis, we propose three altered locomotions of the USR. These altered motion patterns do not have any well defined formulations. One of the main assumptions of the altered motions, are that they are periodic motions. Furthermore, these locomotions are not inspired by either biological snakes or fishes. The first presented altered motion allow each joint of the USR to follow different signal references with varying amplitudes. While the last two presented motions are based on Fourier series. Previous literatures of using Fourier series for pattern generators are presented in [17, 35]. However, energy efficient multi-objective optimization of the generated motion patterns are not considered in the literatures.

The final contribution of this thesis is a multivariate analysis of the simulation results of each presented motion pattern. The goal of this analysis is to find relationships between the motion patterns. Furthermore, based on the multivariate analysis of the simulation results, we present regression models that predict the optimal gait parameters of the motion patterns. The aim of the these regression models is to use them as a utility for obtaining optimal gait parameters based on the desired average forward velocity and power consumption of the USR.

1.5 Outline of this thesis

The outline of this thesis is as follows. Chapter 2 presents the theoretical background used in this thesis. The chapter gives an introduction to the theoretical background of GA, MOP, MOEA, Fourier series and multivariate analysis. Chapter 3 presents the dynamic model of the USR and its mathematical terms. Furthermore, the chapter presents the mathematical formulation of the lateral undulation and eel-like motion, and also the formulation of the average forward velocity and power consumption of the USR. In Chapter 4, the MOPs of each motion pattern is presented. The chapter also presents the implementation of NSGA-II and HypE. Furthermore, the simulation study of this thesis is also given in this chapter. The simulation results of this thesis will be presented in Chapter 5, where we introduce different simulation cases of each motion pattern. Finally, the conclusions and future work will be given in Chapter 6.
Chapter 2

Theoretical background

In this chapter, the theoretical background for MOEAs will be introduced. The first two Section 2.1 and 2.2, will be a brief introduction to natural selection and genetics followed by the interpretation of Genetic Algorithm. In section Section 2.1, some terms used in GA will be presented, and in Section 2.2 the concept of GA will be explained. The concept of GA will be the backbone for the two MOEAs called NSGA-II and HypE presented in Section 2.4 and 2.5, respectively. A brief introduction to Fourier series will also be given in Section 2.6. Finally, multivariate analysis tools used for interpreting data sets will be presented in Section 2.7.

2.1 A brief introduction to natural selection and genetics

According to Charles Darwin, biological species evolve based on the principle of the natural selection, i.e., the fittest individuals have the best chance of surviving and thus pass their genetic traits to the future generations [36]. To illustrate the natural selection as Darwin did, we consider a population of brown and red foxes and assume that in overall the brown foxes are the stronger individuals. Furthermore, assume a strict environment with few preys to feed on. Therefore, not all individuals get to reproduce themselves. By the principle of natural selection, the brown foxes have the highest probability of surviving and to pass their genetic traits as offsprings. These offsprings will, thus, inherit fit genetic traits from the previous generation and will possibly survive and forward these traits to the future generations. Over successive generations, eventually, the entire population will consist of only brown foxes. This inspired John H. Holland to create an algorithm called GA, which is based on a simplified version of the natural evolution of biological organisms [19]. In the next paragraph, a quick introduction to basic genetics and related terms used in GA is given.

In nature, a set of rules is encoded in the genes and connected into long strings called chromosomes. A chromosome is a DNA molecule and is a fraction of all the genetic material called genome. The genome is the set of all genes that define the traits of an individual, and each gene has an unique position on the chromosome called locus. Furthermore, each gene on the genome represents a distinct trait in biology called allele. At each locus, there exist a composition of two genes, one inherited from each parent. In genetics, we call this gene composition the genotype and the observable setting of the genotype as the phenotype [22, 37]. An illustration of the genetic structure is shown in Figure 2.1.
Example 2.1.1. Consider a genotype that represents the eye color. Furthermore, assume that the allele of the genes are either the color brown or blue. The genotype may therefore have four different settings, i.e., brown/brown, blue/blue, brown/blue and blue/brown. The observable setting (phenotype) of this genotype is either the eye color brown or blue. Note that even if we have four different settings of the genotype, only one of the two traits are observable. Further, assume that the allele associated with brown color dominates the one with blue color. This gives the genotype with the setting brown/blue or blue/brown a phenotype with brown color. Thus, the chances for the eye color to be brown and for it to be blue are 75% and 25%, respectively.

2.2 Genetic algorithm — single objective optimization

The natural evolution is the change of individuals over successive generations in terms to genetic change, mutation and natural selections. This gives the foundation for the concept of GA: start with an arbitrary population of individuals (in this thesis called solutions), and from there, over successive generations, a single fit individual is computed. Table 2.1 shows the comparison between GA and the genetic terms introduced in Section 2.1 [25, p. 20]. Note that there are no

<table>
<thead>
<tr>
<th>Natural Evolution</th>
<th>Genetic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genome</td>
<td>Chromosome</td>
</tr>
<tr>
<td>Chromosome</td>
<td>String</td>
</tr>
<tr>
<td>Locus</td>
<td>String position</td>
</tr>
<tr>
<td>Gene</td>
<td>Trait</td>
</tr>
<tr>
<td>Allele</td>
<td>Trait value</td>
</tr>
<tr>
<td>Genotype</td>
<td>Setting</td>
</tr>
<tr>
<td>Phenotype</td>
<td>Decoded setting</td>
</tr>
</tbody>
</table>

difference between the genome and the chromosome in GA. In this section, the schemes called mating selection and variation will be introduced [38, p. 6], which in combination builds up the Genetic Algorithm. The Genetic Algorithm is commonly used to solve complex single objective
optimization and search problems. This thesis focuses on optimization problems of the form
\[
\min_x \ f_{opt}(x), \quad \text{for } x \in \mathcal{X}
\]
subject to
\[
c_i(x) = 0, \quad i \in \mathcal{E} \\
c_i(x) \leq 0, \quad i \in \mathcal{I}
\]
where \( \mathcal{X} \) is the decision space, \( x \) is the solution, \( f_{opt}(x) \in \mathbb{R} \) is the objective function, \( \mathcal{E} \) is the set for all equality constraints and \( \mathcal{I} \) is the set for all inequality constraints. Note that we can transform a maximization into a minimization problem by taking \( \max_x \ f_{opt}(x) = \min_x -f_{opt}(x) \).

Next, we define the search space of GA in terms of the problem given in (2.1) as
\[
\mathcal{D} = \left\{ x \in \mathcal{X} \mid c_i(x) = 0, \forall i \in \mathcal{E} \\
c_i(x) \leq 0, \forall i \in \mathcal{I} \right\} \subset \mathcal{X} \tag{2.2}
\]
which equals the feasible region of (2.1) and contains all multisets over \( \mathcal{X} \). Every point in the search space represents a solution in GA, which can further be highlighted by a fitness value [25]. The fitness value determines how good a solution is with respect to the optimization problem. The goal in (2.1) is to find the global optimum \(^1\) of the objective function subject to the given constraints. However, in most optimization cases, especially GA (a stochastic approach), often returns a local optimum \(^2\) [39, Ch. 7]. In fact, it is not possible or very difficult to determine the global optimum. Thus, the algorithm returns an approximation of the true global optimum. Some local optima can be avoided by selecting different starting positions. This may or may not assist the solutions to reach a better approximation.

### 2.2.1 The genetic representation

In GA, the chromosomes are the genetic representation of the solutions \( x \) in (2.1), made of genes that represent the elements in \( x \). Usually, fixed length binary strings are used to encode both chromosomes and genes. Fixed size of chromosomes makes certain genetic operations simpler to compute. To further explain the genetic representation, an example is given below.

**Example 2.2.1.** Consider an 8x8 grid shown in Figure 2.2. In this grid, a vehicle is located on the green field and can move up, down, left and right. The red field is the desired destination. The optimization problem here is to minimize the number of steps the vehicle takes from its starting position to its desired destination, and can be formulated as
\[
\min_x \ f_{opt}(x) = x_1 + x_2 + x_3 + x_4 \tag{2.3}
\]
subject to
\[
\begin{align*}
x_1 - 7 & \leq 0 \\
x_2 - 7 & \leq 0 \\
x_3 - 7 & \leq 0 \\
x_4 - 7 & \leq 0
\end{align*}
\]
\[\tag{2.4}\]

\(^1\)The global optimum \( x^* \) implies that \( f_{opt}(x) \) is smallest in the whole search space \( \mathcal{D} \).

\(^2\)The local optimum \( x^* \) implies that \( f_{opt}(x) \) is smallest in its neighbourhood \( \mathcal{N} \).
Figure 2.2: Grid example: green = vehicle and red = desired destination

where $x_1 = \text{up}$, $x_2 = \text{down}$, $x_3 = \text{left}$ and $x_4 = \text{right}$. The number of steps is constrained to the maximum of seven steps in each direction. This gives us a search space $\mathcal{D}$ that covers the entire grid. Note that this is a simplified problem and thus the formulation of (2.3) includes no consideration for when the vehicle moves outside the grid.

To represent the solution $x$ in the form of a chromosome, determine the traits that each gene represents. For this problem, it is intuitive to let the genes be $x_1$, $x_2$, $x_3$ and $x_4$, which are the directions of the vehicle. The binary string length of each gene should be long enough to cover the search space $\mathcal{D}$. In this case, a 3-bit long binary string ($2^3 - 1 = 7$) is sufficient. The representation of the chromosome has many different composition of the genes (genotype). Three possible compositions are $\text{concat}(x_{b,1}, x_{b,2}, x_{b,3}, x_{b,4})$, $\text{concat}(x_{b,3}, x_{b,2}, x_{b,4}, x_{b,1})$ and $\text{concat}(x_{b,4}, x_{b,1}, x_{b,2}, x_{b,3})$, where the subscript $b$ denotes the binary string representation, and $\text{concat}(\cdot)$ concatenates the strings inside its argument. In this example, we let $\text{concat}(x_{b,1}, x_{b,4}, x_{b,2}, x_{b,3})$ be the encoded setting of the chromosome. The binary length of the chromosome is the binary length of each gene combined together and thus the length is $4 \cdot 3\text{-bit} = 12\text{-bit}$ long. Note that all possible settings will give the same binary string length. The importance of a setting is to keep an order of the location of each gene on the chromosome (locus).

By inspecting the grid in Figure 2.2 and the constraints (2.4), the min and max value of (2.3) can be observed as 11 and 28, respectively. The fit solution, which is the min value, is to move 6 steps in the right and 5 steps in the up direction. Thus, the representation for the fit chromosome is therefore given as

$$101\ 110\ 000\ 000,$$

while the worst case solution is

$$111\ 111\ 111\ 111.$$ 

By using Table 2.1, we can summerize the results above in terms of genetics shown in Table 2.2.
Table 2.2: The results in terms of genetics

<table>
<thead>
<tr>
<th>Natural Evolution</th>
<th>Genetic Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chromosome</td>
<td>12-bit binary string</td>
</tr>
<tr>
<td>Gene</td>
<td>up, down, left, right</td>
</tr>
<tr>
<td>Allele</td>
<td>0-7</td>
</tr>
<tr>
<td>Genotype</td>
<td>$x_{b,1}, x_{b,4}, x_{b,2}, x_{b,3}$</td>
</tr>
<tr>
<td>Phenotype</td>
<td>$x = [x_1, x_2, x_3, x_4]^T$</td>
</tr>
</tbody>
</table>

2.2.2 The mating selection and variation scheme

In GA, the natural evolution consists of the schemes called mating selection and variation, and in each generation, these schemes are performed on the population $P$. There exist many different genetic operators that build up the natural evolution in GA [40]. However, this thesis will focus on the operators listed below.

1. Mating selection:
   - Binary tournament selection
2. Variation:
   - Multipoint crossover
   - Bit-flip mutation

2.2.2.1 The binary tournament selection

In this operator, two arbitrary selected solutions in $P$ compete for the variation pool, and respect to the principle of the natural selection; the fittest solution wins the competition. The selection of the two solution in $P$ is done randomly, which is important. If the selection was always the fittest solutions, the algorithm might neglect solutions with valuable genetic material that can aid the convergence to the global optimum. Furthermore, with only selecting the fittest solution, the algorithm will turn into a greedy optimization with increased chance of settling only on local optimums. The binary tournament selection is defined as

1. Select two random solutions in $P$
2. Compare the two solutions and select the fittest one

The selected solution may be neglected in the next selection of parents to ensure that this solution will only be chosen once for variation in a generation.

2.2.2.2 The multipoint crossover

The crossover is an operation that combine the genetic material between two parents to produce offsprings. In [40], many different methods to do crossover are presented. However, this thesis will focus on the multipoint crossover. The multipoint crossover selects $2k$ arbitrary points on the chromosome, where $k = \{1, 2, 3, \ldots \}$, and then do crossing in the selected sections. Note that the
operator selects arbitrary points, and so with fixed sized chromosomes, the process for crossing will be more intuitive. The multipoint crossover with \( k = 2 \) is illustrated in figure 2.3.

Observe that with \( k = 1 \), the method will be identical to two-point crossover in [40]. The crossover operators need a parameter called the *crossover rate*. This parameter is a probability parameter with float value from 0 to 1. The crossover rate indicates the percentage of the population \( \mathcal{P} \) that underwent crossing in the previous generation and is usually set between 0.6 and 1.0 [41].

### 2.2.2.3 The bit-flip mutation

When two parents produce offsprings, there is a probability for the offsprings to mutate, which is an alteration of the genetic material. In [40], introduces different ways of mutating in GA. However, this thesis will focus on the mutation operator called the *bit-flip mutation*. The mutation operator selects a single arbitrary bit on the chromosome and flips it from 1 \( \rightarrow \) 0 or 0 \( \rightarrow \) 1. Figure 2.4 shows the illustration of the bit-flip mutation.

![Figure 2.4: The bit-flip mutation](image)

The operator includes a parameter called the *mutation rate*. It indicates the probability for a mutation to occur after a crossover. Furthermore, the mutation rate is usually set between 0.001 and 0.010 [42]. A way to interpret the mutation rate is to look at the parameter as a trade-off between *exploitation* and *exploration*. What this implies is that for low values of the mutation rate, we consider more exploitation, which means to use the currently best-known information for convergence to an optimum. As for exploration, we consider solutions in the search space \( \mathcal{D} \) that have not been explored yet, that are solutions not in the current population \( \mathcal{P} \).

When the algorithm has reached a fit solution \( x^* \), all solutions in \( \mathcal{P} \) will have the same genetic material, which means that all the chromosomes are identical. At this point, further iterations in the algorithm will not yield any new results, since crossing between two identical parents will produce offsprings with the same genetic information. Thus, for locally \( x^* \), the mutation operator may help GA to escape its local optimum by applying perturbation in the form of genetic alteration. However, a mutation operator with high mutation rate will make the algorithm become
a random search optimizer. The cause of this behavior is due to frequent genetic alteration acts as a random noise in the optimization.

### 2.2.3 The fitness function

The fitness function evaluates how good the solutions are in (2.1). If the objective function in (2.1) is sufficient as a fitness function, one could, therefore, use the function as it is for evaluation of the solutions. There are many ways of defining a fitness function. However, it is not always clear on what a good fitness function is. To further explain this, let us go back to example 2.2.1. The given objective function (2.3) is not sufficient for evaluation of $x$. With this objective function, the fittest solution $x^*$ is for the vehicle to stand still in its starting point, that is $x_1 = 0, x_2 = 0, x_3 = 0$, and $x_4 = 0$. As for the choice of the fitness function, there can be many variants, but a simple one can be a function that punishes the vehicle with a high value if it does not reach the desired destination. Another one is to add the euclidean distance between the vehicle and the desired destination as a punish value. This gives a way of dealing with the constraints given in (2.1), and is called the penalty function. With penalty functions, infeasible solutions $x \notin \mathcal{D}$ can be punished. Thus, a fitness function can be denoted as

$$f_{fit}(x) = f_{opt}(x) + f_{penalty}(x) \quad (2.5)$$

In [43], different penalty functions are presented and can be used in GA. In the following Section 2.4, a MOEA called NSGA-II is presented and has a fitness function in the form of a rank system.

### 2.2.4 The Genetic Algorithm framework

In this section we will introduce the framework of GA. The implementation of GA is illustrated in Figure 2.5. The algorithm starts with evaluating an initialized population $\mathcal{P}$. The initialized population can be fully randomized, or it can include some fit solutions of the problem. After
evaluating the solutions, the algorithm checks if the optimization criteria are fulfilled. If the criteria are satisfied, then stop the optimization. If not, the population will undergo a natural evolution, and a new generation is generated. The new population $P$ will then be evaluated, and the process repeats itself. In GA, the optimization criteria can be the desired number of generations reached.

2.3 Multi-objective optimization

The outline for this section is to briefly introduce MOP and definitions that can later be used in solving such problems. In general, it is normal to have multiple objectives in an optimization problem. These objectives usually contradict each other, and therefore not possible to find a single solution. Wang et al. introduce a MOP for green supply chain network design, where the motivation is to reduce the CO$_2$ emission in companies [44]. The MOP is the trade-off between total cost and CO$_2$ emissions. The objectives contradict because a reduction of emissions will increase the cost.

In this thesis, the multi-objective problem is denoted in the same way as for a single objective problem in Section 2.2

$$\min_x f_{opt}(x) = [f_1(x), f_2(x), \ldots, f_m(x)]$$

subject to

$$\begin{cases} c_i(x) = 0, & i \in \mathcal{E} \\ c_i(x) \leq 0, & i \in \mathcal{I} \end{cases},$$

where $f_{opt}(x) \in \mathcal{Z} = \mathbb{R}^m$, $\mathcal{Z}$ is the objective space and $m$ is the number of objective functions. In MOP, the concept of optimality is not a single solution, but rather a set of non-dominated solutions. The terms dominance and Pareto optimal are defined by

**Definition 2.3.1.** (Pareto dominance) Consider vector $u, v \in \mathbb{R}^n$. The vector $u$ is said to dominate $v$ if and only if

1. All elements in $u$ are lesser or equal $v$, i.e.

   $$u_i \leq v_i \forall i \in \{1, 2, \ldots, n\} \quad \text{and}$$

2. At least one element in $u$ is strict lesser than $v$, i.e.

   $$\exists i \in \{1, 2, \ldots, n\} : u_i < v_i$$

**Definition 2.3.2.** (Pareto optimal) A given solution $x \in \mathcal{D}$ is said to be Pareto optimal in the domain $\mathcal{D}$ if and only if there exists no $y \in \mathcal{D}$ such that $v = f(y) \in \mathbb{R}^n$ dominates $u = f(x) \in \mathbb{R}^n$

From definition 2.3.2 [45], both the solution $x$ and the vector $u$ are called non-dominated. The terms local and global optimum introduced in Section 2.2 will now be in the form of Pareto local and global optimum front (set). The optimality of Pareto fronts is defined as

1. A set of solutions $\mathcal{P}$ is called Pareto approximation front, if for every fit solution $x^* \in \mathcal{P}$ there exist a small neighbourhood $\mathcal{N}$, such that, no $x \in \mathcal{N}$ dominates $x^*$. 


2. A set of solutions \( P \) is called Pareto optimal front, if there exists no solution \( x \in D \), that dominates any member of \( x^* \in P \), where \( D \) is called the search space.

In MOP, the diversity of \( P \) is important. Thus, we want to have the population \( P \) to cover as much of the search space \( D \), rather than around a single solution. As stated in [46], the goal in MOP is to try to achieve Pareto optimal, but also keep the diversity in \( P \). Furthermore, the term Pareto optimal and approximation is like global and local optimum in single-objective optimization problem, respectively [47]. Unlike GA, the MOEA computes an approximation that is hopefully close to the Pareto optimal front.

### 2.4 The NSGA-II Multi-Objective Evolutionary Algorithm

This section presents a MOEA called Non-dominated Sort Genetic Algorithm II. The NSGA-II includes a fast non-dominated sort algorithm that ranks the solutions in the population by its non-dominance given in section 2.3. As highlighted in [48], its predecessor Non-dominated Sort Genetic Algorithm (NSGA) had a high computational complexity for the sorting of non-dominated solutions, lack of elitism and the need for a sharing parameter to keep diversity in the population which needed tuning. This motivated the researchers in the paper to develop NSGA-II, introducing elitism to improve the convergence towards an approximation of the Pareto optimal front[48, 49]. The elitism is done by storing all non-dominated solutions in each generation. Furthermore, A crowding distance was also introduced, which estimates the density to keep the diversity in the population. The crowding distance is parameterless unlike the sharing parameter in NSGA.

#### 2.4.1 A fast non-dominated sorting

The concept of NSGA-II is to divide the solutions in \( D \) into different pareto fronts \( F_i \) with the help of a non-dominated sorting. The solutions that are least dominated will be placed into the lower fronts starting from \( F_1 \). Thus, for a given population \( P \) with \( N \) solutions, in worst case there exist a maximum of \( N \) pareto fronts. The case when one obtains \( N \) pareto fronts is when all the solutions dominate each other, and thus leads to only one solution existing in each front.

To find out whether a solution \( x_i \) is dominated, \( x_i \) is compared with every other solution \( x_j \) in \( P \). The fast non-dominated sorting algorithm calculates two entities for each solution in \( P \) [48]. The calculated entities are

1. \( n_i \) - the number of solutions which dominate the solution \( i \)
2. \( S_i \) - a set of solutions which solution \( i \) dominates

The lowest level Pareto front \( F_1 \) will therefore consist of solutions that have \( n_i = 0 \), which states that there are no solutions in \( P \) that dominate solution \( x_i \). When the first front is calculated, take \( F_1 \) and iterate through each solution \( x_i \) in its set \( S_i \) and decrease \( n_j \) by one. For each entity \( n_j \) that reaches 0, place solution \( x_j \) into a set \( H \). When all the solutions have been iterated through, let the set \( H \) be a new Pareto front \( F_2 \) which is one level higher. For the following Pareto fronts, repeat the process with the new computed front. The non-dominated sorting is completed when \( H = \varnothing \).
Table 2.3: An example population

<table>
<thead>
<tr>
<th>Solution</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_i$</td>
<td>$f_1$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>1</td>
</tr>
<tr>
<td>$x_2$</td>
<td>7</td>
</tr>
<tr>
<td>$x_3$</td>
<td>8</td>
</tr>
<tr>
<td>$x_4$</td>
<td>9</td>
</tr>
<tr>
<td>$x_5$</td>
<td>3</td>
</tr>
<tr>
<td>$x_6$</td>
<td>4</td>
</tr>
<tr>
<td>$x_7$</td>
<td>5</td>
</tr>
<tr>
<td>$x_8$</td>
<td>9</td>
</tr>
</tbody>
</table>

Example 2.4.1. Consider a population with objective values given in Table 2.3. Observe that each solution has two corresponding objective functions $f_1$ and $f_2$. With the notation given in Definition 2.3.2, we write $u = f_{opt}(x) = [f_1, f_2]$, and $x \in (\mathcal{P} \subset \mathcal{D})$, where $\mathcal{P} = \{x_1, x_2, ..., x_8\}$, such that $u_1 = f(x_1) = [1, 3]$ and $u_2 = f(x_2) = [7, 2]$. To compute the non-dominated sort by hand, we first calculate the two entities $n_i$ and $S_i$ for each $x \in \mathcal{P}$. By comparing $x_1$ with $x_2$, we see that the first element in $u_1$ dominates $u_2$ but the second element in $u_2$ dominates $u_1$, and hence they are non-dominated with each other. For the comparison between $x_1$ and $x_3$, $u_1$ dominates $u_3$ and we place $x_3$ into $S_1$ and increment the entity $n_3$ by one. Table 2.4 shows the two entities for each $x$, after comparing the solutions.

Table 2.4: The computed entities

<table>
<thead>
<tr>
<th>$i$</th>
<th>$S_i$</th>
<th>$n_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${x_3, x_4, x_5, x_6, x_7}$</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>${x_3, x_4, x_8}$</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>$\emptyset$</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>$\emptyset$</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>${x_3, x_6, x_7}$</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>${x_3, x_7}$</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>$\emptyset$</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>$x_4$</td>
<td>1</td>
</tr>
</tbody>
</table>

Another way to compute the two entities $n_i$ and $S_i$ is to place the objective values in the euclidean space $\mathbb{R}^2$ and compare the position of each solution. Note that this method is viable since the number of objectives are lesser than three. The location of the solutions in $\mathbb{R}^2$ are shown in Figure 2.6. By taking an arbitrary solution $x_i$, all other solutions $x_j$ are dominated by $x_i$, if their location is in the first quadrant of $x_i$. For instance, let $i = 1$, then by investigating Figure 2.6,
solution \( x_1 \) dominates \( x_3, x_4, x_5, x_6 \) and \( x_7 \). Observe that the solution \( x_3 \) and \( x_4 \) dominates no other solutions and thus \( S_3 = \emptyset \) and \( S_4 = \emptyset \).

![Diagram of the example population in the \( \mathbb{R}^2 \) space](image)

Figure 2.6: The example population in the \( \mathbb{R}^2 \) space

From Table 2.4, taking solutions with \( n_i = 0 \), the initial Pareto front \( F_1 = \{x_1, x_2\} \). Furthermore, all \( x_i \in F_1 \) have a non-domination rank equal one, that is \( x_{i,\text{rank}} = 1 \). Note that the non-domination rank is based on the Pareto front level. To obtain the next Pareto front \( F_2 \), start decrementing \( n_j \) of each solution dominated by \( F_1 \), i.e., \( x_j \in S_1 \) and \( x_j \in S_2 \), then place each solution \( x_j \) with \( n_j = 0 \) into \( F_2 \). The following Pareto fronts are computed by repeating the process above with the new computed Pareto front. Table 2.5 shows the calculation of each Pareto front.

### 2.4.2 The crowding distance

The measurement called the crowding distance keeps the diversity in \( \mathcal{P} \). This measurement is computed by taking the geometric position of one solution \( x_i \) and compare its distance between two closest solutions \( x_{i+1} \) and \( x_{i-1} \). The crowding distance can be interpreted as a cuboid enclosing the solution \( x_i \) and is illustrated in Figure 2.7 [48].

The way to compute the crowding distance is proposed in [50], and is listed below

1. Sort the objective values in ascending order
2. Assign the first and last solution in the sorted set with infinity crowding distance
3. For the remaining solutions, assign the crowding distance given by

\[
d_j = d_j + \frac{f_{i,j+1} - f_{i,j-1}}{\max(f_i) - \min(f_i)},
\]

where \( d_j \) is the crowding distance of solution \( x_j \), and \( f_{i,j} \) is the objective value \( f_i \) of \( x_j \).
Table 2.5: Steps for computing the Pareto fronts. \( \mathcal{F}_1 \) is the initial front, and following Pareto fronts are computed by decrementing \( n_j \) of each solution in \( S_i \). The new Pareto fronts are made of solutions with \( n_j = 0 \).

<table>
<thead>
<tr>
<th>( i )</th>
<th>( S_i )</th>
<th>( n_3 )</th>
<th>( n_4 )</th>
<th>( n_5 )</th>
<th>( n_6 )</th>
<th>( n_7 )</th>
<th>( n_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( { x_3, x_4, x_5, x_6, x_7 } )</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( { x_3, x_4, x_8 } )</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

New Pareto front \( \mathcal{F}_2 = \{ x_5, x_8 \} \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>( S_i )</th>
<th>( n_3 )</th>
<th>( n_4 )</th>
<th>( n_5 )</th>
<th>( n_6 )</th>
<th>( n_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>( { x_3, x_6, x_7 } )</td>
<td>1</td>
<td></td>
<td>0</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>( { x_4 } )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

New Pareto front \( \mathcal{F}_3 = \{ x_4, x_6 \} \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>( S_i )</th>
<th>( n_3 )</th>
<th>( n_4 )</th>
<th>( n_5 )</th>
<th>( n_6 )</th>
<th>( n_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>( \emptyset )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>( { x_3, x_7 } )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Final Pareto front \( \mathcal{F}_4 = \{ x_3, x_7 \} \)

Figure 2.7: Illustrate the crowding distance in an objective space with \( m = 2 \) objectives. Note that \( z_i = f_{opt}(x_i) \).

Example 2.4.2. Let us go back to example 2.4.1. To compute the crowding distance for this population, start sorting the objective values of \( f_1 \) in the ascending order. Table 2.6 shows the sorted list. The crowding distances in the table are computed by (2.9). To take an example, the crowding distance of \( x_6 \) can be written as

\[
d_5 = 0 + \frac{5 - 3}{9 - 1} = \frac{2}{8} = 0.250. \tag{2.10}
\]

When all the crowding distances have been computed with respect to \( f_1 \), repeat the process for \( f_2 \). The computed crowding distances with \( f_2 \) are shown in Table 2.7. For the visualization of the solutions position, see Figure 2.6. The solution \( x_3 \) has least solutions surrounding it, and thus it...
has the highest crowding distance. The crowding distance is not infinity since \( x_3 \) is not a boundary point, which by inspection are \( x_1, x_2, x_7 \) and \( x_8 \).

Table 2.6: The objective \( f_1 \) values in the ascending order

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( f_1 )</th>
<th>Crowding distance: ( d_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>1</td>
<td>inf</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>3</td>
<td>0.375</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>4</td>
<td>0.250</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>5</td>
<td>0.375</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>7</td>
<td>0.375</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>8</td>
<td>0.250</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>9</td>
<td>0.125</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>9</td>
<td>inf</td>
</tr>
</tbody>
</table>

Table 2.7: The objective \( f_2 \) values in the ascending order

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( f_2 )</th>
<th>Crowding distance: ( d_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_2 )</td>
<td>2</td>
<td>inf</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>2</td>
<td>inf</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>3</td>
<td>inf</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>3</td>
<td>0.375</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>4</td>
<td>0.575</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>4</td>
<td>0.650</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>6</td>
<td>0.850</td>
</tr>
<tr>
<td>( x_9 )</td>
<td>7</td>
<td>inf</td>
</tr>
</tbody>
</table>

2.4.3 The environmental selection

To ensure diversity in the population, an operator \((\geq_n)\) called “the crowded comparison” is introduced [48]. This operator is used to spread out solutions in the Pareto front uniformly. The operator is defined as, if \( x_i \geq_n x_j \) then

1. The non-domination rank \( x_{i,rank} < x_{j,rank} \), or
2. The non-domination rank \( x_{i,rank} = x_{j,rank} \) and the crowding distance \( d_i \geq d_j \)

Note that the non-domination rank is based on the level of the Pareto front, and therefore solutions in the lower levels are considered better. The crowding operator \((\geq_n)\) selects the solution with the highest crowding distance for spreading out the Pareto front. This type of selection scheme is
called the *environmental selection*. The reason for its name is that the selection takes into account the location of \( x \) in the Pareto front.

### 2.4.4 The NSGA-II framework

Similar to the GA framework introduced in Section 2.2.4, the NSGA-II framework starts with initializing a population of solutions. However, the difference with NSGA-II is the non-dominated sorting and the environmental selection. Furthermore, it also works for multi-objective problems. Note that in NSGA-II, the fitness function is the non-domination rank and the crowding distance of \( x \). Thus, the mating selection introduced in Section 2.2.2, consider solutions with the best rank (solutions in the lower level Pareto fronts). Furthermore, with the crowding distance, the selection further distinguish between fit solutions, e.g., for solutions with same rank, consider the one with the best crowding distance. The NSGA-II algorithm given in [50, p. 186] is illustrated in Figure 2.8.

In NSGA-II, the number of solutions in \( Q \) equals the number of solution in \( P \), i.e., \(|Q| = |P| = N\), where \(|\cdot|\) denotes the cardinality of a set. The new set \( Q \) will later be concatenated with \( P \) to create a set \( R \) with \( 2N \) solutions. After concatenating the populations, a non-dominated sorting is performed to get the Pareto fronts. By combining the two sets, the algorithm will take both new and old solutions in consideration of generating the new \( P \). The steps for creating \( P \) in the environmental selection are listed below.

1. Let \( P = \emptyset \)
2. Select the lowest level Pareto front \( F_i \) (starts with \( F_1 \))
3. Assign crowding distance to the solutions.
4. Sort the crowding distance in the descending order.
5. If the number of solutions in $F_i \cup P$ exceeds the maximum population number $N$, select solutions with the highest crowding distance and place them inside $P$ until it has $N$ solutions.
6. Else, place all solutions in the Pareto front into $P$ and go back to step 2. and redo the process with the next Pareto front level.

With the non-dominated sorting and the environmental selection, the overall complexity of the algorithm is $O(MN^2)$, where $M$ is the number of objectives and $N$ is the population size [51].

2.5 The HypE Multi-Objective Evolutionary Algorithm

This section briefly introduce a MOEA called HypE presented in [33]. Unlike NSGA-II that ranks the solutions with non-dominated sorting, the HypE assign ranks through a measure called the hypervolume indicator. The advantage of using hypervolumes is that the measure is known to be the only quality indicator that is fully sensitive to Pareto dominance [33]. This imply that, if a Pareto approximation front $F_a$ dominates another front $F_b$, the hypervolume indicator of $F_a$ is strictly better than $F_b$. Furthermore, if $F_a$ achieves the highest possible indicator value, the measure guarantees that $F_a$ contains all Pareto optimal sets of a given problem [52]. With the properties of the hypervolumes, the HypE algorithm works well for $m > 3$ MOP. However, the worst-case runtime of computing the exact hypervolme indicator is $O(N^{m-1})$, which is exponential in the number of objective functions. In [33], an estimation of the hypervolume indicator is introduced for MOP with $m > 3$, based on Monte Carlo simulation. However, this thesis focus on MOP with $m = 2$ and thus the exact hypervolume indicator is considered.

2.5.1 Independent Pareto set dominance

In this section, the notation of Pareto dominance given in Definition 2.3.1 will further be expanded to yield between different sets. The notations are the same as the preference relation ($\preceq$) given in [33, 52].

**Definition 2.5.1.** Let $\mathcal{D}$ be the search space, and $F_a, F_b \in \mathcal{D}$ be the Pareto approximation sets. Then the set preference relation $\preceq$ on $\mathcal{D}$ is defined as

$$F_a \preceq F_b : \iff \forall y \in F_b \exists x \in F_a : x \preceq y,$$

where

$$x \preceq y : \iff f_{opt}(x) \leq f_{opt}(y) \text{ for } x \in F_a \text{ and } y \in F_b \quad (2.12)$$

**Remark 2.5.1.** In [33, 52], a term called weakly dominated is introduced. This term imply that if $u$ weakly dominates $\nu$, then $u$ dominates $\nu$ regardless of which set they belong too. For instance, let $\mathcal{F} \subset \mathcal{D}$, $x \in \mathcal{X}$ and that $\mathcal{F}$ weakly dominates $x$, then with respect to Definition 2.5.1, it is written as $\mathcal{F} \preceq \{x\}$. Another example, a solution $x \in \mathcal{X}$ weakly dominates objective $z \in \mathcal{Z}$ imply that $f_{opt}(x)$ dominates $z$. 
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2.5.2 Fitness assigning with hypervolume indicator

Bader and Zitzler [33] present a strategy for assigning fitness values that takes into account the entire objective space $\mathcal{Z}$ weakly dominated by a population $\mathcal{P}$, i.e., $\mathcal{P} \preceq \mathcal{Z} :\Rightarrow \forall z \in \mathcal{Z} \exists x \in \mathcal{P} : x \preceq z :\Rightarrow f_{\text{opt}}(x) \leq z$. The fitness values will then be used in the mating selection to distinguish between fit solutions. This section will focus on the definitions and theorems of the hypervolume indicator based on lebesgue measure [33, Def. III.1].

**Definition 2.5.2.** (Hypervolume indicator) Let $\mathcal{F} \in \mathcal{D}$ be a Pareto approximation front and $R \subset \mathcal{Z}$ be a reference set of mutually non-dominating objective vectors. Then the hypervolume indicator $I_H$ can be defined as

$$I_H(\mathcal{F}, R) := \lambda(H(\mathcal{F}, R)),$$

where

$$H(\mathcal{F}, R) := \{z \in \mathcal{Z} | \exists \mathbf{x} \in \mathcal{F}, \exists \mathbf{r} \in R : f(\mathbf{x}) \leq z \leq r\}$$

and $\lambda$ is the Lebesgue measure with

$$\lambda(H(\mathcal{F}, R)) = \int_{\mathbb{R}^n} 1_H(\mathcal{F}, R)(z) dz$$

and $1_H(\mathcal{F}, R)$ being the characteristic function of $H(\mathcal{F}, R)$.

**Remark 2.5.2.** The set $H(\mathcal{F}, R)$ is a subset of $\mathcal{Z}$ and denotes the set of objective vectors enclosed by $f_{\text{opt}}(\mathbf{x})$, for all $\mathbf{x} \in \mathcal{F}$ and $R$. Furthermore, the set can be further split into partitions $H(S, \mathcal{F}, R)$, that is

$$H(S, \mathcal{F}, R) := \left[\bigcap_{s \in S} H(\{s\}, R)\right] \setminus \bigcup_{\mathbf{x} \in \mathcal{F} \setminus S} H(\{\mathbf{x}\}, R) \subseteq \mathcal{Z}$$

**Example 2.5.1.** Consider a Pareto approximation $\mathcal{F} = \{\mathbf{x}_1, \mathbf{x}_2, \mathbf{x}_3, \mathbf{x}_4\}$, $S_1 = \{\mathbf{x}_3, \mathbf{x}_4\}$, $S_2 = \{\mathbf{x}_2\}$ and the reference set $R = \{r\}$. An illustration of the objective space $H(\mathcal{F}, R) = \{z \in \mathcal{Z} | \exists \mathbf{x} \in \mathcal{F}, \exists \mathbf{r} \in R : f_{\text{opt}}(\mathbf{x}) \leq z \leq r\}$ is given in Figure 2.9.

![Figure 2.9: Objective space of a Pareto approximation set](image.png)
The subset $H(S_1, \mathcal{F}, R)$ and $H(S_2, \mathcal{F}, R)$ is defined as

$$H(S_1, \mathcal{F}, R) := \bigcap_{s \in S_1} H(\{s\}, R) \setminus \bigcup_{x \in \mathcal{F} \setminus S_1} H(\{x\}, R)$$

$$= \left[ H(\{x_3\}, R) \cap H(\{x_4\}, R) \right] \setminus \left[ H(\{x_1\}, R) \cup H(\{x_2\}, R) \right] \quad (2.17)$$

$$H(S_2, \mathcal{F}, R) := \bigcap_{s \in S_2} H(\{s\}, R) \setminus \bigcup_{x \in \mathcal{F} \setminus S_2} H(\{x\}, R)$$

$$= \left[ H(\{x_2\}, R) \right] \setminus \left[ H(\{x_1\}, R) \cup H(\{x_3\}, R) \cup H(\{x_4\}, R) \right] \quad (2.18)$$

and is illustrated as the filled color sections in Figure 2.9. Observe that,

$$\bigcup_{S \subseteq \mathcal{F}} H(S, \mathcal{F}, R) = H(\mathcal{F}, R) \quad (2.19)$$

**Remark 2.5.3.** It is infeasible to determine all distinct $H(S, \mathcal{F}, R)$ due to combinatorial explosion [33, p. 3s]. Thus, the splitting in (2.16) will be extended to a more compact and defined as

$$H_i(x, \mathcal{F}, R) := \bigcup_{S \subseteq \mathcal{F} \atop |S|=i} H(S, \mathcal{F}, R) \quad (2.20)$$

**Example 2.5.2.** Consider the objective space of the Pareto approximation $\mathcal{F}$ and the reference $R$ given in Example 2.5.1. Then the compact splitting of $H_i(x_2, \mathcal{F}, R)$, for $i = \{1, 2, 3, 4\}$ is defined as

$$H_1(x_2, \mathcal{F}, r) = H(\{x_2\}, \mathcal{F}, R) \quad (2.21)$$

$$H_2(x_2, \mathcal{F}, r) = H(\{x_1, x_2\}, \mathcal{F}, R) + H(\{x_2, x_3\}, \mathcal{F}, R) \quad (2.22)$$

$$H_3(x_2, \mathcal{F}, r) = H(\{x_1, x_2, x_3\}, \mathcal{F}, R) + H(\{x_2, x_3, x_4\}, \mathcal{F}, R) \quad (2.23)$$

$$H_4(x_2, \mathcal{F}, r) = H(\{x_1, x_2, x_3, x_4\}, \mathcal{F}, R) \quad (2.24)$$

Figure 2.10 shows an illustration of the splitting.

With the definitions and the remarks given above, a scheme can be defined for assigning hypervolume indicator to each solution $x$ in a population $\mathcal{P}$ [33, Def. III.2].

**Definition 2.5.3.** Let $\mathcal{F} \in \mathcal{D}$ and $R \subset \mathcal{Z}$. Then the function $I_h$ with

$$I_h(x, \mathcal{F}, R) := \sum_{i=1}^{|\mathcal{F}|} \lambda(H_i(x, \mathcal{F}, R)) \quad (2.25)$$

gives for each solution $x \in \mathcal{F}$ the hypervolume that can be assigned to $x$ with regard to the overall hypervolume $I_H(\mathcal{F}, R)$.

Figure 2.10 illustrates the hypervolume indicator of a solution. The following theorem shows that the overall hypervolume $I_H(\mathcal{F}, R)$ is distributed among the distinct solutions [33, Th. III.3].
Figure 2.10: The objective space is based on Example 2.5.1 and shows a) the partitions of $H_i(x_2, \mathcal{F}, R)$, for $i = \{1, 2, 3, 4\}$ (shaded area), and b) the assignment of the hypervolume indicator $I_h(x_2, \mathcal{F}, R)$ (color filled area). The area inside the blue lines shows the fixed parts of the hypervolume (not affected if any arbitrary solution $x \in \mathcal{P}$ is removed from $\mathcal{P}$).

**Theorem 2.5.4.** Let $\mathcal{F} \in \mathcal{D}$ and $R \in \mathcal{Z}$. Then it holds

$$I_H(\mathcal{F}, R) = \sum_{x \in \mathcal{F}} I_h(x, \mathcal{F}, R) \quad (2.26)$$

By using Definition 2.5.3, each $x \in \mathcal{P}$ is assigned with a scalar value that determine their ranks in the population. The scalar value can then be used in the mating selection to determine fit solutions for variation. In [33, Def. III.5], the environmental selection is formulated in terms of the subset selection problem and is defined as.

**Definition 2.5.5.** (Environmental Selection) Let $\mathcal{F} \in \mathcal{D}$, $R \subset \mathcal{Z}$, and $k \in \{0, 1, \ldots, |\mathcal{F}|\}$. The hypervolume subset selection problem (HSSP) is defined as the problem of finding a subset $\mathcal{P} \subseteq \mathcal{F}$ with $|\mathcal{P}| = |\mathcal{F}| - k$ such that the overall hypervolume loss is minimum, i.e,

$$I_H(\mathcal{P}, R) = \max_{|\mathcal{F}'| = |\mathcal{F}| - k} I_H(\mathcal{F}', R) \quad (2.27)$$

From Definition 2.5.5, the parameter $k$ is the number of solutions that will be removed from $\mathcal{F}$. In HypE, the environmental selection resembles the one given in NSGA-II, i.e., both algorithms consider a sorted non-dominated population $\mathcal{R} = \mathcal{P} \cup \mathcal{Q}$, which contain $2N$ solutions. The algorithm selects the lowest level pareto fronts $\mathcal{F}_i$ until it exceeds the population size $N$ (ignore higher level fronts). This can be done, since dominated solutions do not affect the overall hypervolume. Figure 2.11 illustrates the dominated solutions in the objective space. The $k$ solutions that exceeds $N$ will then be removed based on the environmental selection. The two approaches of the environmental selection can be[33, p. 5]:

1. **Iterative:** Assign hypervolume indicator to the population $k$ times; each time, remove the worst solution (lowest indicator value).
2. One shot: Assign hypervolume indicator to the population once and then remove k worst solutions.

In this thesis, we will focus on the iterative approach. There is a drawback of using the scheme

\[
\begin{align*}
H(F, R) & = \sum_{T \subseteq F} \frac{1}{|T|} \lambda(H(T, F, R)) \\
I_k(x, F, R) & := \frac{1}{|S|} \sum_{S \in S} \left[ \sum_{T \subseteq S} \frac{1}{|T|} \lambda(H(T, F, R)) \right]
\end{align*}
\]

where \( S = \{ S \subseteq F \mid x \in S \wedge |S| = k \} \) contains all subsets of \( F \) that include \( x \) and have cardinality \( k \) gives for each solution \( x \in F \) the expected hypervolume loss that can be attributed to \( x \) when \( x \) and \( k - 1 \) uniformly randomly chosen solutions from \( F \) are removed from \( F \).

**Remark 2.5.4.** Observe that \( I_k^1(x, F, R) = \lambda(H_k(x, F, R)) \) and \( I_k^{F,1}(x, F, R) = I_k^1(x, F, R) \). Thus, Definition 2.5.6 can be viewed as a generalization of Definition 2.5.3. With \( k = 1 \), it is sufficient to assign \( I_k^1(x, F, R) = \lambda(H_k(x, F, R)) \) to the solutions, and from Figure 2.10, \( x_1 \) and \( x_4 \) have the lowest indicator value (based on the area size).

In the following theorem, a method for calculating \( I_k^1(x, F, R) \) without averaging over all subsets \( S \in S \) is introduced [33, Th. III.7].
Theorem 2.5.7. Let $\mathcal{F} \in \mathcal{D}, R \subseteq \mathbb{Z}$, and $k \in \{0, 1, \ldots, |\mathcal{F}|\}$. Then it holds

$$I_h^k(x, \mathcal{F}, R) = \sum_{i=1}^{k} \alpha_i \lambda(H_i(x, \mathcal{F}, R)), \quad (2.29)$$

where

$$\alpha_i := \prod_{j=1}^{i-1} \frac{k-j}{|\mathcal{F}| - j} \quad (2.30)$$

Example 2.5.3. Let $\mathcal{P} = x_1, x_2, R = \{r\}$ and $k = |\mathcal{P}| = 2$ where,

$$f(x_1) = [1, 3] \quad (2.31)$$
$$f(x_2) = [3, 1] \quad (2.32)$$
$$r = [4, 5] \quad (2.33)$$

To compute the exact hypervolume indicator, we use the Algorithm 1 and 2 given in [33, Algorithm 1-2]. Thus, by calling $\text{doSlicing}(\mathcal{F} = \bigcup_{x \in \mathcal{P}} \{ (x, 0) \}, R = \{r\}, k = 2, n = 2, V = 1, z = [\infty, \infty])$ in Algorithm 1, the algorithm 2 starts a recursion method for computing the exact hypervolume indicator for each $x \in \mathcal{P}$. The calculation of the exact hypervolume indicator is given in Section A.1. Figure 2.12 shows an overview of the recursion steps.

![Figure 2.12: An overview of the recursion steps given in Section A.1](image)

The exact hypervolume indicator for the population $\mathcal{P}$ with reference $R$ is computed as

$$I_h(\mathcal{P}, R) = \sum_{x \in \mathcal{P}} I_h(x, \mathcal{P}, R) = I_h(x_1, \mathcal{P}, R) + I_h(x_2, \mathcal{P}, R) = 5 + 3 = 8 \quad (2.34)$$

2.5.3 The framework of HypE

The framework of HypE is similar to the NSGA-II given in Section 2.4.4. The only difference is that HypE include fitness through hypervolumes. Figure 2.13 shows the framework of HypE. With the exact hypervolume indicator has the fitness function, the worst-case complexity of the algorithm is $O(N^D + DN\log(N))$, where $D$ is the number of objectives and $N$ the number of solutions.
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Figure 2.13: The framework of HypE
2.6 Fourier series

2.6.1 $2\pi$-Periodic functions

Let $f$ be a $2\pi$-periodic function. Then it is known that \{\cos(nt), \sin(t)\} for $n \in \mathbb{N}$ form a complete orthogonal system over $[-\pi, \pi]$, and by using the method for a generalized Fourier series with $f_1(x) = \cos(x)$ and $f_2(x) = \sin(x)$ given in [53], the Fourier series for any $f$ over $[-\pi, \pi]$ is given by [54]

$$f(t) = a_0 + \sum_{n \in \mathbb{N}} (a_n \cos(nt) + b_n \sin(nt)), \text{ for } n \in \mathbb{N}$$ (2.35)

where

$$a_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) \, dt$$ (2.36)

$$a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos(nt) \, dt, \text{ for } n \in \mathbb{N}$$ (2.37)

$$b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin(nt) \, dt, \text{ for } n \in \mathbb{N}$$ (2.38)

2.6.2 A convergence result

In [55, pp. 584-585], the convergence of the Fourier series is given as

Theorem 2.6.1. Suppose that $f$ is $2\pi$-periodic and piecewise continuous on $[-\pi, \pi]$. Then its Fourier series converges

a) to the value $f(t)$ where $f$ is continuous, and

b) to the average of the right and left hand limits of $f$ where $f$ is discontinuous

2.6.3 $2L$-Periodic Functions

With a suitable change of variables, we can expand the Fourier series given in (2.35) to be applied on any function $f$ with an arbitrary $2L$ period [55]. It is known that $f(t + 2\pi) = f(t)$ if $f$ is $2\pi$-periodic, then $f(t + 2L) = f(t)$ if $f$ is $2L$-periodic. Let $c$ be a scaling parameter such that $f(c(t + 2\pi)) = f(ct + 2\pi c) = f(ct)$. Then with $c = \frac{L}{\pi}$, we get

$$f\left(\frac{Lt}{\pi} + 2L\right) = f\left(\frac{Lt}{\pi}\right) = a_0 + \sum_{n \in \mathbb{N}} (a_n \cos(nt) + b_n \sin(nt))$$ (2.39)

where

$$a_0 = \frac{1}{2\pi} \int_{-\pi}^{\pi} f\left(\frac{Lt}{\pi}\right) \, dt$$ (2.40)

$$a_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f\left(\frac{Lt}{\pi}\right) \cos(nt) \, dt, \text{ for } n \in \mathbb{N}$$ (2.41)

$$b_n = \frac{1}{\pi} \int_{-\pi}^{\pi} f\left(\frac{Lt}{\pi}\right) \sin(nt) \, dt, \text{ for } n \in \mathbb{N}$$ (2.42)
Now with change of variables $t \mapsto \frac{L}{\pi} t$, the Fourier series for an arbitrary $2L$-periodic function $f$ will be given as

$$f(t) = a_0 + \sum_{n \in \mathbb{N}} \left( a_n \cos \left( \frac{n\pi t}{L} \right) + b_n \sin \left( \frac{n\pi t}{L} \right) \right)$$ (2.43)

where

$$a_0 = \frac{1}{2L} \int_{-L}^{L} f(t) dt$$ (2.44)

$$a_n = \frac{1}{L} \int_{-L}^{L} f(t) \cos \left( \frac{n\pi t}{L} \right) dt, \text{ for } n \in \mathbb{N}$$ (2.45)

$$b_n = \frac{1}{L} \int_{-L}^{L} f(t) \sin \left( \frac{n\pi t}{L} \right) dt, \text{ for } n \in \mathbb{N}$$ (2.46)

### 2.7 Multivariate Analysis

This section presents two multivariate analyses called PCA and PLSR. The first method called PCA takes the original variables and projects them onto smaller number of Principal Component (PC) (latent variables). Each PC explains a portion of the total information of the original data. Furthermore, the first PC explains most of the information and decreases in the following PCs. The PLSR models both $X$ and $Y$ data to find the latent variables in $X$ that will best predict the latent variables in $Y$. These latent variables are similar to the PCs in PCA, but are referred as factors.

#### 2.7.1 Software

In this thesis, we consider the software called *The Unscrambler X 10.3* for the multivariate analysis tool. The software was originally developed by Harald Martens and then taken over by CAMO Software[56, 57]. The Unscrambler X 10.3 includes many tools for preprocessing and multivariate analysis of data sets.

#### 2.7.2 Multivariate analysis terms and symbols

The mathematical terms and symbols used in Multivariate analysis are given in Table 2.8 are based on the reference manual in [58].

#### 2.7.3 Bilinear subspace model

Both PCA and PLSR use the bilinear subspace models to describe the structures in a multivariate data set [56, 59]. The bilinear subspace is a linear combination of the latent variables, which span a subspace in the variable space. The bilinear model of $X \in \mathbb{R}^{n \times m}$ is given as

$$\hat{X} = TP^T = \sum_{i=1}^{q} t_i p_i^T \in \mathbb{R}^{n \times m}$$ (2.47)
Table 2.8: Terms and symbols used in multivariate analysis

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Number of objects</td>
<td>$n = {1, 2, \ldots }$</td>
</tr>
<tr>
<td>m</td>
<td>Number of $X$ variables</td>
<td>$m = {1, 2, \ldots }$</td>
</tr>
<tr>
<td>k</td>
<td>Number of $Y$ variables</td>
<td>$k = {1, 2, \ldots }$</td>
</tr>
<tr>
<td>a</td>
<td>Number of PC</td>
<td>$a = {1, 2, \ldots }$</td>
</tr>
<tr>
<td>1</td>
<td>Vector of ones</td>
<td>$1 \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$\bar{x}$</td>
<td>Column means of $X$</td>
<td>$\bar{x} \in \mathbb{R}^m$</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>Column means of $Y$</td>
<td>$\bar{y} \in \mathbb{R}^k$</td>
</tr>
<tr>
<td>$X, Y$</td>
<td>Data sets</td>
<td>$X \in \mathbb{R}^{n \times m}, Y \in \mathbb{R}^{n \times k}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Scores of $X$</td>
<td>$T \in \mathbb{R}^{n \times a}$</td>
</tr>
<tr>
<td>$U$</td>
<td>Scores of $Y$</td>
<td>$U \in \mathbb{R}^{n \times a}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Loadings of $X$</td>
<td>$P \in \mathbb{R}^{m \times a}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>Loadings of $Y$</td>
<td>$Q \in \mathbb{R}^{m \times a}$</td>
</tr>
<tr>
<td>$E$</td>
<td>Residuals of $X$</td>
<td>$E \in \mathbb{R}^{n \times m}$</td>
</tr>
<tr>
<td>$F$</td>
<td>Residuals of $Y$</td>
<td>$F \in \mathbb{R}^{n \times k}$</td>
</tr>
<tr>
<td>$B$</td>
<td>Regression coefficients</td>
<td>$b \in \mathbb{R}^k$</td>
</tr>
</tbody>
</table>

where $t_i p_i^T$ is the latent variable $i$ (in PCA called Principal Component). The residual (error) model that the bilinear subspace does not consider is given as

$$E = X - \hat{X}$$

(2.48)

The matrix $T$ and $P$ are called the scores and loadings, respectively. Each matrix represents different information of $X$:

1. The scores $t_i \in [t_1, \ldots, t_a]$ visualize the connections among the objects in $X$. They represent the projection of the objects onto the loading vectors $p_i \in [p_1, \ldots, p_a]$. Furthermore, the scores can be viewed as an approximation of the objects regarding the latent variable.

2. The loadings $p_i \in [p_1, \ldots, p_a]$ visualize the connections among the variables in $X$. Furthermore, the loadings can be interpreted as the mapping between the variable space and the subspace in (2.47) [59, pp. 40-42].

2.7.4 Principal Component Analysis — PCA

In PCA, the goal is to find the maximum variance of the variables in $X$ and represent the information in PCs. Variables with little variation will be seen as noise since variables with insufficient variations have no meaningful information related to it. The PCs are arranged in order of decreasing explained variance and are orthogonal to each other. The bilinear model of the PCA model is given as

$$X = 1\bar{x}^T + \sum_{i=1}^{a} t_i p_i^T + E = 1\bar{x}^T + TP^T + E$$

(2.49)

where $\bar{x}$ is the column means of the data set $X$. Figure 2.14 illustrates the PCA model (2.49). The
residual $E$ can be neglected when interpreting the results in the PCA model. This is okay to do, if the residual error is small. The matrix $P$ and $T$ are defined as

$$P = eig(X^TX) \in \mathbb{R}^{m \times a}$$

$$T = XP \in \mathbb{R}^{n \times a}$$

where the properties of the loadings and scores are listed below [56]

- The score vectors $t_i \in [t_1, \ldots, t_a]$ are orthogonal to each other:

$$t_it_j = 0, \text{ for all } i \neq j$$

(2.52)

- The loading vectors $p_i \in [p_1, \ldots, p_a]$ are orthogonal to each other:

$$p_ip_j = 0, \text{ for } i \neq j$$

(2.53)

- The loading vectors $p_i \in [p_1, \ldots, p_a]$ have unit length:

$$\|p_i\| = 1, \text{ for all } i = \{1, \ldots, a\},$$

(2.54)

where $\|\cdot\|$ denotes the euclidean norm.

With PCA, we may reduce the dimensionality of the data set, i.e., some variables may not have significant effect on $X$ and can be ignored. This reduced dimensionality will have a new coordinate system made of PCs and is illustrated in Figure 2.15. A full explanation of all the mathematical formulations of the PCA is not given, but instead, we will focus on how to use PCA as a tool for graphical interpretation of $X$. The Unscrambler X 10.3 includes PCA and can be used to interpret
the data $X$ in a graphical manner. It includes cross-validation, which is an operation to avoid or reduce overfitting, i.e., fitting to noisy variables. This thesis will focus on the full cross-validation, where it leaves out one object in $X$ to create a model and then validate the model to the left out object. This is done $n$ times to validate each object in $X$ [56]. The full cross-validation is illustrated in Figure 2.16. For computing the PCA models in Unscrambler X 10.3, the algorithm Nonlinear Iterative Partial Least Squares (NIPALS) is used [59]. Furthermore, we consider mean center data, no rotation and all weights to be equal one. The configurations used for running PCA is given in Section A.2.

Figure 2.16: Full cross-validation

2.7.4.1 Graphical interpretation — Scores and Loadings

Figure 2.14 shows the results of a PCA model in Unscrambler X 10.3. The figure shows a 2-D plot of the scores and the correlation plot of the loadings. The $x$ and $y$ axes are the principal components. The scores show structures, differences and similarities, and are connections between the objects in $X$. In the scores plot, two different clusters can be seen: (i) the left cluster that goes vertically, and (ii) the right cluster that goes horizontally. This can be interpreted has there exists two different subsets of $X$ that share similarities. The objects that are close along the same PCA are similar. Another important property on how to read the scores plot is the position of each object: objects that are further away from the origin along the same PC have higher or lower variable values than the mean value in terms of the loadings position. Thus, scores cannot be interpreted without loadings, and the same argument for the loadings. In Figure 2.14, the loadings are plotted in a correlation plot. Loadings that are on the same PC are highly correlated. Furthermore, loadings close to each other are positively correlated, while loadings with opposite signs are negatively correlated. Two loadings that are on different PCs are uncorrelated. From Figure 2.14, the two loadings on the right are positively correlated to each other, but are negatively correlated with the loading on the left (on PC 1). Furthermore, all three loadings are uncorrelated with the loading on the top (on PC 2). The steps for reading the loadings plot:

1. Look for high loadings (close to +1 or -1) and discard the small loadings (close to origin). The high loadings are meaningful and interpretable, while small loadings are badly valued by a particular PC.
2. Interpret the correlations of each loading.

The benefit of PCA is to interpret both scores and loadings at the same time. Objects with high scores and loadings have variable values that are higher or lower than the average value. That is,

1. positive scores and loadings: higher than average
2. positive scores and negative loadings: lower than average
3. negative scores and loadings: higher than average
4. negative scores and positive loadings: lower than average

The larger the score value is, higher influence on the corresponding variable (either positive or negative). Furthermore, the larger the loading of a variable, quicker increase of that variable as the score increases.

2.7.4.2 Graphical interpretation — Influence

The noisy part of a PCA model is called outliers. These outliers are objects that do not fit well or influence the model too much. The outliers may cause one or more PCs to only focus on them even if they are unimportant. In The Unscrambler X 10.3, there various way to determine the outliers:

- Look at the scores plot and see the objects that are far from the others or chaotic. In Figure 2.14, the object that is far bottom right is most likely an outlier.
- Look at the influence plot and study the objects that might influence the model too much. There are three cases in the influence plot that can determine the outliers.
  1. Objects that lies in the fourth quadrant are fit but can influence the model.
  2. Objects that lies in the second quadrant do not fit the PCA model, but they do not influence the model too much.
  3. Objects that lies in the first quadrant do not fit the PCA model and can influence it (these are the worst kind of outliers).

From the influence plot in Figure 2.14, most of the objects are located in the third quadrant. These fit well to the PCA model.
2.7.4.3 Graphical interpretation — Explained variance

The plot that shows the explained variance in Figure 2.14 describes the explained variance in each PC. From the plot, the first PC explains 86% of the variance, while PC 2 explains 11%. Furthermore, the optimal number of PCs is three to describe PCA model. Even if the optimal number of PCs is three, the first two PCs already explain 97% of the variance. Thus, the first two PCs is sufficient for this PCA model.

2.7.5 Partial Least Squares Regression — PLSR

The difference between PCA and PLSR is that PCA maximizes the variance in a particular set $X$, while PLSR maximizes the covariance between two different set $X$ and $Y$. Usually, PLSR is used for prediction of $Y$ data (response) from $X$ data (predictor). PLSR creates a model for both $X$ and $Y$ such that the latent variables in $X$ best predict the latent variables in $Y$. In context of PLSR, the latent variables will be referred to as factors. In [60], the mathematical description of the PLSR model is given as

$$
X = TP^T + E \quad (2.55)
$$

$$
Y = UQ^T + F \quad (2.56)
$$

where $T$ is defined as

$$
T = XW^* \quad (2.57)
$$

$$
W^* = W(P^TW)^{-1} \quad (2.58)
$$

The (2.56) is computed by the $U$-scores, $Q$-loadings and the residual $F$ based on $Y$ (a PCA model of $Y$). The $W$ is the weight matrix that maps the $X$ to $T$. They express how $T$ are computed from $X$ to obtain orthogonal decomposition. In PLSR, the $X$ data are used as predictors of $Y$, and thus the prediction $\hat{Y}$ is given as

$$
\hat{Y} = TQ^T + F = (XW^*)Q^T + F = XB + F \quad (2.59)
$$

where $B = W^*Q^T = W(P^TW)^{-1}Q^T$ is the regression coefficients, called the Beta coefficients. The residual $E$ and $F$ are negligible, even if they are shown in the equations. This can be done, since the residuals are usually small. Figure 2.18 shows an illustration of the mathematical description of PLSR. The scores and loadings in PLSR are interpreted in the same way as in PCA. With the only difference that PLSR computes two different score and loading matrices. Furthermore, the link between $T$ and $U$ is a summary of the relationship between $X$ and $Y$. The $T$-scores is the mapping from the objects in $X$, which is always available. The $U$-scores are available when $Y$ is available, which is predicted by $X$. Thus, $T$ is the structure in $X$ that best predict $Y$ and $U$ is the structure in $Y$ that is explained by $X$. Figure 2.19 shows a PLSR model overview in the Unscrambler X 10.3.

The PLSR overview shown in Figure 2.17, three of the plots describe the same informations as in the PCA overview. The new plot called Predicted vs. Reference show the prediction of the variables and it shows the prediction of the selected variable. The red points in the plot are the $Y$-variables that are computed when building the PLSR model, i.e., the $Y$-variables were available.
The blue points are the predicted $Y$-variables that are not included in the PLSR model. The most important element of the plot is the error measure RMSE. It gives the error of $Y$ in absolute value and it depends on the user to determine how high the RMSE can be. The lower the RMSE, the better is the prediction.
Chapter 3

Dynamic model of the underwater snake robot

This section will briefly present some fundamental properties of the underwater snake robot, like the forward velocity, average power consumption, kinematics and dynamics. Furthermore, we want to define the mathematical terms that will be used in the optimization for the upcoming sections. The underwater snake robot in this thesis is based on the dynamic model presented in [5, 8, 13]. The physical parameters for the dynamic model are chosen to be equal to the ones given in [4, 13]. In addition to the model, we also use the low-level PD-controller presented in [13].

3.1 Mathematical terms and symbols

The mathematical terms of the underwater snake robot are given in [5], which are summerized in Table 3.1. Furthermore, some properties of the underwater snake robot are listed as:

- Consists of n rigid links of equal length 2l
- The links are interconnected by n − 1 joints
- The links have the same mass m, and a moment of inertia $\frac{1}{3}mL^2$
- The center of mass (CM) is located at the center of each link, and the mass is uniformly distributed.
- The total mass of the snake is, nm

In addition to the mathematical terms given in Table 3.1, the following vectors and matrices given in [5], are used in formulating the kinematics and hydrodynamics of the underwater snake robot.

$$A = \begin{bmatrix} 1 & 1 & \cdots & \cdots & 1 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 1 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} 1 & -1 & \cdots & \cdots & 1 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 1 & -1 \end{bmatrix}$$
Table 3.1: Mathematical terms

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>The number of links</td>
<td>$\theta \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$l$</td>
<td>The half length of a link</td>
<td>$\phi \in \mathbb{R}^{n-1}$</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass of each link</td>
<td>$X, Y \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$J$</td>
<td>Moment of inertia of each link</td>
<td>$p_{CM} \in \mathbb{R}^2$</td>
</tr>
<tr>
<td>$\theta_i$</td>
<td>Angle between link $i$ and the global x axis</td>
<td>$u \in \mathbb{R}^{n-1}$</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>Angle of joint $i$</td>
<td>$u_{i-1} \in \mathbb{R}^{n-1}$</td>
</tr>
<tr>
<td>$(x_i, y_i)$</td>
<td>Global coordinates of the CM of link $i$</td>
<td>$(f_x, f_y) \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$(p_x, p_y)$</td>
<td>Global coordinates of the CM of the robot</td>
<td>$\tau \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$u_i$</td>
<td>Actuator torque of the joint between link $i$ and link $i+1$</td>
<td>$h_x, h_y \in \mathbb{R}^{n-1}$</td>
</tr>
<tr>
<td>$u_{i-1}$</td>
<td>Actuator torque of the joint between link $i$ and link $i-1$</td>
<td>$h_x, h_y \in \mathbb{R}^{n-1}$</td>
</tr>
<tr>
<td>$(f_{x,i}, f_{y,i})$</td>
<td>Fluid force on link $i$</td>
<td>$f_x, f_y \in \mathbb{R}^n$</td>
</tr>
<tr>
<td>$\tau_i$</td>
<td>Fluid torque on link $i$</td>
<td>$e \in \mathbb{R}^{n	imes1}$</td>
</tr>
<tr>
<td>$(h_{x,i}, h_{y,i})$</td>
<td>Joint constraint force on link $i$ from link $i+1$</td>
<td>$0_{n	imes1} \in \mathbb{R}^{2n\times2}$</td>
</tr>
<tr>
<td>$-(h_{x,i}, h_{y,i})$</td>
<td>Joint constraint force on link $i$ from link $i-1$</td>
<td>$\sin \theta = [\sin \theta_1 \ldots \sin \theta_n]^T \in \mathbb{R}^n$, $S_\theta = \text{diag}(\sin \theta) \in \mathbb{R}^{n\times n}$</td>
</tr>
</tbody>
</table>

where $A, D \in \mathbb{R}^{(n-1)\times n}$. Furthermore,

$$e = \begin{bmatrix} 1 & \ldots & 1 \end{bmatrix}^T \in \mathbb{R}^n, \quad E = \begin{bmatrix} e & 0_{n\times 1} \\ 0_{n\times 1} & e \end{bmatrix} \in \mathbb{R}^{2n\times 2}$$

$$\sin \theta = [\sin \theta_1 \ldots \sin \theta_n]^T \in \mathbb{R}^n, \quad S_\theta = \text{diag}(\sin \theta) \in \mathbb{R}^{n\times n}$$

$$\cos \theta = [\cos \theta_1 \ldots \cos \theta_n]^T \in \mathbb{R}^n, \quad C_\theta = \text{diag}(\cos \theta) \in \mathbb{R}^{n\times n}$$

$$\text{sgn} \theta = [\text{sgn} \theta_1 \ldots \text{sgn} \theta_n]^T \in \mathbb{R}^n, \quad \dot{\theta}^2 = [\dot{\theta}_1^2 \ldots \dot{\theta}_n^2]^T \in \mathbb{R}^n$$

$$J = J_n, \quad L = I_n, \quad M = mI_n$$

$$K = A^T (DD^T)^{-1}, \quad H = \left(I_n - \frac{1}{n} ee^T \right)^{-1} K^T, \quad V = A^T (DD^T)^{-1} A$$

where $e$ is the summation vector and $DD^T$ is assumed to be invertible.

### 3.2 The kinematics of the underwater snake robot

In [5], Figure 3.1 and 3.2 illustrate the kinematics of the underwater snake robot, where vectors in the global and local coordinate system are denoted with the superscript $\text{global}$ and $\text{link}, i$, respectively. Furthermore, the dynamic model is assumed to move in a virtual horizontal and flat plane, and fully immersed in water. This gives the underwater snake robot a total of $n + 2$ degrees of freedom ($n$ links in the $x - y$ plane) [5].

From Figure 3.1, the $\text{link angle} \ \theta_i(t)$ in each link $i \in \{1, \ldots, n\}$ is defined as the angle between the global $x$ axis and link $i$, where counterclockwise is defined as the positive direction. The joint angle of joint $i \in \{1, \ldots, n - 1\}$ is denoted by $\phi_i(t)$ and defined as

$$\phi_i(t) = \theta_i(t) - \theta_{i-1}(t)$$

(3.4)
Furthermore, the angles and the joint angles are assembled in the vectors \( \mathbf{\theta}(t) = [\theta_1(t), \ldots, \theta_n(t)]^T \in \mathbb{R}^n \) and \( \mathbf{\phi}(t) = [\phi_1(t), \ldots, \phi_{n-1}(t)]^T \in \mathbb{R}^{n-1} \), respectively. In [5], the heading \( \bar{\theta}(t) \in \mathbb{R} \) of the underwater snake robot is defined as the average of the link angles

\[
\bar{\theta}(t) = \frac{1}{n} \sum_{i=1}^{n} \theta_i(t),
\]

which also can be interpreted as the orientation. The global frame position \( P_{CM} \in \mathbb{R}^2 \) of the center
of mass of the underwater snake robot is given by

\[
P_{CM}(t) = \begin{bmatrix} p_x(t) \\ p_y(t) \end{bmatrix} = \begin{bmatrix} \frac{1}{n} \sum_{i=1}^{n} m x_i(t) \\ \frac{1}{n} \sum_{i=1}^{n} m y_i(t) \end{bmatrix} = \frac{1}{n} \begin{bmatrix} e^T X \\ e^T Y \end{bmatrix},
\]  

(3.6)

where \((x_i(t), y_i(t))\) are the global frame coordinates of the CM of link \(i\), \(X(t) = [x_1(t), \ldots, x_n(t)]^T \in \mathbb{R}^n\) and \(Y(t) = [y_1(t), \ldots, y_n(t)]^T \in \mathbb{R}^n\). Furthermore, the links constrained by the joints can be expressed as

\[
\begin{align*}
DX(t) + l A \cos \theta(t) &= 0 \Leftrightarrow DX(t) = -l A \cos \theta(t) \\
DY(t) + l A \sin \theta(t) &= 0 \Leftrightarrow DY(t) = -l A \sin \theta(t).
\end{align*}

(3.7, 3.8)

A more detailed derivation of the kinematics can be found in [5].

### 3.3 Hydrodynamic model

In this section, we will briefly present the dynamics of the underwater snake robot. The formulation of the dynamics for the underwater snake robot is quite complicated. In [5], it is shown that the global frame fluid forces on the links are given as

\[
f(t) = \begin{bmatrix} f_x(t) \\ f_y(t) \end{bmatrix} = \begin{bmatrix} f_{Ax}(t) \\ f_{Ay}(t) \end{bmatrix} + \begin{bmatrix} f_{Dx}^I(t) \\ f_{Dy}^I(t) \end{bmatrix} + \begin{bmatrix} f_{Dx}^H(t) \\ f_{Dy}^H(t) \end{bmatrix},
\]  

(3.9)

where \(f_{Ax}(t)\) and \(f_{Ay}(t)\) represent the effects from added mass forces. Furthermore, the vectors \(f_{Dx}^I\), \(f_{Dx}^H\) and \(f_{Dy}^I\), \(f_{Dy}^H\) represent the effects from the linear and nonlinear drag forces, respectively. The fluid torques on all the links in matrix form are given by

\[
\tau(t) = -\Lambda_1 \ddot{\theta}(t) - \Lambda_2 \dot{\theta}(t) - \Lambda_3 \dot{\theta}(t) \dot{\theta}(t),
\]  

(3.10)

where \(\Lambda_1 = \lambda_1 I_n\), \(\Lambda_2 = \lambda_2 I_n\) and \(\Lambda_3 = \lambda_3 I_n\). For a more detailed derivation of the dynamics for the underwater snake robot, see [5]. Observe the dot notation in the equation. This simply implies that \(\dot{\theta}(t)\) and \(\ddot{\theta}(t)\) is the first and second derivative with respect to time \(t\), respectively.

### 3.4 Equations of motion

In [5], it can be shown that the links of the underwater snake robot are constrained by the joints according to Figure 3.2, and the force balance equations for all links may be expressed in matrix form as

\[
m \ddot{X}(t) = D^T f_x(t) + f_x(t), \quad m \ddot{Y}(t) = D^T f_y(t) + f_y(t).
\]  

(3.11)

Furthermore, we can compute the acceleration of CM by differentiating equation (3.6) twice with respect to time, inserting equation (3.11) and cancel the constraint forces \(h_x\) and \(h_y\) when the link accelerations are summed. This gives the equation for acceleration of the CM as

\[
\ddot{P}_{CM} = \begin{bmatrix} \ddot{p}_x(t) \\ \ddot{p}_y(t) \end{bmatrix} = \frac{1}{n} \begin{bmatrix} e^T \dddot{X}(t) \\ e^T \dddot{Y}(t) \end{bmatrix} = \frac{1}{nm} \begin{bmatrix} e^T & 0_{1 \times n} \\ 0_{1 \times n} & e^T \end{bmatrix} f(t) = \frac{1}{nm} E^T f(t).
\]  

(3.12)
In [5], the torque balance equations for all links of the underwater snake robot in matrix form is given by

\[ J\ddot{\theta}(t) = D^T u(t) - lS_\theta A^T h_x(t) + lC_\theta A^T h_y(t) + \tau(t). \] (3.13)

By inserting (3.11) into (3.13) and replacing \( \ddot{X}, \ddot{Y} \) in (3.11) by the double derivatives with respect to time in (3.7), we get:

\[ M_\theta \ddot{\theta}(t) + W_\theta \dot{\theta}^2(t) + V_\theta \dot{\theta}^2(t) - lS_\theta K_f D_x(t) + lC_\theta K_f D_y(t) = D^T u(t), \] (3.14)

where \( f_{Dx}(t) = f_{I Dx}(t) + f_{II Dx}(t) \) and \( f_{Dy}(t) = f_{I Dy}(t) + f_{II Dy}(t) \) are the drag forces in \( x \) and \( y \) directions, respectively, and \( u(t) \in \mathbb{R}^{n-1} \) the joint control input. The complete equations of motion for the underwater snake robot are given by (3.12) and (3.14). A more detailed derivation of the equations of motion for the underwater snake robot can be found in [5].

### 3.5 Low-level joint controller for the underwater snake robot

In this thesis, the lateral and eel-like motion pattern for the snake robot is based on the sinusoidal reference signal proposed in [5],

\[ \phi_i^*(t) = \alpha g(i, n) \sin(\omega t + (i - 1)\delta) + \gamma, \quad i \in \{1, \ldots, n - 1\}, \] (3.15)

where \( n \) is the total number of joints, \( \alpha \) the amplitude, \( \omega \) the frequency, \( \delta \) the phase shift between the joints and \( \phi_i \) is the difference in joint angles given by (3.4). The scaling function \( g(i, n) \) for the amplitude of joint \( i \) is used to create different motion patterns for the snake robot. In this thesis, the motion patterns called lateral undulation and eel-like motions are being focused on. To achieve the lateral undulation, which is a sinusoidal motion with constant amplitude \( \alpha \), the scaling function needs to be set to

\[ g(i, n) = 1. \] (3.16)

The eel-like motion pattern is a motion that starts with a small amplitude in the head of the snake robot and then gradually increases towards the tail. To achieve this motion, the scaling function \( g \) is set to

\[ g(i, n) = \frac{n - i}{n + 1}. \] (3.17)

The torque signal \( u_i \) in each joint is calculated as proposed in [5], with a PD controller to compute the joints actuator torques from the joints reference angles given by

\[ u_i(t) = k_p(\phi_i^*(t) - \phi_i(t)) + k_d(\dot{\phi}_i^*(t) - \dot{\phi}_i(t)), \quad i \in \{1, \ldots, n - 1\} \] (3.18)

where \( k_p > 0 \) and \( k_d > 0 \) are constant control gains.

### 3.6 The forward velocity and the average power consumption

For an underwater snake robot, the propulsion is generated by the motion of the joints and its interaction with the surrounding fluid. This implies that the actuator torque (4.9) input to the joints
convert into a combination of joint motion and the energy that is dissipated by the fluid. Furthermore, we assume that the underwater snake robot has perfect joints. Thus, the total amount of energy of the dynamic system generated by the controller (4.9) is a combination of the sum of kinetic energy and the energy that dissipates to the surrounding fluid [8]. In physics, the change of energy with respect to time (work) is given by the integral

$$\Delta E = \int_{t_1}^{t_2} \dot{\tau} \cdot \dot{\omega} \, dt,$$

(3.19)

where $\dot{\tau}$ is the torque and $\dot{\omega}$ is the angular velocity. Thus, the total energy consumption for the propulsion of the dynamic model proposed in [13, 8], is given by

$$E_s = E_{\text{kinetic}} + E_{\text{fluid}} = \int_0^T \left( \sum_{i=1}^{n-1} u_i(t) \dot{\phi}_i(t) \right) dt,$$

(3.20)

where $T$ is the time of a complete swimming cycle of the dynamic model, $u_i(t)$ is the actuation torque of joint $i$ given by the PD controller (4.9) and $\dot{\phi}_i(t)$ the angular velocity of joint $i$ defined as

$$\dot{\phi}(t) = \dot{\theta}_i(t) - \dot{\theta}_{i-1}(t).$$

(3.21)

For a complete swimming cycle $T$, the average power consumption of the dynamic model is computed by

$$P_{\text{avg}} = \frac{1}{T} \int_0^T \left( \sum_{i=1}^{n-1} u_i(t) \dot{\phi}_i(t) \right) dt,$$

(3.22)

while the forward velocity is defined as

$$\bar{v} = \frac{\sqrt{(p_x(T) - p_x(0))^2 + (p_y(T) - p_y(0))^2}}{T},$$

(3.23)

[13, 8]. This forward velocity is computed by taking the traveling distance of the CM given by (3.6) at the initial and the final points, and then divide the distance with the time of a complete swimming time cycle $T$. Note that the actuator torque $u_i(t)$, the joint angle $\phi_i(t)$ and angular velocity $\dot{\phi}(t)$ of joint $i$ are time-dependent, but for our convenience, we will disregard the notation of $t$, such that we simply write $u_i$, $\phi_i$ and $\dot{\phi}_i$ in the upcoming sections.
Chapter 4
Methodology

In this chapter, a formulation of the multi-objective optimization problem for the dynamic model is given. In addition to the formulation of the MOP, different motion patterns of the snake robot are also introduced. The two most common motion patterns called the lateral undulation and eel-like motion are inspired by the motion seen in nature, while the other motion patterns are altered. The purpose of the altered motion patterns is to let the MOEAs search for an efficient motion. The shape of the altered motion patterns is difficult to conclude since the formulation of the patterns is not concrete. However, all the motion patterns are assumed to be periodic. The goal is to examine the advantages and disadvantages of each motion pattern. In this thesis, the altered motion are called the modified, Fourier series and multi-Fourier motion pattern. The first altered motion pattern (modified) take the basis of the lateral undulation and eel-like motion, while the two latter motions are based on the Fourier series given in Section 2.6. This chapter also presents the steps for setting up the NSGA-II and HypE for solving the MOP, i.e., selecting the chromosome representation, genotype, phenotype, etc. The arrangement of this chapter is given as follows. Section 4.1 and 4.2 present the MOP of the dynamic model and the constraint handling, respectively. The encoding and decoding of the genetic representation of the solution \( x = gait\ parameters \) are introduced in Section 4.3. A brief introduction of the implementation of the MOEA and the simulator is given in Section 4.5. Finally, a simulation study, which gives an overview of the simulations in this thesis is presented in Section 4.6.

4.1 The multi-objective optimization problem

This section presents the multi-objective optimization problem for each motion pattern. The only differences between each MOP are the constraints on the external parameters called the gait parameters. In the context of GA, the gait parameters represent the genes in MOEAs. The common internal constraints of the MOP for all the motion patterns is given as

\[
\min_{x} \quad f_{opt}(x)
\]

subject to

\[
\begin{align*}
\phi_i^* & \leq \phi_i^{max} \\
\psi_i^* & \leq \psi_i^{max} \\
|u_i| & \leq u_i^{max}
\end{align*}
\]  

(4.1)
where the physical constraints $\phi_{\text{max}}^i$ and $\dot{\phi}_{\text{max}}^i$ are for the joints and $u_{\text{max}}^i$ for the servo motors [13]. The goal in this MOP is to minimize and maximize the average power consumption (3.22) and the forward velocity (3.23) of the underwater snake robot, respectively. Thus, the multi-objective function $f_{\text{opt}}$ is defined as

$$f_{\text{opt}}(x) = [P_{\text{avg}}, -\bar{v}].$$  \hfill (4.2)

4.1.1 Lateral undulation and Eel-like motion

In [13], the multi-objective optimization problem for the underwater snake robot with lateral undulation and eel-like motion is defined as

$$\min_{\alpha, \omega, \delta} f_{\text{opt}} \quad \text{subject to} \quad \begin{cases} 0 \leq \alpha \leq \alpha_{\text{max}}^i, \\ 0 \leq \omega \leq \omega_{\text{max}}^i, \\ 0 \leq \delta \leq \delta_{\text{max}}^i, \end{cases} \tag{4.3}$$

where the parameter $\alpha$, $\omega$ and $\delta$ are the gait parameters given in (3.15). Furthermore, the given gait parameters are not time-dependent.

4.1.2 Altered motion pattern 1 — Modified motion

In this section, we expand the optimization problem for the USR with lateral undulation motion given in (4.3) to include varying amplitudes in the joints, i.e., no common amplitude $\alpha$ in each joint. This is done by adding the vector $g = [g_1, g_2, \ldots, g_{n-1}] = [\alpha_1, \alpha_2, \ldots, \alpha_{n-1}]$ to be a decision variable in the formulation of the MOP. Thus, by including $g$, the optimization problem will be defined as

$$\min_{\omega, \delta, g} f_{\text{opt}} \quad \text{subject to} \quad \begin{cases} 0 \leq \omega \leq \omega_{\text{max}}^i, \\ 0 \leq \delta \leq \delta_{\text{max}}^i, \\ 0 \leq g_i \leq \alpha_{\text{max}}^i. \end{cases} \tag{4.4}$$

For this optimization problem, the sinusoidal reference signal will therefore be given as

$$\phi_i^\ast(t) = g_i \sin(\omega t + (i - 1)\delta) + \gamma, \quad i \in \{1, \ldots, n - 1\}. \tag{4.5}$$

Note that with this MOP, the complexity in the search space $\mathcal{D}$ has significantly increased compared to the one in (4.3), i.e., the total number of decision variables will now be equal $n+1$ variables, whereas the number of decision variables in (4.3) is only 3.

4.1.3 Altered motion pattern 2 — Fourier series motion

Instead of using the sinusoidal reference signal given in (3.15) as the motion pattern, we want to use a more general reference signal, e.g., in the form of Fourier series. There are some assumptions to be made beforehand, e.g., the reference signal is a $2L$-periodic and $C^2$ smooth function. With
these assumptions and Theorem 2.6.1, its Fourier series converges to $\phi^*(t)$, $\dot{\phi}^*(t)$ and $\ddot{\phi}^*(t)$. Since $\phi^*(t)$ is $2L$-periodic function, its Fourier series is given as

$$\dot{\phi}^*_i(t) = a_0 + \sum_{k \in \mathbb{N}} \left( a_k \cos \left( \frac{k\pi t}{L} \right) + b_k \sin \left( \frac{k\pi t}{L} \right) \right)$$  \hspace{1cm} (4.6)

Furthermore, the underwater snake robot proposed in [5], has $n$-links and thus we further assume that the reference signal (4.6) is equally phase shifted on all the joints such that

$$\dot{\phi}^*_i(t) = a_0 + \sum_{k \in \mathbb{N}} \left( a_k \cos \left( \frac{k\pi t}{L} + (i-1)\delta \right) + b_k \sin \left( \frac{k\pi t}{L} + (i-1)\delta \right) \right), \quad i \in \{1, \ldots, n-1\}. \hspace{1cm} (4.7)$$

Addition to the phase shift $\delta$, we can set $a_0 = 0$ to remove the offset of the reference signal in (4.7),

$$\dot{\phi}^*_i(t) = \sum_{k \in \mathbb{N}} \left( a_k \cos \left( \frac{k\pi t}{L} \right) + b_k \sin \left( \frac{k\pi t}{L} \right) \right), \quad i \in \{1, \ldots, n-1\}. \hspace{1cm} (4.8)$$

By setting $a_0 = 0$, we ensure that $\int_{-L}^{L} \dot{\phi}^*(t) \, dt = 0$. The torque signal $u_i$ in each joint will be the same as the other motion patterns, but now with the Fourier series (4.7) as the reference signal. This gives us

$$u_i(t) = k_p(\dot{\phi}^*_i(t) - \dot{\phi}_i(t)) + k_d(\ddot{\phi}^*_i(t) - \ddot{\phi}_i(t)), \quad i \in \{1, \ldots, n-1\}, \hspace{1cm} (4.9)$$

where

$$\dot{\phi}^*_i(t) = \sum_{k \in \mathbb{N}} \kappa \frac{\pi}{L} \left( -a_n \sin \left( \frac{k\pi t}{L} + (i-1)\delta \right) + b_n \cos \left( \frac{k\pi t}{L} + (i-1)\delta \right) \right)$$  \hspace{1cm} (4.10)

$$\ddot{\phi}^*_i(t) = \sum_{k \in \mathbb{N}} -\left( \kappa \frac{\pi}{L} \right)^2 \left( a_n \cos \left( \frac{k\pi t}{L} + (i-1)\delta \right) + b_n \sin \left( \frac{k\pi t}{L} + (i-1)\delta \right) \right) \hspace{1cm} (4.11)$$

With this motion pattern, the formulation of the MOP is defined as

$$\min_{\omega, \delta, a, b} f_{opt} \hspace{1cm} \text{subject to} \hspace{1cm} \begin{cases} 0 \leq \omega \leq \omega_{\text{max}} \\ 0 \leq \delta \leq \delta_{\text{max}} \\ 0 \leq g_i \leq \alpha_{\text{max}} \end{cases}$$  \hspace{1cm} (4.12)

With this motion pattern, the complexity in the search space $\mathcal{D}$ is based on how many Fourier coefficients we include in the reference signal, i.e., the total number of decision variables in (4.12) is $2 + 2k$, where $k$ is the number of coefficients.

### 4.1.4 Altered motion pattern 3 — Multi-Fourier series motion

This motion pattern is based on the idea of the modified motion, i.e., we assign unique Fourier series to each joint. Thus, with this motion pattern, each joint have their unique reference signal they follow. The reference signal for this motion pattern is given as

$$\dot{\phi}^*_i(t) = a_0 + \sum_{k \in \mathbb{N}} \left( a_k \cos \left( \frac{k\pi t}{L} + (i-1)\delta \right) + b_k \sin \left( \frac{k\pi t}{L} + (i-1)\delta \right) \right), \quad i \in \{1, \ldots, n-1\}. \hspace{1cm} (4.13)$$
The MOP with this motion pattern is given as

$$\begin{align*}
\min_{\omega, \delta, a, b} & \quad f_{\text{opt}} \\
\text{subject to} & \quad 0 \leq \omega \leq \omega_{\text{max}} \\
& \quad 0 \leq \delta \leq \delta_{\text{max}} \\
& \quad |a_{k,i}| \leq \alpha_{\text{max}} \\
& \quad |b_{k,i}| \leq \alpha_{\text{max}}
\end{align*}$$

(4.14)

The total number of decision variables with this motion pattern is $2 + 2k(n - 1)$, where $k$ and $n$ is the number of Fourier coefficients and links, respectively.

4.2 Constraint handling

In this thesis, the constraint handling used in the MOEA is a simple scheme that punishes the infeasible solutions with an arbitrary fitness value [27, 61]. In NSGA-II, the fitness is in the form of ranks, where the lowest rank are the better solutions. Therefore, in the constraint handling scheme, we assign a higher rank to the infeasible solutions. This is done by adding an arbitrary value between 3 – 7 with its current rank. Thus, with this method, we will not completely shut off the infeasible solutions so that they may still be selected. However, in the environmental selection, the feasible solutions will have the highest priority, e.g., first consider the feasible solutions and then the infeasible solutions. The scheme for creating the population $P$ with the constraint handling is illustrated in Figure 4.1. The same concept applies to HypE, but instead of a rank system, the solutions are assigned with a hypervolume indicator, where the fit solutions are the solutions with highest hypervolume indicator. Thus, instead of adding, we subtract an arbitrary value of the hypervolume indicator of each infeasible solution.

4.3 Genetic representation

In this section, the genetic representation of each gait parameters presented in Section 4.1 will be introduced. This involves the encoding and decoding of the chromosome representation.
4.3.1 Lateral undulation, Eel-like and Modified motion

The gait parameters involved with this motion patterns are $\alpha$, $\omega$ and $\delta$. Table 4.1 shows the genetic representation of each gait parameters. The upper bound value of the gait parameters given in Table 4.1 have been taken into account for selecting the bit string length of each gene. Note that the maximum allele value for $\omega$ does not reach its maximum $\omega_{\text{max}} = 210^\circ \text{Nm}$. This is acceptable since small frequency differences is not so critical, and the same argument goes for $\alpha$ and $\delta$. To interpret this more, we will look at the decoding scheme for $\alpha$, $\omega$ and $\delta$. The decoding of the gait parameters in lateral undulation and eel-like motion are computed by dividing its current allele value with its maximum value and then multiply with its boundary value. This gives us,

$$
\alpha = \frac{\alpha_{\text{int}}}{\alpha_{\text{max}}} \alpha_{\text{max}}, \quad \omega = \frac{\omega_{\text{int}}}{\omega_{\text{max}}} \omega_{\text{max}}, \quad \delta = \frac{\delta_{\text{int}}}{\delta_{\text{max}}} \delta_{\text{max}} \quad (4.15)
$$

where the subscript $\text{int}$ represents the integer value of a specific gene. Consider $\alpha_{\text{int}} = 64$, then the decoding of the $\alpha$ gene is given as $\alpha = \frac{64}{127} \cdot 90 = 45.35^\circ \text{Nm}$. For the modified motion pattern, the only difference is that each joint has a unique reference signal similar to the lateral undulation that they follow. Thus, instead of a single $\alpha$ parameter, we have $g_i$ parameters. Table 4.2 shows the genetic representation of the parameters. Furthermore, the decoding of each $g_i$ parameter is the same as the $\alpha$ parameter, i.e.,

$$
g_i = \frac{g_i}{g_i^\text{max}} \alpha_{\text{max}} \quad (4.16)
$$

For the sake of simplicity, the chromosome representation of the motion patterns is selected in the same order as they were presented in this thesis. Figure 4.2 and 4.3 show the chromosome representation of lateral undulation, eel-like and modified motion. From the figures, the chromosome length for lateral undulation and eel-like motion is $3 \cdot 7\text{-bits} = 21\text{-bits}$, while for the modified motion pattern is $(n + 1) \cdot 7\text{-bits}$. 

### Table 4.1: Genetic representation for lateral undulation and eel-like motion

<table>
<thead>
<tr>
<th>Gait Parameter</th>
<th>Bit String</th>
<th>Allele</th>
<th>Phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>7-bit</td>
<td>[0, 127]</td>
<td>$[0^\circ, \alpha_{\text{max}}]$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>7-bit</td>
<td>[0, 127]</td>
<td>$[0^\circ, \omega_{\text{max}}]$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>7-bit</td>
<td>[0, 127]</td>
<td>$[0^\circ, \delta_{\text{max}}]$</td>
</tr>
</tbody>
</table>

Table 4.1 has been taken into account for selecting the bit string length of each gene. Note that the maximum allele value for $\omega$ does not reach its maximum $\omega_{\text{max}} = 210^\circ \text{Nm}$. This is acceptable since small frequency differences is not so critical, and the same argument goes for $\alpha$ and $\delta$. To interpret this more, we will look at the decoding scheme for $\alpha$, $\omega$ and $\delta$. The decoding of the gait parameters in lateral undulation and eel-like motion are computed by dividing its current allele value with its maximum value and then multiply with its boundary value. This gives us,

### Table 4.2: Genetic representation for the modified motion

<table>
<thead>
<tr>
<th>Gait Parameter</th>
<th>Bit String</th>
<th>Allele</th>
<th>Phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_i$</td>
<td>7-bit</td>
<td>[0, 127]</td>
<td>$[0^\circ, \alpha_{\text{max}}]$</td>
</tr>
</tbody>
</table>

For the sake of simplicity, the chromosome representation of the motion patterns is selected in the same order as they were presented in this thesis. Figure 4.2 and 4.3 show the chromosome representation of lateral undulation, eel-like and modified motion. From the figures, the chromosome length for lateral undulation and eel-like motion is $3 \cdot 7\text{-bits} = 21\text{-bits}$, while for the modified motion pattern is $(n + 1) \cdot 7\text{-bits}$. 

### Figure 4.2: Chromosome representation of the lateral undulation and eel-like motion patterns
4.3.2 Fourier and multi-Fourier series motion

For the Fourier series motion patterns, we replace \( \alpha \) with Fourier coefficients. Table 4.3 shows the genetic representation of the Fourier coefficients. In this motion pattern, we want to include

Table 4.3: Genetic representation for the Fourier series motion

<table>
<thead>
<tr>
<th>Gait Parameter</th>
<th>Bit String</th>
<th>Allele</th>
<th>Phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_0 )</td>
<td>7-bit</td>
<td>([0, 127])</td>
<td>([-\alpha_{\text{max}}, \alpha_{\text{max}}])</td>
</tr>
<tr>
<td>( a_n )</td>
<td>7-bit</td>
<td>([0, 127])</td>
<td>([-\alpha_{\text{max}}, \alpha_{\text{max}}])</td>
</tr>
<tr>
<td>( b_n )</td>
<td>7-bit</td>
<td>([0, 127])</td>
<td>([-\alpha_{\text{max}}, \alpha_{\text{max}}])</td>
</tr>
</tbody>
</table>

negative values to the Fourier coefficients and thus the decoding scheme for the coefficients is given as

\[
a_0 = \begin{cases} 
0, & \text{if } \frac{a_{0, \text{int}}}{2} \leq a_{0, \text{int}} \leq \frac{a_{0, \text{int}}}{2} + 1 \\
\left( \frac{2a_{0, \text{int}}}{a_{\text{max}}_{0, \text{int}}} - 1 \right) \alpha_{\text{max}}, & \text{else}
\end{cases} \tag{4.17}
\]

\[
a_n = \begin{cases} 
0, & \text{if } \frac{a_{n, \text{int}}}{2} \leq a_{n, \text{int}} \leq \frac{a_{n, \text{int}}}{2} + 1 \\
\left( \frac{2a_{n, \text{int}}}{a_{\text{max}}_{n, \text{int}}} - 1 \right) \alpha_{\text{max}}, & \text{else}
\end{cases}, \quad n \in \mathbb{N} \tag{4.18}
\]

\[
b_n = \begin{cases} 
0, & \text{if } \frac{b_{n, \text{int}}}{2} \leq b_{n, \text{int}} \leq \frac{b_{n, \text{int}}}{2} + 1 \\
\left( \frac{2b_{n, \text{int}}}{b_{\text{max}}_{n, \text{int}}} - 1 \right) \alpha_{\text{max}}, & \text{else}
\end{cases}, \quad n \in \mathbb{N} \tag{4.19}
\]

Note that the decoding scheme is uniformly, i.e., the value steps from zero to negative and positive values is the same. For example, let \( a_{0, \text{int}} = 62 \) and \( a_{1, \text{int}} = 65 \) then using the decoding scheme gives us \( a_0 = \left( \frac{2 \cdot 62}{127} - 1 \right) \cdot 90^\circ = -\left( \frac{270}{127} \right)^\circ \) and \( a_1 = \left( \frac{2 \cdot 65}{127} - 1 \right) \cdot 90^\circ = \left( \frac{270}{127} \right)^\circ \). For the chromosome representation, we will disregard \( a_0 \) (no offset) and consider the motion pattern (4.8). The chromosome representation of the Fourier and multi-Fourier series motion is shown in Figure 4.5 and 4.5. The

Figure 4.4: Chromosome representation of the Fourier series motion patterns
total number of genes really depends on the number of Fourier coefficients we select. For example, let \( k = 1 \) then the total number of genes is 4 and 20 for Fourier and multi-Fourier series motion, respectively. Note that the number of genes increases significantly as the number of Fourier coefficients increases. Since all the genes have the same bit string length, the chromosome length for the Fourier and multi-Fourier series motion are therefore \((2k + 2) \cdot 7\)-bits and \((2(n - 1)k + 2) \cdot 7\)-bits, respectively. The parameter \( L \) given in (4.7), is selected to be \( L = \frac{k \pi}{\omega_\text{max}} \), where \( k \) is the number of Fourier coefficients. This is to limit the maximum frequency, i.e., \( L^{\text{min}} = \frac{k \pi}{\omega_\text{max}} \leq L \leq k \pi = L^{\text{max}} \).

### 4.4 Simulation parameters

In this thesis, the simulation parameters such as the physical, hydrodynamic and fluid parameters are based on the values given in [5, 13, 4]. Furthermore, the gains for the low-level joint actuation controller (4.9) are selected identical to the values given in [13]. An overview of the model parameters are given in Table 4.4.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>10</td>
<td></td>
<td>Number of links</td>
</tr>
<tr>
<td>( l )</td>
<td>0.18</td>
<td>[m]</td>
<td>Length of each link</td>
</tr>
<tr>
<td>( m )</td>
<td>0.8</td>
<td>[kg]</td>
<td>Mass of each link</td>
</tr>
<tr>
<td>( a )</td>
<td>0.055</td>
<td>[m]</td>
<td>Elliptical section (major)</td>
</tr>
<tr>
<td>( b )</td>
<td>0.05</td>
<td>[m]</td>
<td>Elliptical section (minor)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>1000</td>
<td>[kg/m(^3)]</td>
<td>Fluid density</td>
</tr>
<tr>
<td>( C_f )</td>
<td>0.03</td>
<td></td>
<td>Drag coefficient in ( x )</td>
</tr>
<tr>
<td>( C_D )</td>
<td>2</td>
<td></td>
<td>Drag coefficient in ( y )</td>
</tr>
<tr>
<td>( C_A )</td>
<td>1</td>
<td></td>
<td>Added mass coefficient</td>
</tr>
<tr>
<td>( C_M )</td>
<td>1</td>
<td></td>
<td>Added inertia coefficient</td>
</tr>
<tr>
<td>( k_p )</td>
<td>20</td>
<td></td>
<td>P-gain</td>
</tr>
<tr>
<td>( k_d )</td>
<td>5</td>
<td></td>
<td>D-gain</td>
</tr>
</tbody>
</table>

### 4.5 Implementation

In section section, a brief introduction of the implementation for the MOEAs is presented. The implementation is done in *Python 3.5* with the help of the python libraries called *Numpy 1.13.0* and *DEAP 1.1.0* [62, 63, 64]. The Numpy library includes useful math operations and a powerful
$N$-dimensional array object, and DEAP includes a distributions of Evolutionary Algorithms, such as NSGA-II, SPEA2, PSO, etc. However, the distributed evolutionary algorithms from DEAP are not used in this thesis. All the algorithms are implemented from scratch. The DEAP library is used for storing the population and fitness values. Both the NSGA-II and HypE have the same main interface, which is given in Listing A.1. The only difference between those two is the environmental selection. The implementation of the environmental selection for both NSGA-II and HypE is shown in Listing A.2 and A.3, respectively. Furthermore, the number of crossover points in the multi-point crossover is selected to be equal three. An illustration of the optimization flow is given in Figure 4.6. In HypE, there is a need for a reference $R$. This reference is chosen to be the boundary points of the simulations in the $\mathbb{R}^2$ space. These boundary points were found by running some test simulation and are given as $R = \{[100, −2], [0, 0.05]\}$, where the first and second element equal $y_1 = P_{avg}$ and $y_2 = −\bar{v}$, respectively. Furthermore, the exact hypervolume indicator in HypE is computed by the MATLAB codes provided in [65]. The simulation model is implemented in MATLAB 2017a and provided from supervisor Krsitin Y. Pettersen and co-supervisor Eleni kelasidi [66]. Some modification has been made in the simulator, i.e., including the MATLAB function parfor in the Parallel Computing Toolbox. This function helps the computation time of evaluating the population; solving the Ordinary Differential Equations (ODEs) in parallel. The total number of solutions that can be evaluated in parallel depends on the number of physical cores the computer have. With two cores, one can simulate two solutions at the same time. This is doable, since in Python, we decode all the solutions beforehand and then sending them to MATLAB for evaluation. The computer specifications used for running the simulations in this thesis is a Intel® Core™ i7-6700 Processor with 32 DDR4 RAM. This processor has four cores and thus the simulation time is four times faster with the function parfor. The solver used for computing the ODEs was the $ode23tb$ solver with a relative and absolute error tolerance of $10^{-3}$. Furthermore, the simulation total swimming time cycle $T$ was set to 20 seconds.

### 4.6 Simulation study

In this section, we will present five different scenarios for simulations and interpretations:

- **Scenario 1:** Find optimal GA paramters.
- **Scenario 2:** Simulations with optimal GA paramters.
- **Scenario 3:** Using multivariate analysis for interpretation.

![Figure 4.6: Illustration of the optimization loop.](image-url)
The first part consists of pre-simulations to find optimal or suboptimal GA parameters of each motion pattern, i.e., the population size $N$, crossover rate and mutation rate. These parameters will then further be used for the actual simulation results, where we will do a more thorough interpretation of the results. The tuning of the GA parameters is done by running consecutive simulations with varying parameters. Table 4.5 shows the different cases of varying the crossover and mutation rate. The role of the population size can be seen as a trade-off between diversity and computation time. This implies that large initial populations (expands more of the searching space) can help MOEAs to escape local optima but at the cost of slower runtime [67, 68]. The choice of the population size is not trivial, one could do error and trial of the population sizes. If we base on the Shannon-Nyquist sampling theorem, which imply that converting a signal into numeric sequence, one should have a sample-rate of at least two [69]. Thus, in our case the population size $N$ would be,

$$N = (\text{sample rate} \cdot 2^{n_{\text{genes}}})^2$$ \hspace{1cm} (4.20)

However, with this scheme, the population size will be tremendously large, e.g., with the modified motion and a sample-rate of two, the population size would be $N = (2 \cdot 2^{11})^2 = 37748736$. Instead, we will consider an alternative scheme, which is given as

$$N = (\text{sample rate} \cdot n_{\text{genes}})^2.$$ \hspace{1cm} (4.21)

With (4.21) and a sample-rate of two, the population size for the modified motion will be $N = (2 \cdot 11)^2 = 484$, which is significantly lesser. Table 4.6 shows the population sizes for tuning of each motion pattern. The tuning of GA parameters are computed with NSGA-II. After finding the optimal parameters, simulations are done for both NSGA-II and HypE.

<table>
<thead>
<tr>
<th>Case</th>
<th>Crossover rate</th>
<th>Mutation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6</td>
<td>0.050</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0.100</td>
</tr>
<tr>
<td>3</td>
<td>0.6</td>
<td>0.150</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.050</td>
</tr>
<tr>
<td>5</td>
<td>0.7</td>
<td>0.100</td>
</tr>
<tr>
<td>6</td>
<td>0.7</td>
<td>0.150</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>0.050</td>
</tr>
<tr>
<td>8</td>
<td>0.8</td>
<td>0.100</td>
</tr>
<tr>
<td>9</td>
<td>0.8</td>
<td>0.150</td>
</tr>
</tbody>
</table>

Table 4.5: Cases for tuning the GA parameters.
Table 4.6: The population sizes for tuning the GA parameters

<table>
<thead>
<tr>
<th>Motion pattern</th>
<th>Number of genes</th>
<th>Population size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral undulation &amp; Eel-like</td>
<td>3</td>
<td>$N = {100, 200, 300}$</td>
</tr>
<tr>
<td>Modified</td>
<td>11</td>
<td>$N = {200, 500, 800}$</td>
</tr>
<tr>
<td>Fourier series ($k = 1$)</td>
<td>4</td>
<td>$N = {100, 200, 300}$</td>
</tr>
<tr>
<td>Fourier series ($k = 3$)</td>
<td>8</td>
<td>$N = {100, 300, 500}$</td>
</tr>
<tr>
<td>Multi-Fourier series</td>
<td>20</td>
<td>$N = {200, 500, 800}$</td>
</tr>
</tbody>
</table>
Chapter 5
Simulation results

This chapter presents the simulations results. The arrangement of this chapter is given as follows. Section 5.1 presents the results of finding the optimal GA parameters for the actual simulations. In this section, the hypervolumes are used for comparison between the simulation cases given in Section 4.6. Section 5.2 inspects the motion patterns of the actual simulations, using PCA and PLSR. Furthermore, a regression model is constructed for each motion pattern.

5.1 Optimal GA parameters

In this section, we will find the optimal GA parameters for the actual simulations in Section 5.2. To find the optimal GA parameters, we have to get a decent set of simulation data. Due to the long computation time, we have set the number of samples of each motion pattern to be four. Thus, with four samples, the total number of simulation runs for each motion pattern in Table 4.6 is $4 \cdot 9 \cdot 3 = 108$. Except for the Fourier series motion with $k = 3$ and multi-Fourier series. These motion patterns are only simulated with one sample. This is because of the time scope of this thesis. To ensure that the solutions converge, we set the total number of generations to be equal 100. This will give us a total number of 10800 generations to simulate for each motion pattern. The total number of data for comparison will therefore be overwhelmingly large. To give an example, the Figures A.3-A.5 show all the simulation results for the Fourier series $(k = 3)$ motion pattern. For simplicity, not all the simulation figures are included, only the valuable data based on the hypervolumes and how the solutions spread out the Pareto front are selected. Since we do not know the optimal Pareto front, the hypervolume indicator is a good way for comparing the simulation results.

5.1.1 Lateral undulation and Eel-like motion

The hypervolume indicators for the lateral undulation given in Figure A.6, is an average of the four simulation samples. The figure shows that all the simulation results converge, i.e., the hypervolume indicator stops increasing. From Figure A.6, we select the cases that give the best average hypervolume indicator. The selected cases are shown in Figure 5.1, and these were based on the average hypervolume indicator given in Figure A.6d and A.6e. Observe that the Pareto front of all the samples do not have any gaps, i.e., the solutions cover the entire front and are uniformly spread out. In Figure 5.1a, the solutions have more space between them and is, therefore, less
Figure 5.1: Lateral undulation: The three cases with the best average hypervolume indicator.

dense than the fronts in Figure 5.1b and Figure 5.1c. The cause for this effect, is that the population size $N$ for this case is smaller. With the computer specification given in Section 4.5, the total simulation time for one generation was approximated:

- 25 seconds for $N = 100$
- 57 seconds for $N = 200$
- 1 minute and 33 seconds for $N = 300$

Thus, by considering the average hypervolume indicator, the Pareto fronts and the computation time, we select the optimal GA parameters for the lateral undulation and eel-like motion to be $N = 200$, $cx = 0.70$ and $mx = 0.050$.

### 5.1.2 Modified motion

The same approach for selecting the optimal GA parameters in the previous section will be applied for the modified motion. Figure A.7 shows the average hypervolume indicator for the cases with the modified motion. Observe that the hypervolume indicators in each subfigure given in Figure A.7 deviate more with each other compared to Figure A.6. This implies that the search space $\mathcal{D}$ in this case is not as simple as the search space of the lateral undulation. That is not so unexpected since the modified motion includes more decision variables. Figure 5.2 shows the three cases with the best average hypervolume indicator, respectively. Observe also that the solutions cover most of the Pareto front. Further observation of the Pareto fronts shows that in Figure 5.2a, some solutions are missing at the end. While the Pareto fronts in Figure 5.2b and 5.2c resemble each other. The total simulation time for one generation with the modified motion was about:

- 54 seconds for $N = 200$
- 2 minutes and 23 seconds for $N = 500$
- 4 minutes and 4 seconds for $N = 800$

Note that most of the hypervolumes for the case with $N = 200$ converge to a lower value than $N = 500$ and $N = 800$, which means that with $N = 200$, the solutions either cover less of the
In this section, the optimal GA parameters will be decided for the Fourier series motion pattern. Figure A.8 shows the average hypervolume indicator for the cases with \( k = 1 \). Observe that the hypervolume indicators in the subfigures resemble the indicators in Figure A.6. Figure 5.3 shows the samples based on the hypervolume indicator given in Figure A.8g. These hypervolumes compared to the other subfigures have the smallest deviation between them and also show that the samples have good convergence. Observe that the subfigures in Figure 5.3 are similar to each other. Furthermore, since the hypervolume indicator end up in the same value and have the same structure, the selection of the GA parameters for this motion pattern is not too crucial. The simulation time for one generation with this motion pattern was about:

- 40 seconds for \( N = 100 \)
- 50 seconds for \( N = 200 \)
- 80 seconds for \( N = 300 \)
- 100 seconds for \( N = 500 \)
- 150 seconds for \( N = 800 \)

Figure 5.2: Modified: The three cases with the best average hypervolume indicator.

Pareto fronts or converge to a local optimum worse than the others. Thus, by considering the computation time, the Pareto fronts and the hypervolumes, the GA parameters for the modified motion are selected to be \( N = 500, cx = 0.80 \) and \( mx = 0.100 \).

5.1.3 Fourier series motion

In this section, the optimal GA parameters will be decided for the Fourier series motion pattern. Figure A.8 shows the average hypervolume indicator for the cases with \( k = 1 \). Observe that the hypervolume indicators in the subfigures resemble the indicators in Figure A.6. Figure 5.3 shows the samples based on the hypervolume indicator given in Figure A.8g. These hypervolumes
• 1 minutes and 25 seconds for $N = 200$
• 2 minutes and 10 seconds for $N = 300$

With the same arguments as in the previous sections, the selected optimal GA parameters for the Fourier series with $k = 1$ motion are $N = 200$, $cx = 0.80$ and $mx = 0.050$.

![Graph](image)

**Figure 5.4:** Fourier series ($k = 3$): The sample with $N = 500$ and highest hypervolume indicator.

For the Fourier series with $k = 3$ coefficients, the total number of decision variables increases to 8. Furthermore, with more Fourier coefficients, the approximation of an optimal reference $\phi_i^*$ will be better. However, with more coefficients, the search space $\mathcal{D}$ becomes more complicated. This can be seen in Figure A.9. The hypervolume indicators of this case is not as smooth as the hypervolumes in Figure A.8. Many of the samples converge to a local optimum with poor Pareto fronts, shown in Figure A.3-A.5. By observations, almost all the samples in Figure A.5 give a sufficient Pareto front, compared to the samples in Figure A.3 and A.4. This shows that the quality of the Pareto fronts for this case are greatly affected by the population size $N$. With a larger population size, the solutions cover more of the search space $\mathcal{D}$, which may help the MOEAs to avoid the local optimums. Thus, the selected optimal GA parameters for this motion pattern are based on the highest hypervolume indicator with $N = 500$, which gives $cx = 0.70$ and $mx = 0.100$. Furthermore, with these GA parameters, the approximated simulation time for one generation was about 5 minutes and 42 seconds. Note the Pareto front shown in Figure 5.4 resembles the fronts in Figure 5.3. This may or may not indicate that there are almost no difference between $k = 1$ and $k = 3$ coefficients. Further investigation of this motion pattern will be given in the upcoming sections.

### 5.1.4 Multi-Fourier series motion

Figure A.10 shows the hypervolumes of the multi-Fourier series motion. The observations of the subfigures show that not all the samples have converged. This indicate that simulation with a total number of generation equal 100 is not sufficient for this motion pattern. Figure 5.5 shows the best selected samples. In Figure 5.5a the Pareto front is not as smooth as the fronts in Figure 5.5b and
The Pareto fronts in Figure 5.5b and 5.5c are quite similar to each other. However, the front in Figure 5.5b is more extended and have a gap between the solutions at the end of the front. This gap shows that the solutions may not have converged to their optimal values yet or that the search space $\mathcal{D}$ is too complexed for the MOEAs to evenly spread all the solutions on the whole Pareto front. The simulation time for one generation with this motion pattern was about:

- 4 minutes and 30 seconds for $N = 300$
- 6 minutes and 48 seconds for $N = 500$
- 9 minutes and 6 seconds for $N = 800$

Observe the long the simulation runtime for this motion pattern. The cause for this long simulation time is because to the number of decision variables (20 variables), which may bring the USR model to operate in the infeasible search space. Furthermore, some of the samples with $N = 300$ had really poor performance. Based on the simulation time and Pareto fronts in Figure 5.5, the optimal GA parameters for this motion pattern is selected to be $N = 500$, $cx = 0.70$ and $mx = 0.150$.

![Graphs](image.png)

**Figure 5.5:** Multi-Fourier series: The three cases with the best average hypervolume indicator.

### 5.2 Simulations with optimal GA parameters

This section presents the simulation results with the optimal GA parameters. The number of generations for the modified and the multi-Fourier motion have been increased to 200. This is to ensure that the population properly converges. For the lateral undulation, eel-like and Fourier series motion, the number of generations will stay the same, which is 100. This section is organized as follows: (i) An investigation of the common gait parameters $\omega$ and $\lambda$ of each motion pattern. (ii) Comparison between NSGA-II and HypE, using both the hypervolume indicators and Pareto fronts. (iii) An investigation of the Pareto fronts for each motion pattern. (iv) Theoretical analysis of each motion pattern using the multivariate analysis introduced in Section 2.7.
5.2.1 Distribution of the gait parameters $\omega$ and $\delta$

In this section, we inspect the distribution of $\omega$ and $\delta$ in the population of each motion pattern. The aim of this investigation is to check if it is possible to disregard either $\omega$ or $\delta$, to reduce the number of decision variables. The distribution of $\omega$ and $\delta$ in the population is shown in Figure 5.6. From Figure 5.6a, almost all the solutions have $\omega = \omega^{max}$. This may indicate that the optimal frequency is $\omega^{max}$. One may therefore try and disregard $\omega$ by replacing it with $\omega^{max}$. The structure of the phase shift $\delta$, is not as trivial as the frequency $\omega$. Further investigation of this gait parameter is done with multivariate analysis using PCA.

5.2.2 Comparison between NSGA-II and HypE

The hypervolume indicator of the Pareto front for a particular motion is used for comparison between NSGA-II and HypE. The modified motion is considered for comparing the MOEAs. This is due to the total number of decision variables the modified motion has. Figure 5.7 shows the hypervolume indicator of the Pareto fronts of both NSGA-II and HypE given in Figure 5.7b and
5.2.3 Pareto fronts of the motion patterns

The Pareto fronts of the first and last generation for each motion pattern are shown in Figure 5.9. The subfigures show that the population $\mathcal{P}$ is arbitrary initialized in both NSGA-II and HypE and ends up as the Pareto front in the last generation. Note that there exist no gaps in the Pareto fronts, which is a good indication. This shows that $\mathcal{D}$ of all the motion patterns is not too complexed. Furthermore, observe that Figure 5.9a, 5.9d and 5.9e resembles each other and Figure 5.9c with 5.9f. The only Pareto front that is unique or different is the eel-like motion shown Figure 5.9b. From the observations of the distribution plot of $\omega$ shown in Figure 5.6, resimulations of the motion patterns with $\omega = \omega^{\text{max}}$ are done. Figure 5.10 shows the Pareto fronts of the resimulated motion patterns. These Pareto fronts resemble the fronts shown in Figure 5.9, with the exception in Figure 5.10c and 5.10f, where solutions with low $\bar{v}$ and $P_{\text{avg}}$ in the modified motion are missing. In the upcoming sections, further interpretations of the motion patterns will be presented.
(a) Lateral undulation

(b) Eel-like

(c) Modified

(d) Fourier series ($k = 1$)

(e) Fourier series ($k = 3$)

(f) Multi-Fourier series

Figure 5.9: Initial and final Pareto fronts of each motion pattern.

(a) Lateral undulation

(b) Eel-like

(c) Modified

(d) Fourier series ($k = 1$)

(e) Fourier series ($k = 3$)

(f) Multi-Fourier series

Figure 5.10: Final pareto fronts of each motion pattern without $\omega$. 

58
5.2.4 Multivariate analysis of The motion patterns

This section presents the interpretation of the motion patterns using multivariate analysis. The interpretation of the lateral undulation will be more detailed than the others. However, the interpretation procedure is the same for all the motion patterns.

5.2.4.1 Lateral undulation

Figure 5.11 shows the PCA overview for the lateral undulation computed by NSGA-II. The samples in the scores plot shown in Figure 5.11a, are the solutions $x \in \mathcal{P}$. In this plot, the samples are highlighted with different colors. The colors represent the average velocity of each sample, such as:

- $0.0 \leq \bar{\omega} < 0.2$ m/s: blue color
- $0.2 \leq \bar{\omega} < 0.4$ m/s: red color
- $0.4 \leq \bar{\omega} < 0.6$ m/s: green color
- $0.6 \leq \bar{\omega} < 0.8$ m/s: light blue color
- $0.8 \leq \bar{\omega} < 1.0$ m/s: brown color

By observing both the figures Figure 5.11a and Figure 5.11c, some outliers can be identified, i.e., the marked samples in the figure. The loadings plot given in Figure 5.11b, shows that samples with high frequency $\omega$ also have high $P_{avg}$ and $\bar{\omega}$. However, this model is hard to interpret because of the outliers, which influence the PCA model significantly. Note that the outliers are the samples with low $P_{avg}$ and $\bar{\omega}$, i.e., the blue samples which have average velocities between 0 and 0.2 m/s.

Figure 5.11: Lateral undulation: PCA overview
Observe also that from Figure 5.11d, the optimal number of PCs for this PCA model is equal to two. To get a better PCA model, we recalculate the model without the outliers. The new PCA model is shown in Figure 5.12. The scores plot in Figure 5.12a of this PCA model shows a more visible structure of the solutions with less outliers, and it explains 99% variance with only two PCs. Furthermore, the loadings plot shown in Figure 5.12b have also changed. In the loadings plot, the variable $\omega$ has moved closer to origo. This may indicate that the variable $\omega$ is badly valued and has insignificant variance to not be interpretable in the PCA model. The variable $\omega$ acts as noise to the PCA model, i.e., the variable has insignificant variance. Thus, with this observation, the following PCA models are based on the Pareto fronts given in Figure 5.10. The Figure 5.13a and 5.13b show the scores plot for the lateral undulation without $\omega$ computed by NSGA-II and HypE, respectively. The plots can be seen as almost reflection of each other about the $y$-axis. However, this is not important. What we are concerned about is the structure of the scores. In Figure 5.13b, the scores are less spread out and more dense than the scores in Figure 5.13a. Furthermore, some distinct outliers can be detected in Figure 5.13a, while almost none outliers can easily be seen in Figure 5.13b. The cause for this difference in the scores structure is because HypE spreads out the solutions more uniformly on the Pareto front than NSGA-II does. With this observation, the following PCA models in this section and further sections will be based on the solutions computed by HypE. In Figure 5.13b, two different clusters can be seen: cluster 1, the marked samples (rightmost vertical samples), and cluster 2, the unmarked samples. These two clusters

![Figure 5.12: Lateral undulation: Scores and Loadings](image)

(a) Scores.  
(b) Loadings

Figure 5.12: Lateral undulation: Scores and Loadings

![Figure 5.13: Lateral undulation: Scores plot with NSGA-II and HypE.](image)

(a) Lateral undulation: Scores with NSGA-II.  
(b) Lateral undulation: Scores with HypE.

Figure 5.13: Lateral undulation: Scores plot with NSGA-II and HypE.
Figure 5.14: Lateral undulation: The PCA scores and loadings of cluster 1.

(a) Lateral undulation; Cluster 1 scores.
(b) Lateral undulation: Cluster 2 loadings.

Figure 5.15: Lateral undulation: PCA scores and loadings of cluster 2.

(a) Lateral undulation: Cluster 2 scores.
(b) Lateral undulation: Cluster 2 loadings.

Figure 5.16: Lateral undulation: reference $\phi_i^*$ with low and high $\bar{v}$.

(a) Low velocity, $\bar{v} \approx 0.3$ m/s
(b) High velocity, $\bar{v} \approx 0.8$ m/s
will be interpreted in separate PCA models. Figure 5.14 shows the scores and loadings plot for the cluster 1. In this PCA model, only one PC is sufficient to explain all the variance of the data set. Observe that in cluster 1, the $\tilde{v}$, $P_{avg}$ and $\alpha$ are highly positively correlated to each other. That is, if $\alpha$ increases, so do $\tilde{v}$ and $P_{avg}$. This can also be seen in the raw data of cluster 1 shown in Table A.1. For the PCA model with cluster 2, two PCs are needed for explaining 99% of the variance. In the loadings plot shown in Figure 5.15, the variable $\delta$ is positively correlated with $\alpha$ and negatively correlated with $P_{avg}$ and $\tilde{v}$. Note that $\delta$ and $\tilde{v}$ are located on the same PC, which is PC-1. Thus, as $\delta$ decreases, $\tilde{v}$ increases. It is more difficult to interpret the other two variables $P_{avg}$ and $\alpha$ since we must consider both PC-1 and PC-2. To interpret these variables, both the scores and loadings plot must be examined together. The structure of the samples resemble a convex curve and as we move on this curve from right to left, values of $\alpha$ decreases. But as soon as we pass the $y$-axis, the curve starts moving towards positive $y$-values. This has an opposite effect on the $\alpha$-values, i.e., the effect of moving along the negative $x$-axis is reduced by the effect of moving along the positive $y$-axis. For the variable $P_{avg}$, its value increases from moving right to left on the convex curve, but it increases more significantly after passing the $y$-axis.

The reference $\phi_i^*$ shown in Figure 5.16, where each curve represents one joint, are the joint references for low and high $\tilde{v}$ of the lateral undulation. In Figure 5.16a, we see that $\phi_i^*$ has low amplitudes between [-20,20]. Furthermore, note also that the phase shift $\delta$ is large in the subfigure. For high velocity shown in Figure 5.16b, the amplitudes and the phase shift of $\phi_i^*$ has increased and decreased, respectively. Note that these results correspond to the observations and assumptions from interpreting the PCA models. After interpreting the PCA models, a PLSR model for both cluster 1 and 2 is constructed. The purpose of the PLSR models is to see if the gait parameters $\alpha$ and $\delta$ can be predicted using the objectives $P_{avg}$ and $\tilde{v}$. Thus, the predictors and responses in the PLSR model will be the objectives and gait parameters, respectively. The RMSE values after constructing the PLSR models are shown in Table 5.1. From the RMSE table, the values of Factor 2 is the one we are concerned about. The RMSE values of this factor are lesser than 5, which is good. This shows that the differences between the observed and predicted values are lesser than 5. The Beta coefficients of the PLSR models are computed as

\[
B_1 = \begin{bmatrix} 6.924 & 89.686 \\ 260.512 & -7.216 \\ -35.954 & 1.602 \end{bmatrix} \quad B_2 = \begin{bmatrix} 69.356 & 106.988 \\ 1.149 & 0.286 \\ -6.915 & -11.378 \end{bmatrix} \quad (5.1)
\]

With the Beta coefficients, the regression model can be written as

\[
\hat{Y}_1 = XB_1 \quad (5.2)
\]

\[
\hat{Y}_2 = XB_2 \quad (5.3)
\]
where \( X = \begin{bmatrix} 1, P_{\text{avg}}, \bar{v} \end{bmatrix} \) are the predictors and \( \hat{Y} = [\alpha, \delta] \) are the responses. By inspecting the raw data of cluster 1 given in Section A.6, the maximum \( \bar{v} \) is close to 0.2 m/s. Thus, we can combine the two regression models by letting

\[
\hat{y} = \begin{cases} \mathbf{x} B_1, & \text{if } \bar{v} \leq 0.2 \text{ m/s} \\ \mathbf{x} B_2, & \text{if } \bar{v} > 0.2 \text{ m/s} \end{cases}
\] (5.4)

Since the regression model takes both \( P_{\text{avg}} \) and \( \bar{v} \) as arguments for predicting the gait parameters, the values for both objectives must therefore be available. As a consequence, a curve fitting function \( \bar{v} = f(P_{\text{avg}}) \) is created for mapping between \( P_{\text{avg}} \) and \( \bar{v} \) based on the Pareto fronts given in Figure 5.10. The curve function is created by using `polyfit` of degree 16 in MATLAB and is used in the regression model. Therefore, by selecting an arbitrary \( P_{\text{avg}} \), we can predict the gait parameters. For example, consider that \( P_{\text{avg}} = 6 \) W with lateral undulation, then the corresponding gait parameters are given as \( \hat{y}(P_{\text{avg}}) = [33.101, 37.707] = [\alpha, \delta] \). Some predicted gait parameters with \( P_{\text{avg}} = \{0, 0.2, \ldots, 1.2, 4, \ldots, P_{\text{max}} \approx 28\} \) W is given in Table A.2. Further interpretation of the prediction models will be given in Section 5.2.5.

### 5.2.4.2 Eel-like motion

Same as the lateral undulation, the PCA model for the eel-like motion has two different score clusters. The scores and loadings plot of the PCA model for the two clusters are shown in Figure A.11. All the subfigures resembles the figures given in Figure 5.14 and 5.15. Thus, the arguments given for the lateral undulation in Section 5.2.4.1 will also apply for this motion pattern. The only difference is that, with eel-like motion, no samples with \( \bar{v} > 0.8 \) exist. Figure 5.17 shows that the shape of \( \phi^*_i \) resembles the lateral undulation in Figure 5.16. The only difference is the amplitude \( \alpha \), which is larger in both low and high \( \bar{v} \). However, the amplitudes of the eel-like motion has a scaling function given in (3.17). This scaling function will affect the amplitude of \( \phi^*_i \) to decrease as we move closer to the head of the USR.

![Figure 5.17: Eel-like motion: Reference \( \phi^*_i \) with low and high \( \bar{v} \).](image)

(a) Low velocity, \( \bar{v} \approx 0.3 \) m/s

(b) High velocity, \( \bar{v} \approx 0.8 \) m/S
5.2.4.3 Modified motion

In this section, the interpretation of the modified motion pattern is presented. Figure A.12 shows the PCA scores and loadings of the model. In the loadings plot shown in Figure A.12b, the variable

\[ \phi^*_i, \ i \in \{1, 2, 8, 9\} \]

(a) Low velocity, \( \bar{v} \approx 0.3 \text{ m/s} \):

(b) Low velocity, \( \bar{v} \approx 0.3 \text{ m/s} \):

\[ \phi^*_i, \ i \in \{4, 5, 6\} \]

(c) Low velocity, \( \bar{v} \approx 0.3 \text{ m/s} \):

\[ \phi^*_i, \ i \in \{3, 7\} \]

(d) High velocity, \( \bar{v} \approx 0.8 \text{ m/s} \):

(e) High velocity, \( \bar{v} = 0.8 \text{ m/s} \):

\[ \phi^*_i, \ i \in \{4, 5, 6\} \]

(f) High velocity, \( \bar{v} = 0.8 \text{ m/s} \):

\[ \phi^*_i, \ i \in \{3, 7\} \]

Figure 5.18: Modified motion: Reference \( \phi^*_i \) with low and high \( \bar{v} \).

\[ \delta, \ g_1, \ g_2, \ \text{and} \ g_9 \] are close to each other. This imply that the variables are positively correlated with each other. Furthermore, observe that the variables \( g_5 \) and \( g_6 \) are also positively correlated with each other. These variables will therefore have a strong positive linear relationship between them. By observing both the scores and loadings plot, some assumption of the modified motion can be made. That is, high phase shift \( \delta \) and amplitudes of the tail \((g_1 \text{ and } g_2)\) and head \((g_9)\) joints cause low \( \bar{v} \) \((\bar{v} \approx 0.2)\). For high \( \bar{v} \) \((\bar{v} \approx 0.8)\), the opposite situation, i.e., lower \( \delta \) and amplitudes in the head and tail joints. Note that the scores resemble a convex curve and thus the values of \( g_2, g_3 \) and \( g_8 \) decreases faster than \( g_9 \), when moving on this curve from right to left. Since it is a convex curve, the values of \( g_4, g_5 \) and \( g_6 \) do not change that much on the right side of the \( y \)-axis. However, moving from right to left on this curve in the left side of the \( y \)-axis, will increase the values of these variables. Furthermore, note that \( g_3 \) is most affected by PC-2, which imply that this variable increases and decreases most when moving along the \( y \)-axis. Thus, high \( \bar{v} \) with this motion pattern can be seen as high and low amplitudes in the middle and end joints of the USR, respectively. To strengthen these observations, plots of \( \phi^*_i \) with both low and high \( \bar{v} \) are given in Figure 5.18. In Figure 5.18a-5.18c, the amplitude of \( \phi^*_i \) are somewhat close to each other. Thus the modified motion with low \( \bar{v} \) resembles the lateral undulation. For high \( \bar{v} \), the amplitudes in Figure 5.18d are much lower than in Figure 5.18e, which corresponds to the observations made.
from the PCA model. Note that only the high and low $\bar{\nu}$ were investigated, the motion pattern may vary in between $0.2 < \bar{\nu} < 0.8$. It is hard to precisely tell how this pattern looks like, because of all the varying amplitudes of each joint.

### 5.2.4.4 Fourier series motion

The interpretation of the Fourier series motion is more complicated than the other motion patterns. Figure A.13 shows the scores and loadings of two sample clusters for Fourier series with $k = 1$. The samples in Figure A.13a show that the $\bar{\nu}$ is not dependent on $\delta$, and that $\bar{\nu} \approx 0.2$ m/s have larger and lower $a_1$ and $b_1$ values, respectively. Note in the PCA model, just two PCs explain 100% of the variance. For the PCA model of cluster 2, 98% of the variance is explained with two PCs. By observing the scores plot in Figure A.13c, no simple structures of the scores can be seen. However, a similarity with the motion patterns in the previous sections can be observed, i.e., $\bar{\nu}$ increases as $\delta$ decreases. Note that in the Figure A.13d, both $a_1$ and $b_1$ are located on the right side of the $y$-axis. Unlike in Figure A.13b, where $a_1$ and $b_1$ are located on the opposite side of the $y$-axis. Observe also that the variable $a_1$ (furthest on the right side and closest to PC-1) is most affected from moving along the $x$-axis. Furthermore, by following the light blue scores from right to left to the brown colors, the value of $b_1$ might not decrease as much as $a_1$ does. Because $b_1$ is located further away from PC-1. The shape of the reference $\phi_i^*$ for this motion pattern is hard to take any assumptions. Therefore, plotting the reference $\phi_i^*$ with low and high $\bar{\nu}$ shown in Figure 5.19, will make it simpler to investigate this motion pattern. The subfigures resemble $\phi_i^*$ in Figure 5.16. This indicate that the Fourier series with $k = 1$ approximates a reference $\phi_i^*$ similar to the lateral undulation. This may be expected, since with $k = 1$, the addition between one cosine and sine will generate a new sine function with a different amplitude and phase shift.

In the next simulation result, we will investigate the Fourier series motion with $k = 3$ coefficients. The PCA overview of this motion pattern is shown in Figure A.14. Some preprocessing of the raw data have been done for removing noise and outliers. The selected samples after

- **(a)** Low velocity, $\bar{\nu} \approx 0.30$ m/s
- **(b)** High velocity, $\bar{\nu} \approx 0.80$ m/s

**Figure 5.19:** Fourier series ($k = 1$): Reference $\phi_i^*$ with low and high $\bar{\nu}$. 
the preprocessing are shown in Figure A.14a, where the grey samples are insignificant (noise) in the analysis. After separating the outliers, two PCA models were constructed: one for right and left cluster. We isolate the two clusters by calling the right cluster for cluster 1, and the left for cluster 2. The PCA scores of cluster 1 in Figure A.15a, show that the average velocity of the samples lie in $0.2 < \bar{\nu} < 0.8$ m/s. Furthermore, the loadings plot Figure A.15b shows that $P_{avg}$ and $\bar{\nu}$ are negatively correlated with $\delta$. In the loadings plot, the variables $a_2$ and $b_1$ are close to the origin, which implies that these variable are insignificant and not interpretable. The two Fourier coefficients that have most influence on the PCA model are the $a_3$ and $b_3$. These two variables are associated with the last cosine and sine terms of the Fourier series, which is given as $\sin \left( \frac{k\pi t}{L} + (i - 1)\delta \right) = \sin(\omega_{max} t + (i - 1)\delta)$. The PCA model of cluster 2 shown in Figure A.16, only the fourier coefficient $b_3$ is shown in the loadings plot. This indicate that, for samples with $\bar{\nu} > 0.6$ m/s, only the variance of $b_3$ and $\delta$ affect the values of $P_{avg}$ and $\bar{\nu}$. Thus, the solutions in this cluster are fully described by the last sine term of the Fourier series. In fact, the solutions in cluster 1 are also most affected by the last sine term of the Fourier series. This can be observed by investigating the raw data of the clusters. A section of the raw data is shown in Table A.6 and A.7. Observe from the raw data that the sign of $a_3$ are different between cluster 1 and 2. Furthermore, almost all the Fourier coefficients with low frequencies are close to zero. This indicate that low frequencies of the cosine and sine terms are insignificant and act as noise in PCA analysis. The reference $\phi_i^*$ of this motion pattern shown in Figure 5.20, resembles the reference given in Figure 5.19. This motion pattern may also be seen as an approximation of a motion pattern similar to lateral undulation.

5.2.4.5 Multi-Fourier series motion

The multivariate analysis of the multi-Fourier series is the most difficult among the motion patterns. It has a total of 19 decision variables. The scores and loadings of the PCA model for this motion pattern is given in Figure A.17. In the scores plot Figure A.17a, three different clusters
can be seen. Even splitting up the three clusters into different PCA models did not simplify the interpretation of the data set. Thus, the investigation of this motion pattern will be done by comparing the three different clusters in the same PCA model. By observing the loadings plot and considering the PC-1, the variables $b_5$, $a_7$ and $a_8$ are negatively correlated with the variables $b_1$, $b_2$, $b_7$, $b_8$ and $b_9$. Considering these variables and the leftmost cluster shown in the scores plot. The solutions with $0.2 < \bar{v} < 0.6$ may have $\phi_i^*$ with low amplitude at the end joints, i.e., the head and tail. Thus the right cluster in the scores plot close to PC-1, may have the opposite effect, meaning high amplitude at the end joints. Further investigation of the PCA model, shows that decreasing $\delta$, increases the variable $P_{avg}$ and $\bar{v}$. This is the same as for the previous motion patterns presented in this section. The plot of reference $\phi_i^*$ given in Figure 5.21, shows that the observations of the PCA model given above were not precisely correct. Figure 5.21a shows that for low $\bar{v}$, the amplitude at the head joints are small, which was assumed from the PCA model. However, the amplitude at the tail joints are large. From the subfigures 5.21a-5.21c, the motion pattern with low $\bar{v}$ looks similar to the eel-like motion, i.e., low and high amplitude at the head and tail joints, respectively. For high velocity $\bar{v}$ the motion pattern resembles the modified motion pattern given in Figure 5.18, with the exception of $\phi_5^*$. 

Figure 5.21: Multi-Fourier series: Reference $\phi_i^*$ with low and high $\bar{v}$.

### 5.2.5 Regression models for predicting the optimal gait parameters

This section presents the regression models of each motion pattern, based on the PLSR models constructed from the PCA models given in the previous sections. The goal with the regression
models is to see if it is possible to predict the gait parameters using the objective values. If so, then the models can be used as a utility for selecting optimal gait parameters based on the objective values. The procedure of constructing the prediction models is presented in Section 5.2.4.1, i.e., using the Beta coefficients given in (5.1) and Section A.6 computed by the PLSR models of each motion pattern. Figure 5.22 shows the regression models, where the observed solutions are the Pareto front solutions given in Figure 5.10. The average power used for predicting the gait parameters of all the motion patterns is given as $P_{avg} = \{0, 0.1, 0.2, \ldots, P_{max}\}$. The interpretation of the prediction models is listed as follows:

1. Lateral undulation (Figure 5.22a): All the predicted objective values are located on the Pareto front, and the range of $P_{avg}$ for the predicted values corresponds to the observed values. However, the model has problems of predicting values for $P_{avg} > 23$ W.

2. Eel-like motion (Figure 5.22b): All the predicted objective values are located on the Pareto front, with a range of $P_{avg}$ for the predicted solutions matching the observed solutions. However, the model has problems of predicting values for $P_{avg} > 25$ W.

3. Modified motion (Figure 5.22c): All the predicted objective values are located on the Pareto front, and the range of $P_{avg}$ for the predicted solutions corresponds to the observed solutions. However, the model has difficulty of predicting solutions for low $P_{avg}$ and $P_{avg} > 42$ W.

4. Fourier series motion with $k = 1$ (Figure 5.22d): The range of $P_{avg}$ for the predicted solutions does not correspond to the observed solution. It has a maximum of $P_{avg} \approx 50$. Furthermore,
the predicted solutions diverge from the Pareto front for $P_{avg} > 22$ W. Thus, the regression model for this motion pattern is poor.

5. Fourier series motion with $k = 3$ (Figure 5.22e): The predicted solutions are aligned with the Pareto front, and the range of $P_{avg}$ for the predicted solutions extends a little bit past the observed solutions. A gap can be observed on the curve of the predicted solutions. The observed gap is a consequence of the noise in the data set presented in Section 5.2.4.4.

6. Multi-Fourier series motion (Figure 5.22f): The prediction of the gait parameters of the multi-fourier series is not sufficient. The predicted solutions are gathered in the middle of the Pareto front, and diverge at the ends of the prediction curve.

Note that proper data sets will produce good regression models, which is the case for the lateral undulation, eel-like and modified motion. These motion patterns had a noticeable structure (convex curve) of the samples in the scores plot. The scores of the Fourier series with $k = 3$ had somewhat good structures for the samples with high $\bar{v}$. From these observations, the regression models for lateral undulation, eel-like and modified motion predict the gait parameters with a sufficient degree. Hence, these regression models can be used as a utility for obtaining the optimal gait parameters with arbitrary $P_{avg}$. Note that all the prediction models have difficulty of predicting the gait parameters for low $P_{avg}$. The cause of this effect, is that low $P_{avg}$ can be seen as the noisy part of the motion pattern.

5.3 Summary

This section summarizes the simulation results given in the previous sections. In Section 5.1 we found the optimal GA parameters of the MOPs of each motion pattern, and the collection of the optimal parameters of each motion pattern is given in Table 5.2. The distribution of gait parameter $\omega$ and $\delta$ in Section 5.2.1 shows that the optimal value of $\omega$ was $\omega^{max}$. With only the distribution plot, no possible assumption could be made for $\delta$. In Section 5.2.2, comparison between NSGA-II and HypE shows that both methods were sufficient as optimization method for the MOPs. However, HypE spreads out the solutions more uniformly on the Pareto fronts. The Pareto fronts of the actual simulations in Section 5.2.3, show that the solutions are evenly spread out with no gaps, in both NSGA-II and HypE. This section also shows that the Pareto fronts were still sufficient, even after disregarding $\omega$, i.e., setting $\omega = \omega^{max}$. Furthermore, by comparing the Pareto fronts of each motion shows that the most energy efficient motions are the modified and multi-Fourier series. For example, consider $P_{avg} = 25$W, the modified motion has $\bar{v} \approx 0.9$ m/s, while lateral undulation and eel-like motion have $\bar{v} \approx 0.84$ and $\bar{v} \approx 0.65$ m/s, respectively. In Section 5.2.4, theoretical analysis of each motion was done using multivariate analysis. The simulation study showed that all the motion patterns had a common structure of $\delta$, i.e., decreasing $\delta$ would increase $P_{avg}$ and $\bar{v}$, and vice versa. Furthermore, all the outliers observed in the PCA models were solutions with low $P_{avg}$ and $\bar{v}$. This indicates that, the solutions with low $\bar{v}$ are hard to obtain. Further investigation of the simulation study shows that the obtained motion from Fourier series turns out to be an approximation of a motion pattern similar to lateral undulation, where the last sine term had the highest influence on the motion. Furthermore, the Fourier series with $k = 1$ coefficients was sufficient for approximating of the lateral undulation. In Section 5.2.5, regression models of the
simulation results were presented. The goal of the regression models was to see if it was possible to predict optimal gait parameters using the objective values. The presented models showed to be feasible for prediction of the lateral undulation, eel-like and modified motion.

Table 5.2: The optimal GA parameters of each motion.

<table>
<thead>
<tr>
<th>Motion</th>
<th>Population size</th>
<th>Crossover rate</th>
<th>Mutation rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral undulation</td>
<td>200</td>
<td>0.70</td>
<td>0.05</td>
</tr>
<tr>
<td>Eel-like motion</td>
<td>200</td>
<td>0.70</td>
<td>0.05</td>
</tr>
<tr>
<td>Modified motion</td>
<td>500</td>
<td>0.80</td>
<td>0.10</td>
</tr>
<tr>
<td>Fourier series (k = 1)</td>
<td>200</td>
<td>0.80</td>
<td>0.05</td>
</tr>
<tr>
<td>Fourier series (k = 3)</td>
<td>500</td>
<td>0.70</td>
<td>0.10</td>
</tr>
<tr>
<td>Multi-Fourier series</td>
<td>500</td>
<td>0.70</td>
<td>0.15</td>
</tr>
</tbody>
</table>
Chapter 6
Conclusions

In Chapter 4, we presented MOPs of five different motion patterns for an USR, where the first two motions are the common snake locomotions lateral undulation and eel-like motion. The last three are altered motions called modified, Fourier and multi-Fourier series. The objectives of the presented MOPs are the energy efficiency of the USR presented in Chapter 3, where the multi-objective of the MOPs is given as \( \min f_{\text{opt}} = [P_{\text{avg}}, -\bar{v}] \). For the optimization of these MOPs, we presented two multi-objective optimization methods called NSGA-II and HypE. One of the challenges with the MOEAs is finding the optimal GA parameters, such as, the population size, crossover rate and mutation rate. These optimal GA parameters were obtained by running multiple simulations and then comparing the best simulation results. The obtained simulation results show that the search space \( \mathcal{D} \) of the MOPs was proper and thus the selection of the GA parameters was trivial, except for the Fourier series with \( k = 3 \) coefficients and multi-Fourier motion pattern. These motion patterns had a more difficult search space and was greatly dependent on the population size. However, larger population size leads to longer simulation runtime. That is, modified motion with \( N = 800 \) and the computer specification given in Section 4.5. The total runtime of 3600 generations is approximately 10 days.

The presented simulation results in Section 5.2 investigate each motion pattern after obtaining the optimal GA parameters in Section 5.1. The obtained Pareto fronts showed that both NSGA-II and HypE were sufficient as the optimization scheme. However, HypE had more uniformly spread out solutions on the Pareto front, which is desired. Furthermore, the obtained Pareto fronts showed that the modified motion and multi-Fourier motion were the most energy efficient motion patterns regarding the achieved forward velocity and power consumption of the USR.

The purpose of the simulation results is to find similarities between each motion pattern. The obtained results show that \( \omega = \omega^{\text{max}} \) was the optimal gait parameter for all the motion patterns. However, this caused the modified motion to miss solutions with low \( \bar{v} \). It turns out that solutions with low \( \bar{v} \) are hard to interpret, which was shown by using PCA presented in Section 5.2.4. Further investigation based on PCA showed that the motion patterns shared the same structure of the gait parameter \( \delta \), i.e., decreasing \( \delta \) caused \( P_{\text{avg}} \) and \( \bar{v} \) to increase. The presented PCA models were based on the solutions computed by HypE, because of its solutions spreading compared to NSGA-II. This made the investigation of each motion more apparent due to the evenly spread out solutions. The comparison of each PCA showed that the obtained motion pattern from the Fourier series had a similar locomotion as the lateral undulation. While the multi-Fourier series had a similar pattern to eel-like and modified motion for low and high \( \bar{v} \), respectively. The pre-
sented analysis also showed that the last sine term of the Fourier series had the most influence of the obtained motion pattern, and hence it approximates a sinusoidal function similar to lateral undulation. Furthermore, some of the gait pattern of the modified motion were exposed through the multivariate analysis: (i) similar to lateral undulation for $\ddot{v} \approx 0.3$ m/s, and (ii) high and low amplitudes of the joint references for the middle and end joints, respectively, for $\ddot{v} \approx 0.8$ m/s.

Finally, we presented prediction models for predicting the optimal gait parameters using the objective values. The models were sufficient for predicting the gait parameters for the lateral undulation, eel-like and modified motion. With the obtained Pareto fronts and the prediction models, the optimal gait parameters could be predicted through a trade-offs between the power consumption $P_{avg}$ and the forward velocity $\ddot{v}$.

### 6.1 Future work

This thesis presented and investigated on two different MOEA schemes for finding efficient gait parameters of five different locomotions of the USR. The proposed optimization problem considers both the forward velocity and the power consumption. It would be interesting to further add more objectives into the optimization problem, such as minimizing the joint acceleration to prevent wear and tear, or minimizing the number of joints while preserving the energy efficiency of the USR. The problem that arises with more objectives than three, is that NSGA-II might not longer be a feasible optimization solver. The presented simulation results given in Chapter 5, showed that through multivariate analysis, all the five motion patterns had a similar structure of the gait parameter $\delta$, i.e., the value of $\delta$ decreased as the forward velocity and power consumption increased of the USR. Hence, in the future, the gait parameter $\delta$ can be disregarded from the optimization problem, by having constant values of $\delta$ in each solution in the population. The only thing to consider is to uniformly decrease $\delta$ among the solutions. This will reduce the total number of decision variables of each motion pattern by one. For the motion pattern based on Fourier series presented in Chapter 4, the simulation results showed that the sine terms had the most influence on the locomotion of the USR, and therefore, one might disregard the cosine terms for reducing the number of decision variables.

One possible future extension of this thesis, is to investigate on different locomotion generator of the USR. Some related work on different locomotion generator were presented in Chapter 1, such as, CPG and ICONE. By obtaining domain knowledge of the USR, one can try restricting the search spaces using ICONE. Further extension is to investigate other regression analysis for constructing the prediction models presented in Section 5.2.5.
Appendix A

A.1 The recursion steps in Example 2.5.3

The computation of each recursion step in Example 2.5.3 listed below.

- **Step 1.1.1**: Arguments,

  \[ i = 2, \ V = 1, \ \mathcal{F}' = \{(x_1, 0), (x_2, 0)\}, \ z = [\infty, \infty] \]  
  \( \text{(A.1)} \)

  The set \( UP, UR \) and \( U \),
  
  \[ UP = \{ f(x_1) = [1, 3], \ f(x_2) = [3, 1]\}, \ UR = \{ r = [4, 5]\}, \ U = UP \cup UR \]  
  \( \text{(A.2)} \)

  The computation of \( U' \) and \( V' \):
  
  \[ u^* = \min_{u \in U} u_i = 1 \Rightarrow z_i = 1 \]  
  \( \text{(A.3)} \)
  \[ U' = \{ u \in U | u_i > u^* \} = [1, 3], [4, 5] \]  
  \( \text{(A.4)} \)
  \[ V' = V \cdot (\min_{u' \in U'} u'_i - u^*) = 1 \cdot (3 - 1) = 2 \]  
  \( \text{(A.5)} \)

  Next recursion step, \( \mathcal{F}' = doSlicing(\mathcal{F}', R, k, i - 1, V', z = [\infty, 1]) \)

- **Step 1.1.2**: Arguments,

  \[ i = 1, \ V = 2, \ \mathcal{F}' = \{(x_1, v = 0), (x_2, 0)\}, \ z = [\infty, 1] \]  
  \( \text{(A.6)} \)

  The set \( UP, UR \) and \( U \):
  
  \[ UP = \{ f(x_2) = [3, 1]\}, \ UR = \{ r = [4, 5]\}, \ U = UP \cup UR \]  
  \( \text{(A.7)} \)

  The computation of \( U' \) and \( V' \),
  
  \[ u^* = \min_{u \in U} u_i = 3 \Rightarrow z_i = 3 \]  
  \( \text{(A.8)} \)
  \[ U' = \{ u \in U | u_i > u^* \} = [4, 5] \]  
  \( \text{(A.9)} \)
  \[ V' = V \cdot (\min_{u' \in U'} u'_i - u^*) = 2 \cdot (4 - 3) = 2 \]  
  \( \text{(A.10)} \)

  Next recursion step, \( \mathcal{F}' = doSlicing(\mathcal{F}', R, k, i = 1, V', z = [3, 1]) \)
• **Step 1.1.3**: Arguments,

\[ i = 0, \ V = 2, \ \mathcal{F}' = \{(x_1, 0), (x_2, 0)\}, \ z = [3, 1] \]  \hspace{1cm} (A.11)

The set \( UP, UR \):

\[ UP = \{ f(x_2) = [3, 1] \}, \ UR = \{ r = [4, 5] \} \]  \hspace{1cm} (A.12)

Update hypervolumes,

\[ \alpha = \prod_{j=1}^{|UP|-1} \frac{k-j}{|\mathcal{F}'| - j} = \frac{2 - 1}{2 - 1} = 1 \]  \hspace{1cm} (A.13)

\[ v_1 = v_1, \ v_2 = v_2 + \frac{\alpha}{|UP|} \cdot V = 0 + 2 = 2 \]  \hspace{1cm} (A.14)

Return, \( \mathcal{F}' = (x_1, 0), (x_2, 2) \)

• **Step 2.1.1**: Arguments,

\[ i = 2, \ V = 1, \ \mathcal{F}' = \{(x_1, 0), (x_2, 2)\}, \ z = [\infty, \infty] \]  \hspace{1cm} (A.15)

The set \( U \),

\[ U = \{ f(x_1) = [1, 3], r = [4, 5] \} \]  \hspace{1cm} (A.16)

The computation of \( U' \) and \( V' \):

\[ u^* = \min_{u \in U} u_i = 3 \Rightarrow z_i = 3 \]  \hspace{1cm} (A.17)

\[ U' = \{ u \in U | u_i > u^* \} = \{ [4, 5] \} \]  \hspace{1cm} (A.18)

\[ V' = V \cdot (\min_{u' \in U'} u'_i - u^*) = 1 \cdot (5 - 3) = 2 \]  \hspace{1cm} (A.19)

Next recursion step, \( \mathcal{F}' = do\text{Slicing}(\mathcal{F}', R, k, i - 1, V', z = [\infty, 3]) \)

• **Step 2.1.2**: Arguments,

\[ i = 1, \ V = 2, \ \mathcal{F}' = \{(x_1, 0), (x_2, 2)\}, \ z = [\infty, 3] \]  \hspace{1cm} (A.20)

The set \( UP, UR \) and \( U \),

\[ UP = \{ f(x_1) = [1, 3], \ f(x_2) = [3, 1] \}, \ UR = \{ r = [4, 5] \}, \ U = UP \cup UR \]  \hspace{1cm} (A.21)

The computation of \( U' \) and \( V' \):

\[ u^* = \min_{u \in U} u_i = 1 \Rightarrow z_i = 1 \]  \hspace{1cm} (A.22)

\[ U' = \{ u \in U | u_i > u^* \} = \{ [1, 3], [4, 5] \} \]  \hspace{1cm} (A.23)

\[ V' = V \cdot (\min_{u' \in U'} u'_i - u^*) = 2 \cdot (3 - 1) = 4 \]  \hspace{1cm} (A.24)

Next recursion step, \( \mathcal{F}' = do\text{Slicing}(\mathcal{F}', R, k, i - 1, V', z = [1, 3]) \)
Step 2.1.3: Arguments,

\[ i = 0, \ V = 4, \ \mathcal{F}' = \{(x_1, 0), (x_2, 2)\}, \ z = [1, 3] \]  
(A.25)

The set \( UP, UR \):

\[ UP = \{f(x_1) = [1, 3]\}, \ \ \ \ UR = \{r = [4, 5]\} \]  
(A.26)

Update hypervolumes,

\[
\alpha = \prod_{j=1}^{\left|UP\right|-1} \frac{k-j}{|\mathcal{F}'| - j} = \frac{2-1}{2-1} = 1 
\]  
(A.27)

\[
v_1 = v_1 + \frac{\alpha}{|UP|} \cdot V = 0 + 4 = 4, \ \ v_2 = v_2 \]  
(A.28)

Return, \( \mathcal{F}' = (x_1, 4), (x_2, 2) \)

Step 2.2.2: Arguments,

\[ i = 1, \ V = 2, \ \mathcal{F}' = \{(x_1, 4), (x_2, 2)\}, \ z = [\infty, 3] \]  
(A.29)

The set \( U \),

\[ U = \{f(x_1) = [3, 1], r = [4, 5]\} \]  
(A.30)

The computation of \( U' \) and \( V' \):

\[
u^* = \min_{u \in U} u_i = 3 \Rightarrow z_i = 3 \]  
(A.31)

\[ U' = \{u \in U | u_i > u^*\} = \{[4, 5]\} \]  
(A.32)

\[ V' = V \cdot (\min_{u' \in U'} u_i' - u^*) = 2 \cdot (4 - 3) = 2 \]  
(A.33)

Next recursion step, \( \mathcal{F}' = doSlicing(\mathcal{F}', R, k, i - 1, V', z = [3, 3]) \)

Step 2.2.3: Arguments,

\[ i = 0, \ V = 2, \ \mathcal{F}' = \{(x_1, 4), (x_2, 2)\}, \ z = [3, 3] \]  
(A.34)

The set \( UP, UR \):

\[ UP = \{f(x_1) = [1, 3], f(x_2) = [3, 1]\}, \ \ \ \ UR = \{r = [4, 5]\} \]  
(A.35)

Update hypervolumes,

\[
\alpha = \prod_{j=1}^{\left|UP\right|-1} \frac{k-j}{|\mathcal{F}'| - j} = \frac{2-1}{2-1} = 1 
\]  
(A.36)

\[
v_1 = v_1 + \frac{\alpha}{|UP|} \cdot V = 4 + \frac{1}{2} \cdot 2 = 5, \ \ v_2 = v_1 + \frac{\alpha}{|UP|} \cdot V = 2 + \frac{1}{2} \cdot 2 = 3 \]  
(A.37)

Return, \( \mathcal{F}' = (x_1, 5), (x_2, 3) \)
A.2 Configurations in Unscrambler X 10.3

Figure A.1: PCA – Configurations

Figure A.2: PCA – Full cross-validation
A.3 Python Codes

Listing A.1: The main interface of NSGA-II and HypE

```python
for gen in range(n_gen, cg.n_generations+1):
    t1 = time.perf_counter()
    print("====================================================================")
    print('Generation: %d' % gen)
    print('Evaluate population')

    # Mating Selection & Breeding
    offspring = moea.mating_selection(population, chrom_repr, toolbox, eng, 
                                       loggerObj.cx, loggerObj.mx)

    # Evaluate Offsprings
    invalid_ind = [ind for ind in offspring if not ind.fitness.valid]
    sim_time = eval_objective_values(invalid_ind, eng, motion, with_omega)

    # Environmental Selection
    population = moea.environmental_selection(population + offspring, eng)

    # If Violations, Add Bad Fitness
    assign_violation_ranks(population)

    # Print Execution Time To Screen
    elapsed_time, elapsed_computational_time, estimated_time = 
        compute_elapsed_time(t1, sim_time, gen, elapsed_time, 
                             elapsed_computational_time, estimated_time)

    # Log Data To History
    obj = [population[i].fitness.values for i in range(len(population))]
    logData.save_history(loggerObj, population, obj)

    # Plot multi-objective values
    plot_objectives(obj, eng, gen, method_name, motion)

    # Store Result Data
    if redundancy_check:
        store_data_with_redundancy_check(gen, loggerObj, cwd, result_dir)
    else:
        store_data(gen, loggerObj, cwd, result_dir)
    print("================================================================================ End Of Optimization Run "")
```

Listing A.2: Assign crowding distance and create a population with lowest rank and largest crowding distance

```python
def create_parent_population(fronts):
    """ Return P with lowest rank and largest crowding distance """
    pop_size = cg.pop_size
    P = []
    container = []
    n_fronts = len(fronts)
```
# Move non-violated and violated fronts into different containers
for i in range(n_fronts):
    temp_container = [[], []]
    for j in range(len(fronts[i])):
        # Place feasible solutions in container 0
        if fronts[i][j].violations[0] == np.double(0):
            temp_container[0] += [fronts[i][j]]
        # Place infeasible solutions in container 1
        else:
            temp_container[1] += [fronts[i][j]]
    container += [temp_container]

# Assign Crowding Distance. Consider Feasible Solutions First!
for i in range(2):
    k = np.uint32(0)
    while k < n_fronts and len(container[k][i]) != 0 and len(P) < pop_size:
        crowd_front = crowding_distance(container[k][i])
        dist = [crowd_front[q].crowd_dist for q in range(len(crowd_front))]
        j = np.argsort(dist)
        k += 1
        for r in j[::-1]:
            crowd_front[r].rank = k
            P += [crowd_front[r]]
        if len(P) >= pop_size:
            break
    return P

Listing A.3: Assign Hypervolume indicator and create a population with highest values

def create_parent_population(pop, eng):
    """Retur P with higest HV indicator """
    P = []
    N = cg.pop_size
    r = cg.reference

    # Non-domination Sorting, pop = parents + offsprings
    non-dominated_fronts = non-dominated_sort(pop)

    # Select the first non-dominated fronts
    for P1 in non-dominated_fronts:
        if len(P) + len(P1) > N:
            break
        P += P1

    # The number of overflow of solutions
    k = len(P) + len(P1) - N

    # Remove Solutions With Lowest Hypervolume (HV) Indicator
    while k > 0:
        # Caluculate HV indicator
        objectives = [P1[i].fitness.values for i in range(len(P1))]
A.4 Pareto fronts of the cases given in Section 5.1

A.4.1 Fourier Series with $k = 3$ coefficients

Figure A.3: Fourier series ($k = 3$): Pareto fronts for the case with $N = 100$ solutions
Figure A.4: Fourier series ($k = 3$): Pareto fronts for the case with $N = 300$ solutions

Figure A.5: Fourier series ($k = 3$): Pareto fronts for the case with $N = 500$ solutions
A.5 Hypervolumes of the cases given in Section 5.1

A.5.1 Lateral Undulation

\( \text{(a) \ } cx = 0.60, \ mx = 0.050, \ N = \{100, 200, 300\} \)

\( \text{(b) \ } cx = 0.60, \ mx = 0.100, \ N = \{100, 200, 300\} \)

\( \text{(c) \ } cx = 0.60, \ mx = 0.150, \ N = \{100, 200, 300\} \)

\( \text{(d) \ } cx = 0.70, \ mx = 0.050, \ N = \{100, 200, 300\} \)

\( \text{(e) \ } cx = 0.70, \ mx = 0.100, \ N = \{100, 200, 300\} \)

\( \text{(f) \ } cx = 0.70, \ mx = 0.150, \ N = \{100, 200, 300\} \)

\( \text{(g) \ } cx = 0.80, \ mx = 0.050, \ N = \{100, 200, 300\} \)

\( \text{(h) \ } cx = 0.80, \ mx = 0.100, \ N = \{100, 200, 300\} \)

\( \text{(i) \ } cx = 0.80, \ mx = 0.150, \ N = \{100, 200, 300\} \)

**Figure A.6:** Lateral undulation: The average hypervolume indicator, where \( cx \) and \( mx \) is the crossover and mutation rate, respectively.
A.5.2 Modified Motion

Figure A.7: The average hypervolume indicator, where $cx$ and $mx$ is the crossover and mutation rate, respectively.
A.5.3 Fourier Series Motion with $k = 1$ Fourier coefficients

(a) $cx = 0.60$, $mx = 0.050$, $N = \{100, 200, 300\}$

(b) $cx = 0.60$, $mx = 0.100$, $N = \{100, 200, 300\}$

(c) $cx = 0.60$, $mx = 0.150$, $N = \{100, 200, 300\}$

(d) $cx = 0.70$, $mx = 0.050$, $N = \{100, 200, 300\}$

(e) $cx = 0.70$, $mx = 0.100$, $N = \{100, 200, 300\}$

(f) $cx = 0.70$, $mx = 0.150$, $N = \{100, 200, 300\}$

(g) $cx = 0.80$, $mx = 0.050$, $N = \{100, 200, 300\}$

(h) $cx = 0.80$, $mx = 0.100$, $N = \{100, 200, 300\}$

(i) $cx = 0.80$, $mx = 0.150$, $N = \{100, 200, 300\}$

Figure A.8: Fourier series ($k = 1$): The average hypervolume indicator, where $cx$ and $mx$ is the crossover and mutation rate, respectively.
A.5.4 Fourier Series Motion with $k = 3$ Fourier coefficients

(a) $cx = 0.60$, $mx = 0.050$, $N = \{100, 300, 500\}$

(b) $cx = 0.60$, $mx = 0.100$, $N = \{100, 300, 500\}$

(c) $cx = 0.60$, $mx = 0.150$, $N = \{100, 300, 500\}$

(d) $cx = 0.70$, $mx = 0.050$, $N = \{100, 300, 500\}$

(e) $cx = 0.70$, $mx = 0.100$, $N = \{100, 300, 500\}$

(f) $cx = 0.70$, $mx = 0.150$, $N = \{100, 300, 500\}$

(g) $cx = 0.80$, $mx = 0.050$, $N = \{100, 300, 500\}$

(h) $cx = 0.80$, $mx = 0.100$, $N = \{100, 300, 500\}$

(i) $cx = 0.80$, $mx = 0.150$, $N = \{100, 300, 500\}$

**Figure A.9:** Fourier series ($k = 3$): The average hypervolume indicator, where $cx$ and $mx$ is the crossover and mutation rate, respectively.
A.5.5 Multi-Fourier Series Motion

(a) $cx = 0.60$, $mx = 0.050$, $N = \{300, 500, 800\}$

(b) $cx = 0.60$, $mx = 0.100$, $N = \{300, 500, 800\}$

(c) $cx = 0.60$, $mx = 0.150$, $N = \{300, 500, 800\}$

(d) $cx = 0.70$, $mx = 0.050$, $N = \{300, 500, 800\}$

(e) $cx = 0.70$, $mx = 0.100$, $N = \{300, 500, 800\}$

(f) $cx = 0.70$, $mx = 0.150$, $N = \{300, 500, 800\}$

(g) $cx = 0.80$, $mx = 0.050$, $N = \{300, 500, 800\}$

(h) $cx = 0.80$, $mx = 0.100$, $N = \{300, 500, 800\}$

(i) $cx = 0.80$, $mx = 0.150$, $N = \{300, 500, 800\}$

Figure A.10: Fourier series: The average hypervolume indicator, where $cx$ and $mx$ is the crossover and mutation rate, respectively.
A.6 PCA and PLSR Results

A.6.1 Lateral undulation

Table A.1: The raw data of cluster 1 given in Figure 5.14

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\alpha$ [Nm]</th>
<th>$\delta$ [Nm]</th>
<th>$P_{avg}$ [W]</th>
<th>$\bar{v}$ [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.6693</td>
<td>90.0000</td>
<td>0.0215</td>
<td>0.0131</td>
</tr>
<tr>
<td>2</td>
<td>7.7953</td>
<td>90.0000</td>
<td>0.0396</td>
<td>0.0237</td>
</tr>
<tr>
<td>3</td>
<td>9.2126</td>
<td>90.0000</td>
<td>0.0540</td>
<td>0.0320</td>
</tr>
<tr>
<td>4</td>
<td>10.6299</td>
<td>90.0000</td>
<td>0.0698</td>
<td>0.0410</td>
</tr>
<tr>
<td>5</td>
<td>12.0472</td>
<td>89.2913</td>
<td>0.0899</td>
<td>0.0516</td>
</tr>
<tr>
<td>6</td>
<td>13.4646</td>
<td>89.2913</td>
<td>0.1084</td>
<td>0.0616</td>
</tr>
<tr>
<td>7</td>
<td>14.8819</td>
<td>90.0000</td>
<td>0.1235</td>
<td>0.0703</td>
</tr>
<tr>
<td>8</td>
<td>16.2992</td>
<td>90.0000</td>
<td>0.1425</td>
<td>0.0802</td>
</tr>
<tr>
<td>9</td>
<td>17.7165</td>
<td>90.0000</td>
<td>0.1616</td>
<td>0.0901</td>
</tr>
<tr>
<td>10</td>
<td>19.1339</td>
<td>90.0000</td>
<td>0.1809</td>
<td>0.0997</td>
</tr>
<tr>
<td>11</td>
<td>20.5512</td>
<td>90.0000</td>
<td>0.1998</td>
<td>0.1091</td>
</tr>
<tr>
<td>12</td>
<td>21.9685</td>
<td>90.0000</td>
<td>0.2186</td>
<td>0.1182</td>
</tr>
<tr>
<td>13</td>
<td>23.3858</td>
<td>90.0000</td>
<td>0.2369</td>
<td>0.1269</td>
</tr>
<tr>
<td>14</td>
<td>24.8031</td>
<td>90.0000</td>
<td>0.2548</td>
<td>0.1351</td>
</tr>
<tr>
<td>15</td>
<td>26.2205</td>
<td>90.0000</td>
<td>0.2720</td>
<td>0.1431</td>
</tr>
<tr>
<td>16</td>
<td>28.3465</td>
<td>90.0000</td>
<td>0.2971</td>
<td>0.1541</td>
</tr>
<tr>
<td>17</td>
<td>30.4724</td>
<td>90.0000</td>
<td>0.3197</td>
<td>0.1644</td>
</tr>
<tr>
<td>18</td>
<td>33.3071</td>
<td>90.0000</td>
<td>0.3486</td>
<td>0.1765</td>
</tr>
<tr>
<td>19</td>
<td>35.4331</td>
<td>90.0000</td>
<td>0.3686</td>
<td>0.1846</td>
</tr>
<tr>
<td>20</td>
<td>38.9764</td>
<td>90.0000</td>
<td>0.3986</td>
<td>0.1963</td>
</tr>
<tr>
<td>21</td>
<td>41.1024</td>
<td>90.0000</td>
<td>0.4148</td>
<td>0.2023</td>
</tr>
<tr>
<td>22</td>
<td>44.6457</td>
<td>90.0000</td>
<td>0.4383</td>
<td>0.2110</td>
</tr>
<tr>
<td>23</td>
<td>48.8976</td>
<td>90.0000</td>
<td>0.4624</td>
<td>0.2192</td>
</tr>
<tr>
<td>24</td>
<td>54.5669</td>
<td>90.0000</td>
<td>0.4892</td>
<td>0.2268</td>
</tr>
<tr>
<td>25</td>
<td>60.2362</td>
<td>89.2913</td>
<td>0.5254</td>
<td>0.2345</td>
</tr>
</tbody>
</table>
Table A.2: The predicted gait parameters computed by the prediction model presented in Section 5.2.4.

<table>
<thead>
<tr>
<th>$P_{avg}$ [W]</th>
<th>$\alpha$ [Nm]</th>
<th>$\delta$ [Nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
<td>9.634</td>
<td>89.565</td>
</tr>
<tr>
<td>0.200</td>
<td>18.414</td>
<td>90.053</td>
</tr>
<tr>
<td>0.400</td>
<td>41.858</td>
<td>89.887</td>
</tr>
<tr>
<td>0.600</td>
<td>52.984</td>
<td>79.087</td>
</tr>
<tr>
<td>0.800</td>
<td>50.554</td>
<td>74.766</td>
</tr>
<tr>
<td>1.000</td>
<td>48.752</td>
<td>71.482</td>
</tr>
<tr>
<td>2.000</td>
<td>42.815</td>
<td>60.109</td>
</tr>
<tr>
<td>4.000</td>
<td>36.161</td>
<td>45.951</td>
</tr>
<tr>
<td>6.000</td>
<td>33.101</td>
<td>37.707</td>
</tr>
<tr>
<td>8.000</td>
<td>31.605</td>
<td>32.037</td>
</tr>
<tr>
<td>10.000</td>
<td>31.149</td>
<td>28.079</td>
</tr>
<tr>
<td>12.000</td>
<td>31.251</td>
<td>25.037</td>
</tr>
<tr>
<td>14.000</td>
<td>32.028</td>
<td>23.108</td>
</tr>
<tr>
<td>16.000</td>
<td>32.985</td>
<td>21.473</td>
</tr>
<tr>
<td>18.000</td>
<td>34.378</td>
<td>20.557</td>
</tr>
<tr>
<td>20.000</td>
<td>36.001</td>
<td>20.020</td>
</tr>
<tr>
<td>22.000</td>
<td>37.721</td>
<td>19.642</td>
</tr>
<tr>
<td>24.000</td>
<td>39.774</td>
<td>19.812</td>
</tr>
<tr>
<td>26.000</td>
<td>41.935</td>
<td>20.159</td>
</tr>
<tr>
<td>28.000</td>
<td>42.616</td>
<td>18.070</td>
</tr>
</tbody>
</table>
A.6.2 Eel-like motion

(a) PCA scores of cluster 1 for eel-like motion.

(b) PCA loadings of cluster 1 for eel-like motion.

(c) PCA scores of cluster 2 for eel-like motion.

(d) PCA loadings of cluster 2 for eel-like motion.

Figure A.11: Eel-like motion: PCA scores and loadings.

Table A.3: Eel-like: The RMSE values of the PLSR model for cluster 1 and 2

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>0</td>
<td>20.660</td>
<td>5.976</td>
</tr>
<tr>
<td>1</td>
<td>4.163</td>
<td>5.954</td>
</tr>
<tr>
<td>2</td>
<td>1.616</td>
<td>1.229</td>
</tr>
</tbody>
</table>

Beta coefficients of the PLSR model:

$$B_1 = \begin{bmatrix} 9.336 & 90.000 \\ 273.122 & 0.000 \\ -31.234 & 0.000 \end{bmatrix} \quad B_2 = \begin{bmatrix} 98.960 & 115.778 \\ 1.759 & -0.184 \\ -9.947 & -13.702 \end{bmatrix}.$$ (A.38)
A.6.3 Modified motion

Figure A.12: Modified motion: PCA scores and loadings.

Table A.4: Modified: The RMSE of the PLSR model

<table>
<thead>
<tr>
<th>Factor</th>
<th>δ</th>
<th>(g_1)</th>
<th>(g_2)</th>
<th>(g_3)</th>
<th>(g_4)</th>
<th>(g_5)</th>
<th>(g_6)</th>
<th>(g_7)</th>
<th>(g_8)</th>
<th>(g_9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.440</td>
<td>3.954</td>
<td>5.738</td>
<td>5.911</td>
<td>4.211</td>
<td>2.790</td>
<td>1.751</td>
<td>1.400</td>
<td>1.739</td>
<td>2.941</td>
</tr>
<tr>
<td>2</td>
<td>0.699</td>
<td>1.473</td>
<td>1.436</td>
<td>1.322</td>
<td>1.290</td>
<td>1.550</td>
<td>1.259</td>
<td>1.164</td>
<td>1.175</td>
<td>1.449</td>
</tr>
</tbody>
</table>

Beta coefficients of the PLSR model:

\[
B = \begin{bmatrix}
91.885 & 69.957 & 75.560 & 69.679 & 58.325 & 50.229 & 46.110 & 42.624 & 43.145 & 46.915 \\
-0.059 & -0.091 & 0.659 & 1.517 & 1.576 & 1.175 & 0.705 & 0.291 & 0.140 & 0.233 \\
\end{bmatrix}.
\] (A.39)
A.6.4 Fourier Series Motion With $k = 1$ Fourier coefficients

![Figure A.13: Fourier series motion: PCA scores and loadings.](image)

Table A.5: Eel-like: The RMSE values of the PLSR model for cluster 1 and 2

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta$</td>
<td>$a_1$</td>
</tr>
<tr>
<td>0</td>
<td>13.897</td>
<td>15.051</td>
</tr>
<tr>
<td>1</td>
<td>5.789</td>
<td>4.554</td>
</tr>
<tr>
<td>2</td>
<td>0.194</td>
<td>13.417</td>
</tr>
</tbody>
</table>

Beta coefficients of the PLSR model:

$$B_1 = \begin{bmatrix} 89.332 & -1.932 & 2.247 \\ -11.472 & 363.496 & -833.116 \\ 2.685 & -62.033 & 153.240 \end{bmatrix}$$

$$B_2 = \begin{bmatrix} 101.269 & 36.826 & -39.511 \\ 0.211 & -2.603 & -1.624 \\ -10.385 & 0.530 & 4.165 \end{bmatrix}, \quad (A.40)$$
A.6.5 Fourier Series Motion With $k = 3$ Fourier coefficients

(a) Scores

(b) Loadings

(c) Influence

(d) Explained Variance

Figure A.14: Fourier series ($k = 3$): PCA overview

(a) PCA scores.

(b) PCA loadings.

Figure A.15: Modified motion: PCA scores and loadings of cluster 1.
Figure A.16: Modified motion: PCA scores and loadings of cluster 2.

Table A.6: Fourier series \((k = 3)\): some raw data of cluster 1

<table>
<thead>
<tr>
<th>Sample</th>
<th>(\delta)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(b_3)</th>
<th>(P_{avg})</th>
<th>(\hat{\nu})</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>60.236</td>
<td>0.000</td>
<td>-1.429</td>
<td>-40.000</td>
<td>-1.429</td>
<td>0.000</td>
<td>18.571</td>
<td>1.790</td>
<td>0.400</td>
</tr>
<tr>
<td>151</td>
<td>60.236</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>20.000</td>
<td>1.808</td>
<td>0.402</td>
</tr>
<tr>
<td>155</td>
<td>58.819</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>1.871</td>
<td>0.408</td>
</tr>
<tr>
<td>156</td>
<td>58.819</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>12.857</td>
<td>1.891</td>
<td>0.410</td>
</tr>
<tr>
<td>157</td>
<td>58.819</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>14.286</td>
<td>1.903</td>
<td>0.411</td>
</tr>
<tr>
<td>160</td>
<td>58.110</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>1.949</td>
<td>0.415</td>
</tr>
<tr>
<td>161</td>
<td>58.110</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>12.857</td>
<td>1.970</td>
<td>0.417</td>
</tr>
<tr>
<td>162</td>
<td>58.110</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>14.286</td>
<td>1.983</td>
<td>0.418</td>
</tr>
<tr>
<td>163</td>
<td>58.110</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>15.714</td>
<td>1.996</td>
<td>0.419</td>
</tr>
<tr>
<td>167</td>
<td>57.402</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>14.286</td>
<td>2.067</td>
<td>0.425</td>
</tr>
<tr>
<td>168</td>
<td>57.402</td>
<td>0.000</td>
<td>0.000</td>
<td>-40.000</td>
<td>0.000</td>
<td>0.000</td>
<td>15.714</td>
<td>2.081</td>
<td>0.426</td>
</tr>
<tr>
<td>169</td>
<td>55.984</td>
<td>0.000</td>
<td>0.000</td>
<td>-34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>18.571</td>
<td>2.103</td>
<td>0.428</td>
</tr>
</tbody>
</table>

Table A.7: Fourier series \((k = 3)\): some raw data of cluster 2

<table>
<thead>
<tr>
<th>Sample</th>
<th>(\delta)</th>
<th>(a_1)</th>
<th>(a_2)</th>
<th>(a_3)</th>
<th>(b_1)</th>
<th>(b_2)</th>
<th>(b_3)</th>
<th>(P_{avg})</th>
<th>(\hat{\nu})</th>
</tr>
</thead>
<tbody>
<tr>
<td>435</td>
<td>25.512</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>13.340</td>
<td>0.760</td>
</tr>
<tr>
<td>436</td>
<td>24.803</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>7.143</td>
<td>13.410</td>
<td>0.761</td>
</tr>
<tr>
<td>439</td>
<td>24.803</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>8.571</td>
<td>13.616</td>
<td>0.763</td>
</tr>
<tr>
<td>440</td>
<td>24.094</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>5.714</td>
<td>13.745</td>
<td>0.764</td>
</tr>
<tr>
<td>441</td>
<td>24.803</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>13.866</td>
<td>0.766</td>
</tr>
<tr>
<td>444</td>
<td>24.094</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>8.571</td>
<td>14.130</td>
<td>0.768</td>
</tr>
<tr>
<td>445</td>
<td>24.803</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>11.429</td>
<td>14.162</td>
<td>0.769</td>
</tr>
<tr>
<td>447</td>
<td>24.094</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>14.394</td>
<td>0.771</td>
</tr>
<tr>
<td>450</td>
<td>23.386</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>8.571</td>
<td>14.643</td>
<td>0.773</td>
</tr>
<tr>
<td>451</td>
<td>24.094</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>11.429</td>
<td>14.704</td>
<td>0.774</td>
</tr>
<tr>
<td>453</td>
<td>23.386</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>14.919</td>
<td>0.776</td>
</tr>
<tr>
<td>457</td>
<td>22.677</td>
<td>0.000</td>
<td>0.000</td>
<td>34.286</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
<td>15.441</td>
<td>0.780</td>
</tr>
</tbody>
</table>
Table A.8: Fourier series ($k = 3$): The RMSE values of the PLSR model for cluster 1 and 2

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cluster 1</th>
<th>Cluster 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta$</td>
<td>$a_3$</td>
</tr>
<tr>
<td>0</td>
<td>8.087</td>
<td>0.365</td>
</tr>
<tr>
<td>1</td>
<td>2.033</td>
<td>0.345</td>
</tr>
<tr>
<td>2</td>
<td>0.376</td>
<td>0.316</td>
</tr>
</tbody>
</table>

Beta coefficients of the PLSR model:

$$B_1 = \begin{bmatrix} 111.703 & 0.000 & -3.340 & -66.465 & -2.008 & 0.000 & 40.593 \\ 2.344 & 0.000 & -0.396 & -3.524 & -0.243 & 0.000 & 0.069 \\ -13.989 & 0.000 & 0.915 & 8.557 & 0.554 & 0.000 & -5.694 \end{bmatrix} \quad (A.41)$$

$$B_2 = \begin{bmatrix} 82.093 & 0.000 & 0.000 & 34.286 & 0.000 & 0.000 & 70.696 \\ -0.480 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 2.240 \\ -6.648 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & -12.142 \end{bmatrix} \quad (A.42)$$

### A.6.6 Multi-Fourier series

Figure A.17: Multi-Fourier motion: PCA scores and loadings.
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